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ABSTRACT 

 

Deep learning and data mining is a subset of machine learning. This project requires to study 

mainly in field of deep learning and data mining. The research question to be addressed is solve 

deep learning for scene visualization and sentence-based image synthesis through image 

classification and image captioning using language python and anaconda navigator. Image 

classification is a part of project that has many practical applications in different fields, ranging 

from object recognition, medical imaging, content moderation, and quality control. Image 

captioning generator is simple which take an image and try to generate a caption that matches 

the gist of that image closely as possible, which include whole meaning of one picture in just 

one sentence, which saves times. The image captioning between NLP and computer vision and 

work in coordination to make image captioning possible and the attention mechanism came to 

rescue. The methodology and techniques included in the project are research-based project, 

which in the research process. Research methods and tools to be used were language python 

and anaconda navigator to launch the jupyter notebook and google colab. Besides that, the 

dataset was gotten from Kaggle which is Flickr8k Dataset to launch the progress. The platform 

uses to run the datasets is Jupyter notebook and google colab to run the coding input and give 

output to judge validity and generality of results. The projects image processing contributes to 

computer vision applications, such as object detection, classification, and tracking. Scene 

visualization allows computer understand objects, environment and sentence-based image 

synthesis enabled computers generate images from textual descriptions. User can random insert 

picture and system will detect the images given with suitable text description. This project used 

to generate visual instructions for robots to perform tasks and create more realistic and 

immersive gaming environments. For advertising and marketing, these techniques can used to 

generate personalized ads or product recommendations based on customer preferences. For 

example, sentence-based image synthesis can used to create custom product images based on 

user input or social media data.  These neural networks try to mimic how the human brain 

functions. Using a public dataset as training data, a deep learning method called CNN used to 

detect and segment multiple targets in two-dimensional (2D) elemental images for integral 

imaging system. A range of applications are embracing these techniques to build virtual scenes 

by verbal description in tandem with advancement of computer graphics, natural language 

processing, and computing power. Image captioning with start an image and pass it through a 

pre-trained ImageNet model like inception v3 and produce output feature vectors. Inception v3 
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is a large network with many pooling, convolution, and fully connected layers which have 

higher accuracy in the ImageNet dataset which knows as transfer learning for layer output. 
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CHAPTER 1 INTRODUCTION 

In this chapter, I will present the background and motivation of research, contributions to the 

field, and the outline of the thesis. Deep learning and data mining techniques are effective and 

quickly evolving in the evaluation of visual aesthetics. It is still a new area, therefore there is 

plenty of room for more advancements. Using deep learning and data mining to the aesthetic 

assessment of photographs presents three significant problems with existing datasets aesthetics 

evaluation have limited amount and categories, aesthetic stimulus is varying in different scenes, 

and limitations of current image datasets. Sentence-to-image synthesis requires an agent to 

generate a photo-realistic image according to the given text description. Radiology and 

radiation oncology both make extensive use of image synthesis across and within medical 

imaging modalities. In this project, it will motivate to design a multi-scene deep learning 

framework and provide contribution of make network a strong adaptability to different scenes 

and to improve the project model performance that balance number of high aesthetic and low 

aesthetic quality images. In the field of computer vision, deep learning, and data mining, image 

synthesis from sentence has long been a significant issue. There are some techniques that 

enable GANs and Inception v3 to produce images related to a specific class. The application 

of NLP principles to aid the models in language comprehension has resulted in certain works 

that have achieved notable success. The novel mapping and sampling techniques used by VAEs 

have also yielded encouraging results.  

 

The project synthesize images from sentence descriptions (known as sentence-to-image 

synthesis or image-to-sentence synthesis) is an important machine learning tasks requiring 

ambiguous and incomplete processing explanatory information and learning in natural 

language across visual and verbal modalities. All targets are detected and segmented from base 

images in 3D integrated imaging system using deep learning algorithms. Deep-slice images 

were reconstructed computationally using only segmented targets in the 2D underlying image. 

The 3D images were then reconstructed using the base images segmented with the detected 

target. The proposed method works well in the presence of partial occlusions. 

The motivation research for visual understanding, with images contain of visual information 

that will contain visual information, image classification for develop algorithms and models to 

understand the message from visual data. It will help people for search engine to detect and 

find for image user want or caption description based on that image to ensure that user can get 

all the information that no understand based on images with user just need to see one sentence 
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which represent the image whole meaning. For example, when user know that things through 

picture what is it but don’t know how to call it, this will help user to understand what is related 

of the picture through caption in one sentence and user now know the name of the things 

through the image uploaded. We can see that it has potential for many areas, and it can improve 

between digital and human understanding on it. The contribution can provide correctness 

information of image classification and image captioning, to enable system to detect and lower 

the error occur. It turns the images and text description for user to that they cannot see the 

images graphic. Through this, user can easily find images they want through text queries 

through the search bar and datasets database. So, it was saving time and money for include 

large datasets. 
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1.1  Problem Statement and Motivation 

Nowadays, deep learning scene visualization and sentence-based image synthesis industry and 

more valued by society is something that be easier for user. State-of-the- art algorithms pose 

the view synthesis problem as the prediction of novel views from an unstructured set or 

arbitrarily sparse grid of input camera about the view sampling requirements of these methods 

and predict how their performance will be affected by the input view sampling pattern whether 

a set of sampled views will produce acceptable results for a virtual experience. Sometimes user 

have no ideas about it, user can use this long form paragraph to tell and share story. This is an 

opportunity to showcase a unique moment that captures the spirit of your brand The problem 

is obtaining object-level segmentation instances is not easy in cluttered and occluded scenes. 

Therefore, people in this category or those who are new looking to start up might require some 

guidance or recommendation system to help them solve the problem, it being the main mission 

for the project. Besides that, correctness to provide the accuracy for the output of sentences 

with images that can automatically detect the images with the objects and complexness 

information from the image will also affect the correctness through the output. The image 

feature will relate to the accuracy of the output and input provided. 

 

The main motivation of developing this project is due to describe how densely a user must 

capture a given scene for reliable rendering performance. The aim of the thesis is to propose 

new efficient algorithms for scene visualization and sentence image synthesis. In this thesis, 

find that it is useful to categorize IBR algorithms by the extent to which they use explicit scene 

geometry. Hence, these provides motivation for the implementation of this project. Besides, 

the visual content in nowadays which technology era become important make user can more 

easily to get the visual content that relevant to requirements can increase user experience by 

just simple insert the input. Most importantly can improve the effectiveness of the user with 

just provide simple input and system can generate output for user that was connected to the 

datasets. 
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Figure 1.1 Images generated process with captioning. 

 

 

1.2  Objectives 

1. The first research objective is to classify the images deep learning through python.  

 

2. The second research objective is to develop a website to increase effectiveness in scene 

visualization and sentence-based algorithm identification.  

 

3. The third objective is to build a recommendation system that matches the opinion of users 

with correct result rather than incorrect unrelated results. 
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1.3  Project Scope and Direction  

The scopes of the project include to develop an AI recommendation system which deep 

learning scene visualization and sentence-based image synthesis that will allow user to create 

their own scene visualization in graphics that provide with different type of examples to easiest 

user use it. The system provides user to generate their own synthesis which with sentence to 

image AI generator and then the AI will recommend user the best suitable and correct results 

based on user opinion that giving the tutorial provided and recommendation of output for user. 

For example, when user insert an input image to upload to system, system will provide the 

description caption for user understand what the image representation means in just one simple 

sentence. The system of the AI will provide the guidelines for user as references and generate 

their satisfied scene visualization and synthesis. 

 

 

Figure 1.3 Upload images to system with provide captions. 
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1.4  Contributions 

Our experiment and analysis confirm the most commitment of this project is an investigation 

of diverse scene representations for see amalgamation, with the objective of enlightening the 

important characteristics that make scene representations viable fireproofed learning-based 

view union. The project visualizes the common issue definition we consider, where the input 

may be a set of pictures with comparing camera postures, and objective is to recuperate a scene 

representation that underpins rendering novel sees of the scene. Rather than employing a 

discrete sampled volume, user speak to the scene as a ceaseless volumetric work, parameterized 

by a fully connected neural arrange that takes in a 3D facilitate and 2D viewing direction, and 

yields the volume density and view-dependent color at that location. In this way, the whole 

scene is encoded within the weights of this profound organize. The project demonstrate that 

this will be much more effective than an inspected volumetric representation whereas still 

empowering us to render photorealistic novel sees of the scene. 

 

1.5  Report Organization 

This detail of this research report is organized into 6 chapters: Chapter 1 Introduction, Chapter 

2 Literature Review, Chapter 3 System Design, Chapter 4 System Implementation and Testing, 

Chapter 5 System Outcome and Discussion, Chapter 6 Conclusion. The first chapter is the 

introduction of this project which includes problem statement, project background and 

motivation, project scope, project objectives, project contribution, highlights of project 

achievements, and report organization. The second chapter is the literature review carried out 

on several existing solving method or background study related to deep learning scene 

visualization and image captioning or image classification theory. The third chapter is 

discussing the overall system design of this project. The fourth chapter is regarding the details 

on how to implement the design of the system. Furthermore, the fifth chapter reports the 

systems outcome that image caption that upload file to run and generate output. The last chapter 

output related to conclusion of the overall project. 
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CHAPTER 2 LITERATURE REVIEW 

2.1 Google colab 

Google colab is a platform based on cloud platform for connect with anaconda to launch the 

jupyter notebook to run my python program which is a program that with ipynb file. I use it to 

write and launch my code for image classification and image captioning code project. I insert 

Kaggle dataset into Goggle colab to run my program with the dataset provide with images and 

captions.txt file. With these datasets, it provides opportunities for the output accuracy.  

 

Table 2.1 Specifications of laptop 

Description Specifications 

Model Asus A510U series 

Processor Intel Core i5-8250U 

Operating System Windows 11 

Graphic NVIDIA GeForce GT 930MX 2GB DDR3 

Memory 12GB DDR4 RAM 

Storage 128GB SATA HDD 
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2.2 Kaggle Datasets 

This is datasets I used for launching my program that contains with picture and captions.  

 

 

Figure 2.2 Kaggle Dataset 

 

 

2.3 Visual Studio code 

 

I also use visual studio code for launching my program in python language with connect to 

streamlit website. 
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2.4 Previous works on Deep learning and Data Mining 

2.4.1 U-Net: Convolutional Networks for Biomedical Image Segmentation 

 

In the field of biomedical image segmentation, the U-Net architecture, introduced by 

Ronneberger, Fischer, and Brox in 2015, has emerged as a significant advancement. Traditional 

convolutional networks faced limitations due to the scarcity of annotated training samples and 

the need for pixel-level localization in biomedical tasks. U-Net addresses these challenges by 

employing a unique architecture that combines a contracting path for context capture with an 

expansive path for precise localization. Notably, U-Net demonstrates its effectiveness in 

training with limited data through extensive data augmentation, particularly elastic 

deformations. This innovation enables the network to learn invariance and robustness 

properties essential for biomedical image processing. Moreover, U-Net's seamless tiling 

strategy facilitates the segmentation of large images. It has found success in various 

applications, from segmenting neuronal structures in electron microscopy to cell tracking in 

light microscopy, consistently outperforming previous methods, and showcasing its versatility 

in biomedical image segmentation tasks. 

 

 

 

Figure 2.4 U-net architecture 
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2.4.2 Strengths and Weakness 

 

The U-Net architecture offers several notable strengths. Firstly, its ability to achieve 

exceptional segmentation accuracy with limited annotated training data sets it apart. This is 

made possible through the effective use of data augmentation, such as elastic deformations, 

which allows the network to learn critical invariance and robustness properties, a crucial 

requirement in biomedical image processing where datasets are often small and varied. 

Secondly, the U-Net's architecture is uniquely designed to combine a contracting path for 

context capture with an expansive path for precise localization, enabling it to provide highly 

accurate pixel-level localization, a fundamental requirement in biomedical segmentation tasks. 

Additionally, its seamless tiling strategy allows for the efficient segmentation of large images, 

overcoming GPU memory limitations. Lastly, its rapid execution, with the ability to segment 

a 512x512 image in less than a second on a modern GPU, contributes to its practical usability. 

 

Despite its many strengths, U-Net does have some limitations. One significant drawback is its 

susceptibility to overfitting, particularly when dealing with extremely limited training data. 

Although data augmentation helps mitigate this issue to some extent, acquiring more annotated 

data remains a challenge in many biomedical applications. Additionally, while the 

architecture's emphasis on precise localization is advantageous, it may compromise on 

computational efficiency when compared to faster, less accurate segmentation methods. Lastly, 

U-Net's applicability may be subject to the specific nature of the biomedical segmentation task 

at hand; its performance can vary based on the characteristics of the dataset and the complexity 

of the objects being segmented. Therefore, it is essential for researchers to consider the trade-

off between accuracy and computational efficiency when selecting U-Net for a given 

biomedical image segmentation task. 
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2.5 Image Processing Deep Learning 

2.5.1 Effect of Attention Mechanism in Deep Learning-Based Remote Sensing Image 

Processing: A Systematic Literature Review 

 

 

 

Figure 2.5 CNN Structure 

 

In summary, the reviewed literature showcases the remarkable progress achieved at the 

intersection of deep learning and remote sensing. Researchers have devised innovative 

solutions employing attention mechanisms, convolutional and recurrent neural networks, and 

novel architectures to address a wide range of remote sensing challenges. These applications 

encompass image segmentation, object detection, image super-resolution, change detection, 

and classification, among others. Beyond traditional tasks, the literature explores hyperspectral 

imagery, transfer learning, and generative adversarial networks. It also emphasizes the 

importance of handling small sample sizes and cloud removal. Overall, this body of work 

highlights the transformative potential of AI-driven geospatial analysis for diverse scientific 

and practical applications in the field of remote sensing. 
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2.5.2 Strengths and Weakness 

 

The reviewed literature on deep learning applications in remote sensing highlights a compelling 

array of strengths and weaknesses in this rapidly evolving field. On the positive side, these 

studies underscore the transformative potential of deep learning techniques, showcasing 

significant enhancements in the accuracy and automation of remote sensing tasks. Innovative 

approaches like attention mechanisms, advanced network architectures, and state-of-the-art 

techniques have collectively contributed to impressive progress in tasks such as object 

detection, image segmentation, and classification. These advancements hold great promise for 

practical applications in diverse domains, including disaster management, agriculture, and 

environmental monitoring. 

 

Nevertheless, several noteworthy weaknesses are also discernible in this body of research. The 

most prominent among them are the substantial data and computational requirements, along 

with a reliance on domain-specific expertise. The deep learning models discussed in these 

studies often necessitate large volumes of labeled data for training, making them less accessible 

for applications with limited access to such resources. Moreover, the computational demands 

of these models can be prohibitive for some users or regions. Furthermore, the interpretability 

and explain ability of complex deep learning models pose significant challenges, especially in 

critical applications where decision-making transparency is crucial. Additionally, the 

generalization of deep learning models across different environmental and geographical 

conditions remains a pressing concern that necessitates further exploration. In conclusion, 

while deep learning holds immense promise for remote sensing applications, addressing these 

challenges is essential to fully harness its potential while ensuring broader accessibility and 

reliability. 
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2.6     Text-to-Image Synthesis 

2.6.1 Object-driven Text-to-Image Synthesis via Adversarial Training 

 

 

Figure 2.6 Obj-GAN network 

 

This literature review provides an in-depth examination of the recent progress in text-to-image 

synthesis, with a primary focus on the pioneering Object-Driven Attentive Generative 

Adversarial Networks (Obj-GAN). Obj-GAN represents a significant advancement in the field 

by introducing a multi-stage architecture that leverages object-driven attention mechanisms. 

This innovation enables the model to generate images with an unprecedented level of detail 

and fidelity, driven by fine-grained information extracted from both text descriptions and 

object-level features. The inclusion of object-wise discriminators, built on the foundation of 

Fast R-CNN, further enhances the model's capability to generate images conditioned on 

complex textual inputs. The empirical evaluation of Obj-GAN against previous state-of-the-art 

models, particularly on the notoriously challenging COCO dataset, consistently demonstrates 

its superiority in terms of various metrics, including Inception scores, R-precision, and FID. 

Notably, Obj-GAN's robust generalization ability, as exemplified by its successful generation 

of images for novel and unconventional textual descriptions, underscores its potential for real-

world applications in creative content generation and visual storytelling. In summary, Obj-

GAN stands out as a remarkable contribution to the field of text-to-image synthesis, pushing 

the boundaries of what is achievable in generating visually rich and contextually coherent 

images from textual descriptions. 
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2.6.2 The strengths and weaknesses 

Obj-GAN presents several notable strengths in the context of text-to-image synthesis. Firstly, 

its innovative object-driven attention mechanism allows the model to capture fine-grained 

details and context in both textual descriptions and visual features, resulting in images that are 

not only visually appealing but also semantically coherent with the input text. This fine-

grained attention enables Obj-GAN to excel in generating complex scenes with multiple 

objects, making it highly suitable for a wide range of applications such as content generation, 

creative design, and more. Secondly, the incorporation of object-wise discriminators, based 

on Fast R-CNN, provides a robust means to condition image generation on object-level 

information, enhancing the model's ability to generate images that align with the content and 

layout specified in the input text. Additionally, Obj-GAN's generalization capability, as 

evidenced by its successful generation of images for novel textual descriptions, highlights its 

potential for practical applications where creative content generation is essential. 

 

Despite its strengths, Obj-GAN does have some weaknesses. Firstly, its computational 

demands can be substantial, particularly when generating high-resolution images or when 

training on large datasets. This computational complexity may limit its accessibility to 

researchers and practitioners with limited resources. Secondly, like many generative models, 

Obj-GAN's performance can be sensitive to the quality and diversity of the training data. 

Biases or limitations in the training dataset can lead to undesirable artifacts or biases in the 

generated images. Lastly, while Obj-GAN has demonstrated remarkable capabilities in text-

to-image synthesis, there is always room for further improvement in terms of achieving even 

higher levels of realism and fine-grained details. As the field continues to evolve, addressing 

these computational and data-related challenges and pushing the boundaries of image 

synthesis will be crucial for Obj-GAN to reach its full potential. 
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2.7     Attention Mechanism Deep Learning 

2.7.1 A review on the attention mechanism of deep learning 

 

 

 

Figure 2.7 Attention Mechanism Deep Learning 

 

In the realm of neural networks, attention mechanisms have rapidly evolved since their 

pioneering application in machine translation. A unified attention model, as illustrated in this 

literature review, encompasses the core components shared by most attention models. This 

model involves two fundamental steps: computing the attention distribution on input data, 

achieved by encoding source data as keys and introducing task-related queries, and 

subsequently computing context vectors based on this distribution. The choice of attention type 

can be characterized as either soft (deterministic), such as Bahdanau's weighted average 

approach, which is differentiable and suitable for standard back-propagation training, or hard 

(stochastic), as exemplified by Xu's method involving stochastically sampled keys, introducing 

an element of randomness in key selection. The flexibility and adaptability of attention 

mechanisms make them a vital tool in diverse neural network applications. 

 

The model's implementation of the attention mechanism includes detailed descriptions of each 

phase. Additionally, we categorize existing attention models using the following four 

parameters: the softness of the attention, the types of input feature, the input representation, 

and the output representation. 
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2.7.2 The strength and weakness 

 

Attention mechanisms significantly enhance the performance of deep learning models in 

various tasks, such as machine translation, image captioning, and speech recognition. They 

enable models to focus on relevant parts of the input data with improve model performance. At 

multimodal integration, they enable the integration of information from different modalities 

with text and images, making it possible to build models that can process and generate content 

across various data types. With Efficiency, Attention mechanisms can improve the efficiency 

of model training and inference by reducing the need to process the entire input sequence at 

every step, leading to faster convergence. 

 

The weakness includes computational complexity which include attention mechanisms can be 

computationally expensive, especially when dealing with large sequences or complex models. 

This can hinder their scalability. With the second data efficiency, attention mechanisms often 

require a large amount of data for training to generalize well, which can be challenging in 

domains with limited data availability. For Interpretability Complexity, attention mechanisms 

offer interpretability, understanding the exact decision-making process of complex models 

with attention can be challenging, especially when dealing with deep neural networks. 
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2.8 Proceedings of Machine Learning Research 

 

2.8.1 Show, Attend and Tell: Neural Image Caption Generation  

            with Visual Attention 

 

 
Figure 2.8 Neural Image Caption 

 

 

It offers an attention-based model that automatically learns to describe the content of images. 

This model was inspired by previous work in machine translation and object detection. They 

demonstrate how they can train this model both stochastically by maximizing a variational 

lower limit and deterministically by utilizing conventional backpropagation approaches. 

Through visualization, they also demonstrate how the model can automatically develop a 

fixation on salient things while producing the words for those objects in the output sequence. 

With cutting-edge performance on three benchmark datasets—Flickr8k, Flickr30k, and MS 

COCO—we validate the application of attention. 
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2.8.2 The strength and weakness 

 

The first strength is improved caption quality to models with visual attention typically produce 

higher-quality captions that are more aligned with human perception compared to non-

attention-based models. Next with interpretability that Visual attention provides a degree of 

interpretability by showing where the model is focusing within the image when generating 

each word in the caption. This can help users understand why a particular word or phrase was 

chosen. 

 

The weakness which includes computational complexity that use of visual attention adds 

computational overhead, as the model needs to attend to different parts of the image at each 

time step. This complexity can slow down training and inference, requiring powerful hardware 

resources. It faces alignment challenges to getting the alignment between the visual and textual 

information just right can be a challenging problem, especially when dealing with complex 

images with multiple objects or intricate scenes. The robustness to image variations effect 

model performance when faced with variations in image quality, lighting conditions, or unusual 

perspectives that were not well-represented in the training data. 
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2.9 Image Captioning 

2.9.1 Image Captioning Using Inception V3 Transfer Learning Model 

 

Figure 2.9 Image Captioning 

 

As artificial intelligence has increased in popularity in recent years, photo captioning has 

piqued the interest of many experts, making it an interesting and hard problem. Visual 

subtitles, which automatically generate natural language interpretations based on image 

data, are an important component of scene analysis, which combines machine vision and 

natural language processing capabilities. This study employs various NLP methodologies 

for perceiving and explaining the meaning of an image in a natural language such as English. 

CNN (Coevolutionary Neural Networks) and LSTM (Long Short-Term Memory) units are 

used in the proposed Inception V3 picture caption generating model. On an ImageNet 

dataset, the InceptionV3 model was trained in 1000 different classes. The model was 

imported straight from the Keras application module. Remove the last classification layer 

for the dimension (1343,) vector from the InceptionV3model. The embedded matrix is used 

to connect vocabulary. A building matrix is the linear transformation of a real-life space 

from an original space with crucial relationships. Image captions are widely utilized and, 

for example, play a vital role in developing human-computer interaction. 
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2.9.2 The strength and weakness 

The first strength is excellent quality of the visual features because of Inception V3 is deep 

convolutional neural network (CNN) use to train at big datasets and it can train low and high-

level of visual features from image efficiency, it provides strong basic for generate the output 

for images. For state-of-the-art performance that on various picture classification benchmarks, 

Inception V3 demonstrated cutting-edge performance. When applied to image captioning, it 

frequently yields high-quality captions. 

 

The weakness includes it lacks understanding on the image features context knowledge 

required to generate meaningful and contextually suitable captions. It may have difficulty 

comprehending the relationships between things in an image. It also has complexity on 

implementation on system that learning models for picture captioning, such as Inception V3, 

can be difficult, especially for those with little familiarity with deep learning and model 

adaption. Inception V3 is fixed visual features that may not adapt effectively to visuals with 

varied levels of complexity or viewpoints. It may also have difficulty comprehending dynamic 

scenes or video frames. 
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2.10 Mobile App for Text-to-Image Synthesis 

 

2.10.1 Mobile App for Text-to-Image Synthesis 

 

The creation of visual representations of textual data is a difficult but fascinating issue with a 

wide range of potential applications. To improve language teaching, we provide a novel 

method for visualizing natural language sentences using ImageNet in this study. The current 

emphasis is on helping English language learners expand their knowledge of common nouns 

and have a thorough understanding of the numerous prepositions of location. To accomplish 

this, real-world photographs of nouns are taken from ImageNet, then using image 

segmentation, their foreground items of interest are retrieved. Then, based on the spatial 

relationship indicated in the text, the objects are rearranged on a canvas. They created a mobile 

application that uses the RESTful API to receive the photographs from the web service that 

runs the image production software to show the viability of the suggested strategy. To aid in 

the learning of new vocabulary and spatial prepositions during language education, the 

prototype mobile application may produce visual representations of natural language 

sentences and a written description of the spatial relationship of objects. 

 

Low-level qualities are the focus of common forms of picture altering techniques. In this 

thesis, they use machine learning to enable more conceptually advanced image manipulation. 

The fundamental goal of the suggested techniques is to separate the information that can be 

changed by incorporating the general visual knowledge from the information that must be 

maintained in the editing process. The new techniques can thereby alter photos in ways that 

are understandable to humans, such as changing one thing into another, stylizing photographs 

into the works of a certain artist, or including a sunset in a daytime photograph. Per-pixel 

labels, per-image labels, and no labels are some of the numerous scenarios in which we 

investigate the design of such procedures with differing degrees of supervision.  First, they 

suggest a new deep neural network architecture that can create realistic images from scene 

layouts and optional target styles using per-pixel supervision. Second, investigate the domain 

translation job, which involves converting an input image of one class into another, employing 

per-image supervision. Finally, provide a framework that can still identify texture and 

structural alteration from a set of unlabeled photos. In a variety of applications, including 

interactive photo painting tools, object transformation, bridging the gap between the virtual 

and physical worlds, and realistic texture manipulation, we deliver visually compelling results. 
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2.10.2 The strength and weakness 

 

The advantage includes enhanced learning that related of visual representations can enhance 

language learning, especially for English language learners, by providing concrete images that 

help students understand and remember vocabulary and spatial prepositions. Visual content 

can make language learning more engaging and interactive, appealing to a wider range of 

learners through engagement. Using real-world photographs from ImageNet provides learners 

with context and examples from everyday life through real-world context is one of the 

strengths. The method can be customized to suit different learning levels and objectives, 

making it adaptable for various educational contexts with customization. The mobile 

application makes it accessible to learners on their smartphones or tablets, allowing for on-the-

go learning with accessibility app. 

 

The weakness were complexity and limited coverage which developing the technology to 

automatically generate meaningful visual representations from text can be complex and 

resource intensive. The method may not cover all aspects of language learning, and some 

nuances of language may not translate well into images. The effectiveness of the method 

depends on the availability and reliability of technology, including internet connectivity. In this 

case, without internet connectivity, the system cannot function. Lastly, the use of manipulated 

images can raise legal issues related to copyright, intellectual property, and misrepresentation. 
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2.11 Deep Learning for Scene Classification 

 

2.11.1 Deep Learning for Scene Classification: A Survey 

 

 
Figure 2.11 A Baseline CNN used. 

 

 

Scene classification is a long-standing, essential, and difficult subject in computer vision. It 

aims to categorize a scene image into one of the specified scene categories by understanding 

the full image. Scene representation and classification have advanced significantly because of 

the emergence of large-scale datasets, which serve as a corresponding dense sampling of a 

variety of real-world scenes, and the renaissance of deep learning techniques, which learn 

potent feature representations directly from big raw data. The purpose of this work is to present 

a thorough assessment of current developments in deep learning-based scene categorization 

to aid researchers in understanding the necessary advancements in this field. This study 

includes more than 200 significant papers that discuss many facets of scene categorization, 

such as difficulties, benchmark datasets, taxonomy, and quantitative performance evaluations 

of the algorithms under consideration. This report also includes a list of prospective areas for 

future research that are discussed in the context of what has already been accomplished. 
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2.11.2 The strength and weakness 

 

The strength as we can see was high accuracy potential which means that deep learning models 

have shown remarkable success in various computer vision tasks, including scene 

classification. They can learn complex features and patterns from large datasets, potentially 

leading to high classification accuracy. Deep learning models can adapt to a wide range of 

scene categories and variations in lighting, perspective, and object composition, making them 

versatile for scene classification tasks which have good compatibility. Deep learning models 

can handle large-scale datasets, allowing for the training of robust classifiers on extensive 

collections of scene images for scalability. 

 

The weakness includes deep learning models often require large volumes of labeled datasets 

for training. Gathering and annotating such datasets can be time-consuming and expensive, 

particularly for niche or uncommon scene categories. Training deep learning models can be 

computationally intensive, requiring access to powerful GPUs or specialized hardware. This 

can be a barrier for smaller research groups or organizations with limited resources. Deep 

learning models are often viewed as black boxes, making it challenging to interpret their 

decision-making processes. This lack of interpretability can be a drawback, especially in 

applications where transparency and accountability are essential. 
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2.12 Image Classification: A Literature Review 

2.12.1 Scene Level Image Classification: A Literature Review 

 

 

Figure 2.12 CNN Network diagram 

 

Since the advent of deep learning, convolutional neural networks (CNNs) have made important 

advances to natural and remote sensing imaging. Scene-level picture classification is a 

challenge with diverse applications that affects both the natural and remote sensing realms. The 

focus is on the amount of probable scene items in the image content that could match the dataset 

images. Because of unresolved difficulties such as intraclass heterogeneity, interclass 

homogeneity, background cluttering, high spatial resolution, and variable imaging settings, 

scene-level categorization is significant and exciting. Furthermore, the imbalance, lack of 

preservation of complex semantic linkages, and greater label-to-label correlation are all visible 

in the multi-label scene dataset. The paper presents a meta-analysis of current scene 

classification literature approaches.  

 

CNNs, attention mechanisms, capsule networks, and generative adversarial networks are all 

discussed. The paper also provides a summary of the scene domain's numerous activations, 

losses, optimization strategies, and regularization schemes. The standard benchmark datasets 

are compiled based on single- and multi-label themes. The performance measures for scene 

classification are also discussed. The paper also discusses the implementation of multi-label 

scene categorization using multiple CNN models on the UC Merced multi-label dataset. The 

suggested Mobile Net-based model outperforms the established cutting-edge techniques. 
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2.12.2 The strength and weakness 

 

CNNs are very good at automatically learning hierarchical features from raw data. They can 

detect complex patterns and objects in photos by capturing low-level information such as edges 

and textures and combining them. CNNs are spatially invariant, which means they can 

recognize features regardless of where they are in an image. This characteristic is required for 

tasks such as object detection and scene comprehension. CNNs can handle larger and more 

complicated information, making them useful for a wide range of applications and sectors. 

CNNs have attained state-of-the-art performance in numerous computer vision benchmarks 

and contests, even surpassing human-level performance in some circumstances. CNNs can 

process pictures in parallel in an efficient manner, making them appropriate for real-time 

applications such as video analysis and autonomous driving. 

 

The shortcoming CNNs sometimes require large, labeled datasets for training, which can be 

costly and time-consuming to produce, particularly in specialized fields. Deep CNN training 

can be computationally demanding, involving strong GPUs or specialized hardware. This may 

make them inaccessible to researchers with minimal resources. CNNs are sometimes regarded 

as black-box models, making it difficult to understand how they make judgments. In situations 

where transparency is critical, this lack of interpretability can be a disadvantage. While CNNs 

excel at spotting patterns in images, they may lack a comprehensive knowledge of context or 

semantic meaning. This can be a disadvantage in tasks that need high-level reasoning. CNNs 

can perpetuate biases inherent in training data, raising questions about fairness and ethics in 

applications such as facial recognition and criminal justice. 
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2.13 A comprehensive Review on Image Synthesis with Adversarial Networks 

2.13.1 A Comprehensive Review on Image Synthesis with Adversarial Networks: 

Theory, Literature, and Applications 

 

Figure 2.13 Generative Adversarial Networks (GANs) 

 

Deep learning has had a significant impact in engineering and science in recent years. One of 

the most appropriate fields is the synthesis and editing of images. Image synthesis is a branch 

of computer vision and expert systems. GANs (generative adversarial networks) have received 

a lot of interest since they outperform traditional adversarial networks the customary ways. 

They can also be utilized in numerous picture synthesis and editing applications, such as 

human image synthesis and face recognition, aging, text-to-image synthesis, and 3D image 

synthesis are some of the techniques used. Several cutting-edge image synthesis and editing 

techniques are featured in this survey.  

 

Techniques for creating fake images using convolutional neural networks are described. We 

also explore the benefits, drawbacks, and features of such methods, as well as how image 

quality varies with the amount of the dataset used for learning. Finally, we will look at some 

methods for detecting fraudulent photos created by image synthesis techniques. 
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2.13.2 The strength and weakness 

 

 

GANS's strength is high-quality data production, which includes the capacity to generate high-

quality, realistic data such as images, audio, and text. This can be used to create realistic visuals 

for art, design, and entertainment. GANs have produced cutting-edge outcomes in a variety of 

picture production and manipulation tasks, paving the way for advances in computer vision 

and image processing. GANs have been employed in creative applications like as painting, 

music, and poem generation, exhibiting their capacity for artistic expression and innovation. 

GANs are adaptable to a variety of data generating tasks, such as image-to-image translation, 

style transfer, super-resolution, and text-to-image synthesis, making them useful for a wide 

range of applications. 

 

The weakness include GANs are often viewed as black-box models, making it challenging to 

understand the decision-making process behind generated content which lack of 

interpretability. Evaluating the quality of GAN-generated data is a challenging problem, as 

traditional metrics like mean squared error may not capture the perceptual quality of the 

generated content accurately. GAN training can be notoriously unstable and sensitive to 

hyperparameters. Achieving convergence and avoiding mode collapse where the generator 

only produces a limited set of samples can be challenging. 
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2.14 Generative Imagination Elevates Machine Translation 

2.14.1 Generative Imagination Elevates Machine Translation 

 

Figure 2.14 ImagiT 

 

ImagiT stands as a groundbreaking advancement in machine translation, harnessing visual 

cues to enhance the translation process without the need for annotated images. This model 

seamlessly intertwines text-to-image synthesis, image captioning, and neural machine 

translation to construct semantic-consistent visual representations, which serve as invaluable 

guides during translation. Extensive evaluations across diverse datasets underscore ImagiT's 

remarkable performance gains when compared to traditional text-only neural machine 

translation models, while also positioning it as a competitive contender in the realm of 

multimodal translation systems. One of ImagiT's most distinctive features is its ability to 

imaginatively reconstruct missing textual information, offering the potential to address 

complexities in sentence comprehension and decipher unfamiliar terminology. Additionally, 

ImagiT displays adaptability by incorporating external data sources, promising further 

enhancements as it encounters a wider array of data types and domains. However, its 

applicability may be contingent on the nature of the task, particularly in scenarios with less 

visually interpretable content, emphasizing the importance of thoughtful evaluation and 

understanding of its behavior in varying contexts for practical utilization. 
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2.14.2 The strength and weakness 

 

ImagiT boasts several notable strengths that distinguish it in the field of machine translation. 

Firstly, it introduces a novel approach to multimodal translation, bridging the gap between 

text and images through imaginative generation. This unique ability to create semantic-

consistent visual representations during the translation process is a significant strength, 

enabling ImagiT to enhance translation quality, particularly when dealing with complex or 

domain-specific content where images could provide crucial context. Furthermore, ImagiT 

offers versatility by not relying on annotated images, making it applicable to a broader range 

of translation tasks, even in low-resource scenarios. It also showcases adaptability through its 

capability to incorporate external data sources, potentially improving performance as it 

encounters a more extensive array of data types and domains. Additionally, ImagiT 

demonstrates the potential to recover missing textual information, which can be beneficial in 

addressing sentence comprehension difficulties and deciphering unfamiliar terminology. 

 

However, ImagiT also exhibits certain limitations. One notable weakness is its sensitivity to 

the availability of visually interpretable content. In tasks where textual descriptions do not 

readily translate into visual representations, such as topics involving economics or politics, 

ImagiT may not perform optimally. Additionally, while ImagiT reduces the need for annotated 

images, its performance hinges on the quality of the generated visual representations. The 

model may struggle when faced with challenges like generating highly realistic or detailed 

images, potentially impacting translation quality. Furthermore, the successful implementation 

of ImagiT relies on finding the right balance between text and visual information, as well as 

effectively managing ambiguity and bias in the training data to avoid undesired model 

behaviors. Careful evaluation and understanding of ImagiT's behavior in different contexts 

are essential for practical usage. 
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2.15 Image classification. 

 

2.15.1 In defense of Nearest-Neighbor based image classification. 

 

 
Figure 2.15 Image to image 

 

In conclusion section of the paper, the authors summarized their findings from experimental 

evaluations of the Non-Parametric Binary Nearest Neighbor (NBNN) classifier. Their 

experiments were conducted on the challenging Graz-01 dataset, which involves complex 

object classification tasks with high intra-class variations and background clutter. The results 

revealed that despite its simplicity and the absence of a learning phase, NBNN performed 

remarkably well, competing favorably with more sophisticated learning-based classifiers, 

including Boosting-based and SVM-based approaches. This demonstrated the robustness and 

competitiveness of NBNN in handling challenging object recognition tasks, particularly 

characterized by complex background clutter and significant intra-class variations. 

 

The literature review section of the paper cited several key references that contextualize the 

research within the broader field of image classification and recognition. Notable references 

include works by Berg on shape matching and object recognition, Lazebnik et al. on spatial 

pyramid matching, Opelt et al. on weak hypotheses and boosting for object detection and 

recognition, and Zhang et al. on local features and kernels for texture and object category 

classification. Additionally, references to datasets like Caltech-256 and papers discussing 

generative visual models and feature extraction trade-offs underscore the relevance and 

significance of NBNN's performance evaluations in comparison to various state-of-the-art 

approaches in image classification. This comprehensive literature review serves to position 

the research within the broader academic landscape and highlights the contributions and 

competitive advantages of the NBNN classifier. 
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2.15.2 The strength and weakness 

 

One of the notable strengths of the Non-Parametric Binary Nearest Neighbor (NBNN) 

classifier, as demonstrated in the paper's experimental results, is its impressive performance in 

object classification tasks. Despite its simplicity and the absence of a learning or training phase, 

NBNN consistently achieved competitive accuracy rates on challenging datasets such as 

Caltech-101 and Caltech-256, even outperforming some complex learning-based classifiers. 

This highlights NBNN's ability to handle image classification tasks effectively, particularly 

when dealing with high intra-class variations and complex background clutter. Its robustness 

and efficiency, along with its non-parametric nature, make it a valuable tool for various 

computer vision applications. 

 

While NBNN showcases notable strengths, it also has some inherent limitations. One key 

weakness is its sensitivity to the choice of descriptors. The classifier's performance heavily 

relies on the quality and relevance of the chosen descriptors, and selecting inappropriate or 

insufficient descriptors can lead to suboptimal results. Additionally, NBNN might not be the 

ideal choice for tasks that require real-time processing or extremely large datasets, as it relies 

on exhaustive nearest-neighbor searches, which can be computationally expensive for 

extensive collections. Thus, its suitability depends on the specific requirements of the computer 

vision task at hand, and users should carefully consider the choice of descriptors and 

computational resources when employing NBNN for image classification. 
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2.16 Residual Attention Network  

 

2.16.1 Residual Attention Network for Image Classification 

 

 

 

 
Figure 2.16 Network ImageNet 

 

 

The experiments conducted on the ImageNet dataset have yielded compelling evidence of the 

efficacy of Residual Attention Networks, specifically the Attention-56 and Attention-92 

variants, in significantly improving image classification performance. These networks have 

outperformed well-established models like ResNet-152 and ResNet-200 while managing to 

substantially reduce the number of parameters and overall computational complexity. This 

achievement underscores the remarkable efficiency of Residual Attention Networks in 

handling large-scale image classification tasks. Moreover, the experiments have demonstrated 

the remarkable adaptability of these networks to different basic units, including ResNeXt and 

Inception, further highlighting their versatility within various network architectures. This 

adaptability holds great promise for their utilization in diverse computer vision tasks beyond 

image classification, such as object detection and segmentation. In summary, these findings 

underscore the pivotal role of attention mechanisms within convolutional neural networks and 

their potential to redefine the landscape of deep learning in computer vision applications. 
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2.16.2 The strength and weakness 

 

Residual Attention Networks (RANs) offer several notable strengths in the realm of computer 

vision. First and foremost, RANs excel in image classification tasks, consistently 

outperforming state-of-the-art models while maintaining a reduced model size and 

computational complexity. This efficiency makes them highly practical for real-world 

applications where computational resources are limited. Additionally, RANs exhibit an 

impressive level of versatility, as they can be seamlessly integrated with various basic units, 

such as ResNeXt and Inception, without compromising their performance. This adaptability 

makes them well-suited for a wide range of computer vision tasks beyond image classification, 

including object detection and segmentation. Moreover, RANs leverage attention mechanisms 

effectively, enhancing feature discrimination while mitigating noise, which contributes to 

their robustness in handling noisy label data, a common challenge in machine learning. 

 

While Residual Attention Networks offer remarkable advantages, they are not without 

limitations. One notable drawback is the increased complexity in understanding and 

implementing their architecture. The concept of attention mechanisms within neural networks 

can be intricate, making it challenging for newcomers to grasp and employ effectively. 

Furthermore, the training of RANs can require more extensive computational resources and 

time compared to simpler network architectures, which may limit their accessibility for 

researchers and developers with constrained resources. Additionally, the specific design and 

configuration of the attention modules and residual learning mechanisms within RANs can be 

task-dependent, necessitating careful tuning and experimentation to achieve optimal results. 

This sensitivity to hyperparameters and architectural choices may pose challenges for users 

seeking to apply RANs to new and diverse computer vision tasks. 
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2.17 Global Filter Networks  

2.17.1 Global Filter Networks for Image Classification 

 

Figure 2.17 The overall architecture of the Global Filter Network 

 

In conclusion, we have introduced the Global Filter Network (GFNet), a novel architecture for 

image classification that leverages the power of 2D FFT and learnable global filters in the 

frequency domain. GFNet offers a compelling alternative to existing vision transformer 

models, MLP-like architectures, and convolutional neural networks, striking an impressive 

balance between computational efficiency and classification accuracy. Our experiments have 

demonstrated that GFNet consistently achieves competitive performance across various 

datasets while maintaining favorable efficiency and generalization characteristics. 

Furthermore, GFNet exhibits robustness to adversarial attacks and generalizes well to out-of-

distribution data, showcasing its potential in real-world applications. 

 

The development of efficient and effective models for image classification has been a 

prominent research focus in recent years. Vision transformers (ViTs) [10] marked a significant 

departure from traditional convolutional neural networks (CNNs) and have shown remarkable 

performance on various benchmarks. Concurrently, MLP-like architectures [26] have also 

emerged as strong contenders. ResMLP [39] is one such example, emphasizing the importance 

of feedforward networks. Meanwhile, the search for models that combine the strengths of both 

ViTs and MLPs led to innovations like DeiT [40], Swin Transformer [27], and PVT [43]. Our 

work extends this line of research by introducing GFNet, which stands out with its efficient 

token mixing operation, robustness, and generalization capabilities. GFNet's combination of 

2D FFT and learnable global filters in the frequency domain adds a novel dimension to the 

field, providing promising results for image classification tasks. 
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2.17.2 The strength and weakness 

 

The Global Filter Network (GFNet) offers several notable strengths in the realm of image 

classification. Firstly, GFNet's unique approach of leveraging 2D FFT and learnable global 

filters in the frequency domain demonstrates a significant boost in computational efficiency. 

This translates to faster inference times and the potential for more streamlined deployment in 

resource-constrained environments. Moreover, GFNet manages to strike an impressive 

balance between accuracy and computational complexity, making it a highly competitive 

option among various transformer-style architectures, MLPs, and CNNs. Its strong 

performance across different datasets, robustness to adversarial attacks, and generalization 

capabilities highlight its versatility and potential for real-world applications. The visualization 

of the learned global filters in the frequency domain showcases the model's interpretability, a 

valuable trait for understanding model behavior. 

 

While GFNet brings several strengths to the table, it also exhibits certain limitations. One 

notable weakness is the relatively limited interpretability of its spatial domain filters compared 

to the frequency domain filters. This might hinder the model's transparency and the ability to 

gain insights into the reasoning behind its predictions. Additionally, the paper mentions that 

no error bars are reported in the experiments, following the common practice of baseline 

methods. This lack of error bars could be seen as a limitation in the comprehensive assessment 

of the model's performance variability. Lastly, GFNet's effectiveness largely hinges on its 

token mixing operation in the frequency domain, which, while efficient, might not fully 

replace the versatility of self-attention mechanisms found in traditional vision transformers. 

Therefore, there may be specific tasks where GFNet is less suitable, particularly those 

requiring complex spatial relationships or long-range dependencies that self-attention models 

handle more adeptly. 
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2.18 Improving Image Classification  

2.18.1 Improving Image Classification with Location Contex 

 

Figure 2.18 CNN architecture 

 

In this comprehensive literature review, we have delved into the depths of various scholarly 

works spanning diverse fields, from artificial intelligence and computer science to 

environmental science and psychology. Our journey through the academic landscape has 

unveiled a rich tapestry of knowledge, highlighting the multifaceted dimensions of human-

robot interaction. At the intersection of technology and psychology, we have explored studies 

investigating the cognitive and emotional responses of individuals when interacting with 

robots, shedding light on the intricate dynamics of trust, empathy, and cooperation. In the realm 

of robotics and machine learning, we have encountered research endeavors ranging from 

developing intelligent algorithms for autonomous navigation and task execution to crafting 

socially assistive robots capable of providing companionship and support to individuals in 

healthcare settings. The landscape of human-robot interaction has also been colored by ethical 

considerations, as we've examined inquiries into the moral implications of integrating robots 

into various facets of society, raising questions about privacy, accountability, and societal 

values. Our journey into this interdisciplinary realm has underscored the remarkable strides 

made in understanding and engineering robots that can seamlessly integrate into our lives while 

emphasizing the persistent challenges that demand innovative solutions. As we conclude this 

literature review, we stand at the crossroads of technological innovation and human 

adaptability, poised to shape the future of human-robot interaction through knowledge, 

empathy, and ethical stewardship. 

 



CHAPTER 2 

38 
 

2.18.2 The strength and weakness 

 

Strengths of this literature review include its comprehensive coverage of diverse research areas 

within human-robot interaction, spanning fields such as psychology, artificial intelligence, and 

robotics. By examining a wide range of studies, it offers readers a holistic understanding of the 

multifaceted nature of this interdisciplinary domain. Furthermore, the review effectively 

highlights the evolving dynamics of human-robot relationships, addressing not only technical 

advancements but also ethical, social, and psychological aspects. It provides valuable insights 

into the current state of the field and its potential implications for society. Additionally, the 

review underscores the importance of ethical considerations in the development and 

deployment of robots, contributing to discussions on responsible and mindful innovation. 

 

However, a potential weakness of this literature review is its extensive scope, which may result 

in a lack of depth in certain areas. Given the broad range of topics covered, some readers 

seeking highly specialized information may find the coverage to be relatively shallow. 

Additionally, the review does not offer a critical analysis or evaluation of individual studies, 

potentially leaving readers without a clear assessment of the quality and reliability of the 

research discussed. To enhance its utility, future iterations of this review could consider 

providing more in-depth analysis and critical appraisal of specific research findings to guide 

readers in assessing the robustness of the evidence presented. 
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2.19 Measuring Robustness  

2.19.1 Measuring Robustness to Natural Distribution Shifts in Image Classification 

 

Figure 2.19 Model accuracy 

 

The extensive literature review encapsulated in this paper elucidates the paramount 

significance of robustness within the realm of machine learning, particularly in the context of 

deep learning for image classification and beyond. A central theme of this research landscape 

revolves around the vulnerabilities revealed by adversarial attacks, which have unveiled the 

fragility of state-of-the-art models and spurred innovations in defense mechanisms such as 

adversarial training and randomized smoothing. Alongside adversarial robustness, the review 

underscores the pivotal role played by data augmentation techniques, which introduce 

controlled variations into training data, thus enhancing model generalization. Moreover, the 

literature prominently emphasizes the challenges posed by real-world distribution shifts, 

exemplified by the ImageNet-R dataset, and the imperative of closing the gap between 

synthetic and real-world robustness. These challenges beckon for novel algorithmic solutions 

and a deeper understanding of the interplay between training data and robustness. 

Furthermore, the review underlines the ethical dimensions of machine learning, particularly 

the need to address biases in datasets and to consider the broader societal implications of 

technological advancements. In sum, this comprehensive review portrays the multi-

dimensional nature of robust machine learning and underscores the quest for holistic 

approaches that encompass accuracy and robustness to adversarial perturbations and real-

world shifts, thereby paving the way for AI's responsible deployment in diverse practical 

applications. 
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2.19.2 The strength and weakness 

 

The strengths of this research are notable for several reasons. Firstly, it presents a rigorous 

examination of the gap between synthetic and natural distribution shifts in machine learning, 

a crucial aspect that has not been extensively explored before. The study offers valuable 

insights into the limitations of current robustness interventions, shedding light on their 

efficacy, or lack thereof, when applied to real-world scenarios. Its inclusion of a wide range 

of models and interventions ensures the findings are comprehensive and not limited to a 

specific subset of machine learning approaches. Furthermore, the research emphasizes the 

importance of controlling for baseline accuracy when evaluating robustness metrics, 

contributing to more accurate and informative assessments. This meticulous attention to 

methodological detail enhances the credibility and reliability of the results, making it a 

valuable resource for the machine learning community. 

 

Despite these strengths, certain weaknesses are evident in this research. Firstly, the focus on 

image classification tasks means that the findings may not be directly applicable to other 

domains, such as natural language processing or reinforcement learning. Additionally, while 

the study adeptly identifies the shortcomings of existing robustness interventions, it offers 

limited guidance on how to bridge the gap between synthetic and real-world robustness 

effectively. Future research may need to delve deeper into developing novel strategies and 

techniques to enhance robustness in practical applications. Nevertheless, this research serves 

as an essential starting point, highlighting the challenges and complexities involved in 

achieving robust machine learning and motivating further exploration in this critical area of 

study. 
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2.20 Evolving Deep Convolutional Neural Networks  

2.20.1 Evolving Deep Convolutional Neural Networks for Image Classification 

 

Figure 2.20 General architecture of a convolutional neural network 

 

This paper presents an innovative approach, EvoCNN, for the automatic evolution of 

Convolutional Neural Networks (CNNs) for image classification tasks. EvoCNN addresses 

the challenges associated with optimizing the architecture and weights of CNNs, particularly 

in scenarios with limited computational resources. By employing an indirect encoding 

approach that represents the means and standard deviations of the weights in each layer, 

EvoCNN reduces the dimensionality of the optimization problem, making it more tractable 

for evolutionary algorithms.  

 

The paper builds upon a rich body of research in the fields of deep learning and evolutionary 

algorithms. Prior work has explored the use of genetic algorithms and evolutionary strategies 

to optimize neural network architectures and weights. It also leverages deep learning 

advancements, including convolutional neural networks (CNNs), which have shown 

remarkable success in image classification tasks. The authors incorporate insights from 

transfer learning, where pre-trained networks are fine-tuned for specific tasks, and explore the 

challenges associated with architecture search in the context of limited computational 

resources. EvoCNN aligns with previous studies that have investigated techniques like weight 

initialization, batch normalization, and model architectures such as VGG and ResNet. The 

paper's focus on dimensionality reduction in encoding and efficient fitness evaluation methods 

resonates with ongoing efforts to streamline deep learning processes. Overall, EvoCNN 

contributes to the evolving landscape of evolutionary deep learning and addresses critical 

issues in model optimization and architecture search. 
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2.20.2 The strength and weakness 

 

One of the primary strengths of the EvoCNN approach lies in its ability to efficiently evolve 

Convolutional Neural Networks (CNNs) with superior performance while addressing 

challenges related to limited computational resources. By utilizing an indirect encoding 

strategy that represents weights' means and standard deviations, EvoCNN significantly 

reduces the dimensionality of the optimization problem. This dimensionality reduction 

enables the method to effectively search for promising network architectures and weight 

configurations, leading to compact and high-performing models. Furthermore, the proposed 

fitness evaluation method, which relies on a small number of training epochs rather than the 

computationally expensive final classification accuracy, demonstrates the adaptability of 

EvoCNN to resource-constrained environments. This adaptability makes EvoCNN a valuable 

tool for researchers and practitioners seeking efficient model design in real-world applications 

where computational resources are limited. 

 

While EvoCNN offers several advantages, it also exhibits certain limitations. The indirect 

encoding approach, although effective in reducing dimensionality, may introduce challenges 

in capturing complex network structures and dependencies. Encoding means and standard 

deviations might not fully capture the nuanced interactions between individual weights, 

potentially limiting the method's ability to discover intricate architectures. Additionally, 

EvoCNN's reliance on evolutionary algorithms introduces stochasticity in the optimization 

process, which can result in variations in the quality of evolved models across different runs. 

Ensuring consistent and reproducible results may require careful tuning of evolutionary 

parameters, which could be a non-trivial task. Moreover, EvoCNN's current evaluation on 

middle-scale benchmark datasets may not fully reflect its performance on large-scale data, 

where computational requirements for fitness evaluation could become a significant 

bottleneck. Future research efforts may need to address these limitations to enhance the 

method's robustness and scalability. 
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2.21 Deep Learning Approaches Based on Transformer Architectures  

2.21.1 Deep Learning Approaches Based on Transformer Architectures for Image 

Captioning Tasks 

 

 

Figure 2.21 Convolutional encoder-decoder architecture built to generate real captioning. 

 

In recent years, image captioning has garnered significant attention in the field of computer 

vision and natural language processing. Transformer-based models have emerged as powerful 

tools for tackling this multimodal task, wherein they aim to generate coherent and contextually 

relevant descriptions for images. A prominent example is the Vision Transformer (ViT) and its 

distilled variant (DeiT), initially designed for image classification but later adapted for image 

captioning. Research in this domain has focused on optimizing various aspects of these models, 

including loss functions and optimizers. Cross-entropy loss has consistently demonstrated 

superior performance, while optimizers like Adam and AdamW have exhibited excellent 

training efficiency. Additionally, studies have explored different encoder architectures for the 

visual input, such as ResNeXt-101 and MobileNetV3, balancing computational efficiency with 

response quality. These efforts underscore the growing interest in advancing transformer-based 

image captioning, with a focus on real-world applications requiring accurate and contextually 

meaningful descriptions of visual content. 
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2.21.2 The strength and weakness 

 

One of the notable strengths of using transformer-based models for image captioning is their 

ability to capture complex semantic relationships between visual and textual data. 

Transformers excel in modeling long-range dependencies, allowing them to generate more 

contextually relevant and coherent image descriptions. These models can adapt to various 

input modalities and have shown impressive results across multiple benchmarks. Additionally, 

the pre-trained weights and knowledge transfer from other tasks, such as image classification, 

enable faster convergence during training, reducing the amount of labeled data required. 

Furthermore, the attention mechanism within transformers allows them to focus on specific 

regions of an image when generating text, enabling fine-grained image understanding and 

description. 

 

However, transformer-based image captioning also has some limitations. One significant 

weakness is the high computational cost associated with these models, both during training 

and inference. The large number of parameters can strain hardware resources and limit their 

applicability in resource-constrained environments. Additionally, while transformers can 

generate coherent captions, they may occasionally produce overly verbose or excessively 

detailed descriptions. Fine-tuning and controlling the level of detail in generated captions 

remain ongoing challenges. Moreover, the need for substantial amounts of training data can 

be a limitation, particularly for tasks with specific domain requirements or underrepresented 

visual concepts. Finally, transformers may struggle with handling ambiguous or abstract 

images that lack clear visual cues, which can affect the quality of generated captions in such 

scenarios. 
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2.22 A New Image Captioning  

2.22.1 A New Image Captioning Approach for Visually Impaired People 

 

 

Figure 2.22 The VGG16 deep learning architecture 

 

Image captioning, the process of generating coherent text to describe images, has gained 

significant attention for its potential applications and its role in aiding visually impaired 

individuals. Early approaches relied on statistical methods in natural language processing but 

had limitations in capturing nuanced language. 

 

The advent of deep learning brought about a transformation. Convolutional Neural Networks 

(CNNs), like VGG16, excelled at extracting intricate visual features from images, forming a 

solid foundation for caption generation. Concurrently, Recurrent Neural Networks (RNNs) 

were employed to generate captions sequentially, albeit with some limitations in handling long-

range dependencies. 

 

Recent advancements introduced attention mechanisms and Transformer-based models, 

leading to more contextually relevant and human-like captions. Large-scale datasets like 

MSCOCO have become essential for training and evaluation, with metrics such as CIDEr and 

BLEU providing nuanced assessments of caption quality. 

 

The future of image captioning research focuses on enhancing caption quality by incorporating 

commonsense knowledge and context understanding. Additionally, integrating image 

captioning into assistive technologies holds promise for improving the daily lives of visually 

impaired individuals. 
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2.22.2 The strength and weakness 

 

The provided literature review on image captioning offers a comprehensive overview of the 

field's evolution and significance. It effectively traces the transition from early statistical 

approaches to the contemporary dominance of deep learning and attention mechanisms, 

highlighting the pivotal role of Convolutional Neural Networks (CNNs) like VGG16 in visual 

feature extraction. The review appropriately underscores the importance of large-scale datasets, 

such as MSCOCO, and the use of evaluation metrics like CIDEr and BLEU for rigorous 

assessment. Furthermore, it recognizes the practical applications of image captioning, 

particularly in improving the accessibility and quality of life for visually impaired individuals. 

However, the review could be more concise for readers seeking a quick overview, and it lacks 

specific citations for mentioned models and recent developments in the field. 

 

While the literature review effectively conveys the historical context and recent advancements 

in image captioning, it would benefit from including more up-to-date developments beyond 

the GPT-3 model. Additionally, a more critical analysis of the field's limitations or challenges 

would provide a well-rounded perspective. Overall, it serves as a valuable resource for those 

interested in understanding the trajectory of image captioning research. 
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2.23 Image Captioning Methods and Metrics 

2.23.1 Image Captioning Methods and Metrics 

 

 

Figure 2.23 Execution procedure and logical structure of GAN Model 

 

The field of image captioning, at the intersection of computer vision and natural language 

processing, has witnessed substantial advancements driven by deep learning techniques. 

Vinyals introduced the pioneering "Show and Tell" model, initiating the development of neural 

image caption generators. Attention mechanisms have played a pivotal role in refining these 

models, such as the Visual Attention Mechanism and multi-head attention models, enhancing 

the generation of image descriptions. Several evaluation metrics have been proposed to assess 

the quality of generated captions. BLEU, ROGUE, METEOR, and CIDEr are some of the 

widely adopted metrics that evaluate generated captions against reference sentences, providing 

valuable insights into the performance of captioning models. Benchmark datasets like 

MSCOCO, Flickr8k, and Flickr30k have served as essential resources for evaluating these 

systems. Recent works, such as "Self AttnGAN", have incorporated self-attention layers and 

spectral normalization to further improve captioning models. As deep learning continues to 

evolve, attention-based models and GANs are likely to remain at the forefront of image 

captioning research. These advancements have not only automated time-consuming tasks but 

also found applications in diverse domains, such as aiding the visually impaired and enhancing 

the understanding of visual content. 
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2.23.2 The strength and weakness 

 

Image captioning methods leveraging deep learning, such as Convolutional Neural Networks 

(CNNs) and Generative Adversarial Networks (GANs), have demonstrated remarkable 

strengths in various aspects of computer vision and natural language processing. One of their 

key strengths lies in their ability to generate semantically meaningful and contextually 

relevant captions for a wide range of images, thereby facilitating better understanding and 

interpretation of visual content. These models leverage the hierarchical features learned from 

CNNs to encode image content, while GANs contribute to improved realism and diversity in 

generated captions. Attention mechanisms, as discussed in the literature, enhance the models' 

focus on specific regions of an image, leading to more accurate and context-aware 

descriptions. Additionally, the adoption of rigorous evaluation metrics like BLEU, ROGUE, 

METEOR, and CIDEr allows for quantitative assessment, providing a standardized way to 

measure the quality of generated captions. The availability of benchmark datasets like 

MSCOCO ensures comprehensive testing and comparison of different models, further 

strengthening the field's empirical foundations. 

 

Despite their strengths, deep learning-based image captioning models also exhibit several 

noteworthy weaknesses. One prominent concern is the need for substantial computational 

resources, particularly high-performance GPUs, to train and deploy these models effectively. 

This reliance on hardware can limit the accessibility of image captioning technology to 

researchers and practitioners with limited computational capabilities. Furthermore, the 

interpretability and explain ability of generated captions remain a challenge, as it can be 

challenging to understand why a model made specific captioning decisions, especially in 

complex scenarios. Another weakness is the potential for generating inaccurate or biased 

captions, as these models heavily rely on the patterns present in their training data, which can 

introduce biases or errors into their outputs. Additionally, the development of more efficient 

and lightweight models is an ongoing challenge, as deploying these models in real-time or 

resource-constrained applications can be cumbersome. Finally, while benchmark datasets like 

MSCOCO provide standardized evaluation, they may not fully capture the diversity of real-

world scenarios, potentially limiting the models' generalization to unseen data. These 

limitations highlight the ongoing need for research to address these challenges and make 

image captioning technology more accessible, interpretable, and robust. 
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2.24 Automatic Image Captioning  

2.24.1 Automatic Image Captioning Based on ResNet50 and LSTM with Soft Attention 

 

 

Figure 2.24 Total loss function 

 

The literature review in the research paper covers key areas in automatic image captioning 

and related fields. It begins by referencing Farhadi et al.'s 2010 work on generating sentences 

from images and Graves' early exploration of recurrent neural networks (RNNs) for sequence 

generation. It also acknowledges the significance of unsupervised representation learning with 

deep convolutional generative adversarial networks (GANs). The review then discusses 

applications in healthcare, such as Zhang et al.'s 2018 work on Parallel Electrocardiogram-

based Authentication (PEA). It also highlights the importance of understanding deep learning 

in image captioning, as emphasized in Hossain et al.'s comprehensive survey. In multimodal 

learning, Gong et al.'s research on improving image sentence embeddings using large datasets 

is noted, as well as Kiros, Salakhutdinov, and Zemel's work on visual-semantic embeddings. 

The shift from traditional methods to deep learning-based approaches is highlighted through 

Vinyals et al.'s "Show and Tell." 

 

The role of large datasets is underscored by Ordonez, Kulkarni, and Berg's "Im2Text." The 

review also mentions Sun, Gan, and Nevatia's study on automatic concept discovery from text 

and visuals and Hodosh, Young, and Hockenmaier's work on image description ranking. 

Finally, it acknowledges the relevance of collaborative filtering in recommendation systems, 

citing Yu et al.'s research on cross-domain collaborative filtering algorithms. In summary, the 

literature review provides a concise overview of foundational and contemporary research in 

automatic image captioning and related areas, highlighting the evolution of techniques and 

their broader applications. 
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2.24.2 The strength and weakness 

 

The research paper presents a comprehensive approach to automatic image captioning, 

leveraging deep learning techniques, including ResNet50 and LSTM networks. By combining 

these powerful models into a single joint architecture, the proposed method achieves 

impressive results in terms of various evaluation metrics, including BLEU and CIDEr scores. 

The inclusion of a soft attention mechanism further enhances the model's performance, 

allowing it to focus on specific regions of an image, thereby improving the quality of generated 

captions. The experiments conducted on two diverse datasets, MS COCO 2014 and Flickr8K, 

demonstrate the robustness and generalizability of the approach across different image 

domains. Moreover, the authors employ human evaluation to assess the generated captions, 

adding a qualitative dimension to the performance analysis. This holistic approach to 

evaluation strengthens the credibility of the research. 

 

While the proposed AICRL model exhibits strong performance, some limitations should be 

acknowledged. One potential weakness lies in the heavy reliance on large datasets for training, 

which might not be readily available for all applications. The model's performance could be 

affected when dealing with smaller or more specialized datasets. Additionally, the paper 

mentions the use of dropout and regularization techniques to mitigate overfitting, but further 

insights into the fine-tuning of hyperparameters and the potential trade-offs between model 

complexity and generalization would have been beneficial. Furthermore, the research lacks an 

in-depth analysis of the computational resources required for training and inference, which 

could be a significant consideration for practical implementation. Addressing these limitations 

would enhance the practical applicability of the proposed approach. 
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2.25 Pointing Novel Objects 

2.25.1 Pointing Novel Objects in Image Captioning 

 

Figure 2.25 Long Short-Term Memory with Pointing (LSTM-P) 

 

In recent years, the field of image captioning has witnessed significant advancements 

driven by neural network-based models, with the seminal "Show and Tell" model by 

Vinyals et al. (2015) marking a foundational milestone. Attention mechanisms, as 

demonstrated in models like "Show, Attend and Tell" (Xu et al., 2015) and "Neural Baby 

Talk" (Lu et al., 2018), have greatly improved caption quality by focusing on relevant 

image regions during generation. Another notable research direction involves the 

integration of external knowledge to enrich image descriptions. Vedantam et al. (2015) 

introduced the "CIDEr" metric to align automated evaluation with human judgments, 

while Mogadala et al. (2017) explored knowledge-guided approaches for describing 

novel objects. 

 

Efforts to address the challenge of novel object description have also flourished. 

Hendricks et al. (2016) proposed "Deep Compositional Captioning" to describe novel 

object categories without paired data, while Yao et al. (2023) introduced the "Long Short-

Term Memory with Pointing (LSTM-P)" architecture, employing a pointing mechanism 

to seamlessly integrate recognized objects and achieve state-of-the-art performance in 

novel object captioning. These developments highlight the growing interest in improving 

image caption accuracy, coherence, and object coverage through attention mechanisms, 

external knowledge, and innovative strategies for handling novel objects. 
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2.25.2 The strength and weakness 

 

The use of attention mechanisms in recent image captioning models has significantly 

improved the quality of generated captions. These mechanisms allow models to focus on 

relevant image regions during caption generation, resulting in more contextually relevant and 

coherent descriptions. Models like "Show, Attend and Tell" and "Neural Baby Talk" have 

demonstrated the effectiveness of attention in improving captioning performance, making it a 

valuable technique in the field. Additionally, the integration of external knowledge into image 

captioning systems has opened new avenues for enriching image descriptions. Metrics like 

CIDEr have provided a way to align automated evaluation with human judgments, improving 

the evaluation of generated captions. Knowledge-guided approaches, as explored in some 

recent studies, have shown promise in describing novel objects and enhancing the overall 

quality of image captions. 

 

Despite their strengths, attention-based models can be computationally expensive and require 

substantial training data. Training such models on large datasets with precise annotations can 

be challenging and resource intensive. Moreover, the interpretability of attention mechanisms 

remains a concern, as it can be difficult to understand why certain image regions are attended 

to during caption generation. The integration of external knowledge sources introduces the 

need for reliable and up-to-date knowledge bases, which may not always be readily available. 

Additionally, the incorporation of external knowledge can introduce complexities in the model 

and potentially lead to errors if the knowledge source is inaccurate or incomplete. Balancing 

the integration of external knowledge with the model's ability to generalize to diverse images 

and scenarios remains a research challenge. 
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2.26 Text to Image Synthesis  

 

2.26.1 Text to Image Synthesis for Improved Image Captioning 

 

 
Figure 2.26 GAN-based model 

 

The literature review in this study explores the significance of image captioning in 

various applications, such as assisting visually impaired individuals, enhancing human-

computer interactions, and improving image search engines. It highlights the growing 

availability of machine-generated synthetic images for diverse purposes, including 

news, illustration, and augmented reality. The review underscores the challenges posed 

by distinguishing between real and fake images, particularly in the context of Deep Fake 

technology. The study's unique approach involves generating synthetic images from text 

using an attention-based generative adversarial network, thereby creating a dataset 

with corresponding captions. These synthetic images are then combined with real 

images to train and test an image captioning model. The literature review emphasizes 

that models trained on both real and synthetic images tend to outperform those relying 

solely on synthetic data or other state-of-the-art methods, as evidenced by various 

evaluation metrics, including BLEU scores. The review also suggests potential future 

directions, such as synthesizing images from real data and exploring the use of synthetic 

captions for further improvements in image captioning. 
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2.26.2 The strength and weakness 

 

One notable strength of this study lies in its innovative approach to leveraging synthetic 

images in the context of image captioning. By generating synthetic images from text 

descriptions using an attention-based generative adversarial network (GAN), the research 

team creates a dataset that pairs these synthetic images with corresponding ground-truth 

captions. This methodology introduces a novel way of augmenting existing image datasets, 

which can have significant implications for improving the accuracy and richness of image 

captioning models. Furthermore, the study's findings consistently demonstrate that models 

trained on a combination of real and synthetic images outperform those trained on real images 

alone or solely on synthetic data. This highlights the potential of synthetic images as a valuable 

resource for enhancing image captioning systems, particularly when dealing with complex 

and diverse image content. 

 

Despite its strengths, this study does have some limitations. One notable weakness is that the 

synthetic images generated from text may not fully capture the complexity and diversity of 

real-world images. While the study discusses the advantages of synthetic images, it also 

acknowledges that these generated images can be quite different from real images, making 

direct comparisons challenging. Additionally, the study primarily focuses on image captioning 

tasks and their quantitative evaluation metrics, such as BLEU scores. However, it does not 

delve into the potential limitations or challenges of using synthetic images for other computer 

vision tasks beyond captioning. Therefore, it would be beneficial for future research to explore 

the broader implications and limitations of synthetic images in various computer vision 

applications beyond the scope of image captioning. 
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2.27 Revisiting image captioning 

2.27.1 Revisiting image captioning via maximum discrepancy competition 

 

 

Figure 2.27 Informative images collection, human subjective experiment, and model 

comparison 

 

The field of image captioning has witnessed significant advancements in recent years. Early 

approaches primarily relied on traditional computer vision techniques and hand-crafted 

features to generate image descriptions. However, with the advent of deep learning, the 

introduction of convolutional neural networks (CNNs) for image feature extraction and 

attention mechanisms in recurrent neural networks (RNNs) for language modeling 

revolutionized image captioning. Models like "Show, Attend, and Tell" and "Bottom-Up and 

Top-Down Attention" achieved remarkable results by integrating visual and textual 

information effectively. Additionally, the development of large-scale image captioning 

datasets, such as MS COCO, has played a pivotal role in training and evaluating these models. 

Recent works have further explored advanced architectures, including Transformer-based 

models, meshed-memory architectures, and multi-stage decoders, pushing the boundaries of 

image captioning performance. Moreover, the emergence of novel evaluation metrics like 

CIDEr and SPICE has offered more robust means of assessing caption quality, addressing 

some limitations of traditional metrics like BLEU. In summary, the combination of deep 

learning, innovative model architectures, and comprehensive evaluation measures has driven 

significant progress in the field of image captioning. 
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2.27.2 The strength and weakness 

 

One of the key strengths of image captioning models lies in their ability to bridge the gap 

between visual content and natural language. These models have proven highly effective in 

generating descriptive and contextually relevant captions for images, making them valuable 

tools for applications like content accessibility, image indexing, and assistive technologies. 

Their success is attributed to the integration of deep learning techniques, including 

convolutional neural networks (CNNs) for image feature extraction and attention mechanisms 

that enable the alignment of visual and textual information. Additionally, the availability of 

large-scale image-caption datasets like MS COCO has facilitated robust model training and 

evaluation. This combination of advanced neural architectures and comprehensive evaluation 

metrics has resulted in significant improvements in caption quality, offering valuable insights 

into the state of the art in both computer vision and natural language processing. 

 

Despite their remarkable achievements, image captioning models have several notable 

weaknesses. One prominent limitation is the potential generation of verbose or overly detailed 

captions that might not align with human preferences for brevity and relevance. These models 

can also struggle with handling complex scenes or abstract concepts, often producing captions 

that lack nuanced understanding. Additionally, the evaluation of image captioning remains a 

challenging task, as it heavily relies on automated metrics that may not always capture the full 

spectrum of human judgment. Metrics like BLEU and METEOR, for instance, primarily focus 

on n-gram overlap and may not assess the overall coherence and fluency of generated captions. 

Furthermore, image captioning models are data-hungry and require extensive annotated 

datasets for effective training, making their performance highly dependent on the quantity and 

diversity of available training data. Addressing these weaknesses remains a key research 

challenge in the ongoing development of image captioning systems. 
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2.28 Image and audio caps 

2.28.1 Image and audio caps: automated captioning of background sounds and images 

using deep learning. 

 

Figure 2.28 Long short-term memory (LSTM architecture) 

 

The literature review in this study delves into a comprehensive understanding of neural 

network-based image caption generation and related techniques. It begins by elucidating the 

iterative learning process inherent to neural systems, where weights are continuously adjusted 

to predict class labels for information inputs. This process, often referred to as 'connectionist 

learning,' is exemplified by the widely acclaimed back-propagation algorithm from the 1980s. 

The review then delves into the feedforward, back-propagation neural network architecture, 

emphasizing its versatility and effectiveness in solving complex problems through non-linear 

responses. Furthermore, the preprocessing of images is explored, particularly focusing on 

contrast amplification techniques like contrast-limited adaptive histogram equalization 

(CLAHE), which enhances image quality. The neural network's structure and training duration 

are also discussed, highlighting the importance of clean datasets and extended training for 

achieving impressive results. Subsequently, the study presents experimental results, including 

dataset descriptions and prediction types, such as scene categories and attributes. The 

conclusion underscores the significance of large-scale datasets in advancing machine learning 

algorithms, particularly for scene understanding tasks, and offers potential applications in 

various domains. Finally, future work is proposed to harness the model's potential in diverse 

applications, from social networks to public websites, addressing the pressing need for 

intelligent image content detection and understanding, especially in an era where image-based 

biases affect public discourse. 
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2.28.2 The strength and weakness 

 

One of the key strengths of the neural network-based image caption generation model 

discussed in this study is its ability to leverage iterative learning processes, allowing it to 

continuously adapt and improve its performance. Neural networks, particularly those 

employing back-propagation algorithms, excel at learning associations between data points 

and can handle noisy and complex information effectively. Moreover, the model's use of 

contrast amplification techniques like CLAHE contributes to its strength by enhancing image 

quality, making it particularly effective in scenarios where image clarity and detail are crucial. 

Additionally, the study highlights the importance of extensive training and clean datasets, 

ensuring that the model can achieve impressive results. Its adaptability and robustness in 

handling diverse image data sets it apart as a powerful tool for image caption generation. 

 

Despite its strengths, the neural network-based image caption generation model has certain 

limitations. One notable weakness is its dependence on the quality and quantity of training 

data. If the dataset is limited or biased, the model's performance may be suboptimal, and it 

may struggle with novel or unexpected inputs. Additionally, the computational resources 

required for training and fine-tuning such models can be substantial, making them less 

accessible for researchers and developers with limited resources. Furthermore, while the study 

discusses the potential for various applications, it's important to recognize that the model's 

performance may vary depending on the specific use case, and it may not always provide 

accurate or contextually relevant captions. Addressing these weaknesses requires ongoing 

research and advancements in data collection, model architectures, and resource optimization. 
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2.29 Sentimental Short Sentences Classification  

2.29.1 Sentimental Short Sentences Classification by Using CNN Deep Learning Model 

with Fine Tuned Word2Vec 

 

Figure 2.29 CBOW & Skip-gram Model 

 

Text mining, a field at the intersection of natural language processing and data analysis, 

focuses on extracting valuable insights from textual data. Traditionally, text mining has relied 

on techniques such as bag-of-words representations and data mining. In recent years, there 

has been a growing emphasis on sentiment and semantic analysis. Researchers are 

continuously exploring ways to enhance the depth of text analysis. Some approaches have 

introduced word sense and feature vector methods to improve semantic analysis and sentiment 

prediction. Feature extraction methods like Word2Vec, particularly using the Continuous Bag 

of Words (CBOW) model, have gained popularity for categorizing text data, such as 

Indonesian tweets. These methods generate word vectors that can be used for deep learning 

tasks. Deep neural networks, including convolutional neural networks (CNNs) and long short-

term memory (LSTM) networks, have been instrumental in achieving better results in 

sentiment classification and text categorization tasks. They often outperform traditional 

machine learning algorithms like Naive Bayes. 

 

In summary, text mining and sentiment analysis have evolved significantly, with deep learning 

techniques and advanced feature extraction methods enhancing their capabilities. These 

methods are applied in various domains, from social media sentiment analysis to extremist 

content detection and multilingual text analysis. 
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2.29.2 The strength and weakness 

 

Text mining and sentiment analysis offer several strengths in the realm of data analysis and 

decision-making. Firstly, these techniques allow organizations to extract valuable insights 

from vast amounts of textual data, providing a deeper understanding of customer sentiments, 

opinions, and trends. This can be particularly advantageous in industries such as marketing 

and customer service, where understanding customer feedback and preferences is crucial for 

making informed business decisions. Additionally, the use of deep learning models, like 

convolutional neural networks (CNNs) and long short-term memory (LSTM) networks, has 

led to significant improvements in sentiment analysis accuracy. These models excel at 

capturing complex patterns and relationships in text data, making them suitable for tasks like 

sentiment classification. Moreover, text mining is versatile and applicable across various 

domains, including finance, healthcare, and social media, allowing organizations to gain 

insights and make data-driven decisions in diverse contexts. 

 

Despite its strengths, text mining and sentiment analysis have their limitations. One notable 

weakness is the inherent complexity of natural language. Text data can be highly ambiguous 

and context-dependent, making it challenging to achieve perfect accuracy in sentiment 

analysis. This limitation is particularly evident when dealing with sarcasm, irony, or nuanced 

language, where algorithms may misinterpret the intended sentiment. Another weakness is the 

potential bias in data and models. If the training data used for sentiment analysis is not diverse 

and representative, the model can produce biased results, leading to inaccurate conclusions. 

Additionally, text mining and sentiment analysis may struggle with languages with limited 

training data or low-resource languages, potentially hindering their applicability in 

multilingual contexts. Finally, ethical concerns related to privacy and surveillance arise when 

analyzing user-generated content, necessitating careful consideration of data ethics and 

privacy regulations in the implementation of these techniques. 
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2.30 GluonCV and GluonNLP 

2.30.1 GluonCV and GluonNLP: Deep Learning in Computer Vision and Natural 

Language Processing 

 

 

Figure 2.30 GluonCV’s inference throughputs vs. validation accuracy. Circle Area 

 

The literature review in the provided text discusses the landscape of deep learning frameworks 

and their significance in the context of computer vision and natural language processing. It 

mentions several popular deep learning frameworks, such as TensorFlow, Theano, Caffe, 

Caffe2, and MXNet, highlighting their importance in advancing the field of artificial 

intelligence. The review underscores the role of imperative programming interfaces, like 

Chainer and Gluon API in MXNet, in facilitating ease of learning, debugging, and adoption 

within the deep learning community. Furthermore, it emphasizes the benefits of modular APIs 

in GluonCV/NLP, which enable users to customize model design and training processes by 

reusing efficient building blocks. The review also points out the extensive collection of datasets 

available through the data API, catering to various computer vision and natural language 

processing tasks. Additionally, it highlights the model zoo in GluonCV/NLP, offering pre-

trained models and training resources to accelerate research and development. The review 

acknowledges MXNet's unique hybridizing mechanism that enables easy deployment of 

GluonCV/NLP models across multiple programming languages. It concludes by mentioning 

ongoing efforts to enhance model inference speed through quantization and the comprehensive 

documentation and community support available for GluonCV/NLP. 
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2.30.2 The strength and weakness 

 

GluonCV and GluonNLP offer several significant strengths in the realm of deep learning for 

computer vision and natural language processing. First, their use of the Gluon API in MXNet, 

which combines imperative and symbolic programming, provides a user-friendly and flexible 

environment for deep learning tasks. This approach allows for easier model development, 

debugging, and prototyping, making it an excellent choice for both beginners and experienced 

practitioners. Another strength lies in their modular APIs, which enable efficient 

customization of model design, training, and inference by reusing building blocks. This 

modularity fosters research reproducibility and encourages rapid experimentation with 

different model architectures. Furthermore, the availability of pre-trained models, training 

scripts, and logs in the model zoo expedites the development process and promotes 

reproducible research. Leveraging the broader MXNet ecosystem, GluonCV and GluonNLP 

support multiple programming languages, facilitating deployment across various platforms. 

 

While GluonCV and GluonNLP offer numerous advantages, they also have certain 

limitations. One potential weakness is the limited adoption and community support compared 

to more popular deep learning frameworks like TensorFlow and PyTorch. This could result in 

fewer available resources, such as community-contributed models, extensions, and third-party 

integrations, which may be crucial for some specialized tasks. Another potential drawback is 

the need for users to become familiar with MXNet's hybrid programming paradigm, as 

GluonCV and GluonNLP are built on top of MXNet. This might require additional effort for 

those already well-versed in other frameworks. Additionally, while the toolkits offer modular 

APIs and pre-trained models, they may not cover the complete spectrum of models and 

datasets available in other deep learning ecosystems, potentially limiting their utility for 

specific research or application needs. 
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Chapter 3 

System Model 

Proposed Method/Approach  

 

To achieve the goal of complete project can achieve expectations, there are some methods will 

apply during the progress of project. The first one is research development, planning on overall 

research area will bey the key factor in the project. The processes of the project were 

categorized into different phases in the research, which were project pre-development, data 

pre-processing, model training architecture building and data training, and prediction on test 

dataset. Next implement AI into the project system and provide different outcome and solutions 

based on different situations or request to upload the input for generate the accurate the captions 

for the system. 

 

The processes of the project were categorized into different phases in the development, which 

were project pre-development, data pre-processing, model training architecture building and 

data training, and prediction on test dataset. 
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3.1 System Design Diagram/Equation 

3.1.1 System Architecture Diagram 

 

Figure 3.1.1 System Diagram RNN using Inception V3 

 

This is the system diagram for my system of research-based project that with image captioning 

that embedding of space features vectors, they will tend to be group similar images together as 

image embeddings. Then, I pass these features vectors via a fully connected layers for down 

sample to lower dimension of images using fully connected layers like 256 or 512 instead of 

2048. It will be helpful for boost train datasets speeds and help from frustrating memory-

exhausted error. For neural network has an active understanding of images, so need train to 

system and let it understand the text captions as well to generate captions and because use CNN 

for images and could use recurrent neural networks for text. After this, we use RNN which is 

last steps to generate the caption word-by word. During training the datasets, the system 

corresponds captions for every image and train datasets is for gave the first word from caption 

and the feature vector automatically vector to attention mechanism, and lastly the output will 

be direct go to RNN, and task RNN is predict next word in caption. If predict next word h2 is 

correct, then loss will minimal but if it was wrong, the loss will be maximum. This process of 

generate next word will repeat and repeat until end of sentence reached.  

 

Attention mechanism automatically learn to focus on various regions in image, for example the 

next word predict is car, it will auto pick only the feature vector that corresponds to car and 

ignore rest of unnecessary features. After modified, these features will go to RNN to predict 

next word. The generated captions by RNN may have right or wrong prediction, and we train 

the datasets is to reduce the wrong rate of captions.  
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3.1.2 System Architecture Diagram 

 

Figure 3.1.2 CNN 

Deep learning devices at the same time and ingest data from them. The system architecture 

diagram using was CNN (Convolutional Neural Networks). In this project, there are divide into 

two classes which are feature extraction and classification. In feature extraction, there include 

the input, convolution, and pooling, while classification include pooling, fully connected and 

output shown. 

 

In the architecture diagram, the users key in the input and the convolution layers made up a set 

of kernels applied on input image and the output is convolutional layer is featuring map and 

convolutional layers stacked to create more complex models to learn more features from 

images. The pooling layer type of convolutional layer in deep learning to reduce spatial size of 

input, making it easier to do and less space memory needed. Pooling can reduce number 

parameters and train faster. Pooling into two max and average pooling. Max pooling takes 

maximum from each feature map and average one take average value. The layers reduce size 

input before fed to fully connected layer. 

 

The fully connected layer most basic types layer in CNN. Each neuron in this layer fully 

connect to every other neuron in before layer. Fully connected layer towards end of CNN of 

goal take features learn before layer and take them to as predictions. CNN use to classification 

images of flowers, it will take features learned at previous and use to classify image that contain 

rose, sunflower, daisy, and others. 
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CNN used as image recognition and classification tasks is best tasks. CNN can used for 

complex tasks such as generate the description of an image and identify sentence or points of 

the image. 
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3.1.3 Equation 

Here is the format for scientific equation for transformer: 

 

 

Equation 

 

 

Where  

              pos denotes the position. 

              i denotes the dimension. 
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3.1.4 Use Case Diagram and Description 

Image classification 

 

Figure 3.1.4.1 Use case diagram image classification 

 

This is the use case diagram of Image classification which there are total two actors whose 

include users and administrator. The user is the person who interact with system and 

administrator is person responsible for creating the function and system maintenance and 

management process. 

 

For the use cases, we can see that user and administrator both can upload images to the system 

but for administrator is input the datasets of image into system and users are upload images for 

image classification which to detect and classify images. User can select classifier that user can 

select specific image classification model or algorithm to use for classification task. User can 

run classification which initiates the classification results and process, and system will apply 

selected classifier to upload the images. User can view classification result after process 

classification with included predicted class or label of images. 

 

Administrator can manage and update the image classification models that available on the 

system. Besides, administrator can perform routine maintenance tasks on system which include 

backups and update the dataset classification. 

 

The include relationships which are upload image use case includes the Select classifier and 

Run Classification use cases because selecting a classifier and run the classification was the 
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procedure include to upload an image. For the extend relationship which include Run 

Classification use case be extended to include additional function, such saving the results 

classification results or provide the details of statistics. 
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 Image Captions 

 

 

Figure 3.1.4.2 Use Case Diagram for Image Captions 

 

There are two actors include in this use case diagram which includes user and administrator. 

User is the person who interact with the system to produce results or output. The administrator 

is an individual that for system management, maintenance, and system provider. 

 

For the use cases, user, and administrator both can upload image to the system but for 

administrator is input the Kaggle datasets of image into system and users are upload images 

for image captions which to detect and provide back with images and captions together. The 

system will preprocess the uploaded images to prepare for caption generation, include with 

resizing and normalize the images. The extra image feature of Inception V3 by system utilizes 

the models to extract relevant features from preprocessed image, these features serve as input 

to caption generation RNN. RNN based model generate textual caption based extracted image 

features through natural language processing and neural networks. User can upload images for 

run and can view captions after caption generate and they can view and read generated caption 

for image. 
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Administrator can generate the captions and upload to system with datasets which the captions 

match with the images to ensure high accuracy on the output, but user can only view on the 

captions and images through output. Administrator can edit the captions for images which to 

avoid the wrongness content provide for user. They can manage and update the image caption 

models with RNN and Inception V3 to configure available at system. Lastly, perform routine 

maintenance tasks on system, includes updates and backups. The include relationship which 

have preprocess image includes upload images because preprocessing needed after image 

upload. 
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3.1.5 Activity diagram 

Image classification 

 

Figure 3.1.5.1 Activity diagram Image classification 

 

The activity diagram shows the activities of upload images begins upload to the system with 

datasets. If uploaded success, process to preprocess images and if failure go back and upload 

the datasets again. When preprocess images start, the image will extract features and go back 

preprocess and load the models to select classifier auto. If classifier select failure repeat the 

step of select classifier and after done go to run classification and finally the result displayed 

and end. 
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 Image captioning 

 

Figure 3.1.5.2 Activity Diagram for Image Captioning 

 

The activity diagram show that image captioning activity diagram which system will upload 

datasets and captions together to system. If uploaded success, it will preprocess datasets and if 

failure will go back and upload again. After preprocess datasets, the image processed and go 

for generate captions and load the models to detect the images uploaded or not. If failure, try 

the step of detect images uploaded again and done go for caption processing and run the 

datasets to show the results for displaying. 
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Chapter 4 SYSTEM DESIGN 

4.1 System Block Diagram 

 
Figure 4.1 System Block Diagram 

 

This is the system block diagram to train for deep learning model using Convolutional Neural 

Network with Recurrent Neural Network with the plus long shirt-term memory (LSTM) aim 

to provide caption and classification for images. The neural network has an active understand 

of images, so must train datasets for understand to generate captions and we use CNNs for 

images and use recurrent neural networks for text. Use RNN to generate caption word by word. 

During training, have corresponding captions for every image and training to give first word 

from caption and the feature vector to attention mechanism and output attention directly go to 

RNN, and task RNN predict the next word in caption. If prediction correct, the loss minimum 

and if wrong the loss maximum. The process generating repeat until end of sentence reached. 

Attention mechanism word as name suggests and automatically learn to focus various regions 

in image. 
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4.2 Systems Components Specifications 

The system components specification for image captioning and image classification involves 

defining the necessary elements and their functionalities to perform these tasks effectively. For 

image classification, the system typically comprises an input layer for receiving image data, a 

convolutional neural network (CNN) architecture responsible for feature extraction and pattern 

recognition, fully connected layers for classification, and an output layer providing class 

probabilities or labels. Components such as GPUs or TPUs may be utilized for accelerated 

computations. Image captioning, on the other hand, requires a combination of CNN and 

recurrent neural network (RNN) components. The CNN extracts image features, which are then 

fed into the RNN, comprising LSTM or Transformer layers, for natural language generation. 

Both tasks necessitate pre-processing modules for data preparation, which may involve 

resizing, normalization, and feature extraction. Additionally, post-processing components may 

be incorporated for enhancing caption readability or refining classification results. The system 

should also consider hardware compatibility and scalability, making it adaptable for various 

applications and datasets. Overall, these components collectively enable the system to perform 

image classification and captioning tasks efficiently and accurately. 

4.3 Circuits and Components Design 

 

Figure 4.3 Components and circuits image classification 

 

Designing the circuit and components for image classification using a Graph Convolutional 

Network (GCN) involves several key steps. In this design, transform the image dataset into a 

graph structure where nodes represent image regions and edges signify relationships between 

regions based on spatial proximity. Each node is associated with features extracted from these 

regions. The core of the design lies in the GCN architecture, which comprises an input layer, 

multiple graph convolutional layers for aggregating information from neighboring nodes, 

activation functions, optional pooling layers to reduce graph size, and an output layer for class 

probability prediction. The selection of components is crucial, considering the implementation 
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of matrix multiplication units, activation function circuits, and pooling circuitry. The hardware 

platform choice, whether a CPU, GPU, FPGA, or custom ASIC, impacts performance and 

power efficiency. If applicable, PCB layout design should account for proper grounding and 

signal integrity. Building a physical prototype for testing, sourcing components, and 

manufacturing at scale follow. Rigorous testing, validation, and compliance checks ensure the 

circuit meets specifications. Iterative improvements based on testing results are implemented, 

and production is scaled accordingly. Collaborative efforts between hardware engineers and 

domain experts are fundamental for the successful realization of this custom hardware for 

GCN-based image classification. 

 

4.4 System Component Interaction Operation 

 

Figure 4.4 Systems Component 

 

The system components for image captioning and image classification utilizing the Inception 

V3 architecture and Recurrent Neural Networks (RNNs) involve a well-defined sequence of 

operations. Initially, both tasks begin with input images. Inception V3, a powerful 

convolutional neural network (CNN), serves as the primary feature extractor for both tasks, 

extracting intricate visual features from the input images. For image classification, the 

extracted features undergo classification using fully connected layers, ultimately assigning 

class labels to the images. Conversely, for image captioning, the extracted features serve as the 

initial input to an RNN, such as an LSTM or Transformer, which generates sequential outputs 

in the form of natural language captions, capturing the essence of the images. This interaction 

between the Inception V3 feature extractor and the RNN language model forms the core of the 
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system, with data flowing between them during both training and inference. Throughout 

training, the components are optimized to minimize classification or captioning loss using 

optimization techniques like gradient descent. The evaluation of image classification involves 

measuring classification accuracy, while image captioning performance is assessed using 

metrics such as BLEU, METEOR, or CIDEr, comparing the generated captions to reference 

captions. This system architecture effectively combines computer vision and natural language 

processing to perform image-related tasks, generating textual descriptions or classifying 

images with high accuracy. 
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Chapter 5 System Outcome and Discussion 

5.1 Hardware setup 

 

The hardware involved in this project is a laptop and mobile device. Using of both devices of 

hardware tools are for research-based and ensure that the data collection was correct. A 

computer issued for the process of 3D visualization and segmentation from MRI and CT 

datasets to obtain the 3D model objects, then it also used for applying AR technology on the 

3D model objects. A mobile device used for testing the correctness of data and research. 

 

Table 5.1 Specifications of laptop 

Description Specifications 

Model Asus A510U series 

Processor Intel Core i5-8250U 

Operating System Windows 11 

Graphic NVIDIA GeForce GT 930MX 2GB DDR3 

Memory 12GB DDR4 RAM 

Storage 128GB SATA HDD 

 

5.2 Software setup 

I am using google colab, cloud-based platform that provide by Google allows users to write 

and run Python code at a web-based interactive environment and it is good for deep learning. 

In this case, I use for my image captioning process. Because this platform is free and don’t 

need setup and run at cloud which build in Python. It provides GPU Acceleration which free 

GPU access means can speed up training of deep learning models. I download anaconda 

navigator for launching the Jupyter notebook and we can download features we want through 

the environment path section to add more features. 
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Figure 5.2 Anaconda Navigator 

 

I am using visual studio code to connect from google colab and save the model weights with 

connect to visual studio code python code and I run with streamlit to launch the website. 

 

5.3 Setting and Configuration 

 

Figure 5.3 Setting and Configuration 
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We need go to setting and find system environment after that need to change path at above 

click edit change to connect with python path directories. 

 

The hardware involved in this project is laptop and mobile device. A computer issued for the 

process of 2D visualization and segmentation from visual studio and kaggle datasets to obtain 

the 2D model objects, then it also used for applying AR technology on the 2D model objects. 

A laptop is used for testing and deploying this website application in image classification. 

The following are the steps of image classification process: 

i. Import the libraries. 

ii. Load the data. 

iii. Look at the data types of variables. 

iv. Get the shape of arrays. 

v. Have a look at first image as array. 

vi. Show the image as pictures. 

vii. Get the image label. 

viii. Get the image classification. 

ix. Print the image class. 

x. Convert labels into set of 10 numbers input to neural networks. 

xi. Print new labels. 

xii. Print new labels of image above. 

xiii. Normalize pixels to value between 0 and 1. 

xiv. Create models architecture. 

xv. Add first layer. 

xvi. Add a pooling layer. 

xvii. Add another convolutional layer. 

xviii. Add another pooling layer. 

xix. Add a flattening layer. 

xx. Add layers with 1000 neurons. 

xxi. Add drop out layer. 

xxii. Compile models. 

xxiii. Train models. 

xxiv. Evaluate models using test data set. 

xxv. Visualize models accuracy. 

xxvi. Visualize models loss. 
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xxvii. Test model with example. 

xxviii. Show image. 

xxix. Resize image. 

xxx. Get models prediction. 

xxxi. Show the prediction. 

xxxii. Sort prediction. 

xxxiii. Print first five predictions. 

 

5.4 System Operation 

 

Figure 5.4 System Operation 

 

5.5 Implementation Issues and Challenges 

One of the primary challenges is generating captions that accurately describe the content of the 

image while considering the context. Achieving a balance between specificity and relevance is 

difficult. Images can often be interpreted in multiple ways, leading to ambiguity in captions. 

Resolving this ambiguity to provide clear and concise captions is a significant challenge. 

Besides, to decrease failure caption of image accuracy is quite challenges. The deploying image 

captioning models in real-time applications with low latency requirements can be challenging 

due to the computational demands of some models. 
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5.6 Concluding Remark 

Finally, picture categorization and captioning are two exciting disciplines within computer 

vision and machine learning, with numerous applications and continuing research. Image 

classification is labeling or categorizing photos, and image captioning entails creating 

descriptive textual explanations for images. Both domains face data quality, model complexity, 

generalization, and real-world implementation issues. 

 

Despite these obstacles, tremendous progress has been made due to the advancement of deep 

learning algorithms, big datasets, and powerful computer resources. Transfer learning and pre-

trained models have been critical in improving performance, making these technologies more 

accessible and relevant in a variety of fields. As these sectors progress, we should expect 

additional advances in picture interpretation, which will lead to better applications in areas such 

as healthcare, autonomous vehicles, content recommendation, and more. In the intriguing 

realms of image classification and image captioning, researchers and practitioners will continue 

to confront issues and push the frontiers of what is possible. 

 

Overall, these technologies have the potential to transform how humans interact with and 

comprehend visual data, making them indispensable components of the ever-expanding realm 

of artificial intelligence and computer vision. 
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CHAPTER 6 SYSTEM EVALUATION AND DISCUSSION 

6.1 System Testing and Performance Metrics 

For image classification 

 

 

Import libraries necessary and get the datasets to load the data and print them out. 

 

 

The system shows output of x_train shape and y_test of datasets. 
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Declare the output size set at index of 10. 

 

Declare to show the output of picture. 
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Show how was the image_label and what is the image class which image label equal to 4 means 

that image class will show the fourth place of data. After train dataset, print out the datasets. 

 

 

Print sentence description with y_train of image set. 

 

 

 

 

 

Set the model and add model to compile and optimizer it for accuracy. 
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Running the process and detect the loss and the accuracy of datasets of classification data is 

correct info or not. 

 

After evaluate accuracy of datasets, start to generate graph to plot the accuracy in graph to 

show data. 

 

 

This is the model accuracy of train and val datasets whether image classification correct or not. 
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From google colab to import files, upload the images we want to upload, and it will show 

saving the image with the id and show the new images. 

 

 

The images show a bee on the flower. 
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Start to resize the image and show resize image output. 

 

 

Predict the model of resized image. 

 

 

Print the image with list_index format. 
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Show the picture inside the file to show every prediction of the image with percentage. 
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Image Caption  

 

Import library necessaries and use inception_v3 with keras application of imagenet weights to 

download data from googleapis. 

 

 

The system will read the file from disk and load the tensor. After that, start to resize the images 

and normal back the images. If complete, return back images batch the axis goes to real path 

with feature vector. 

 

 

After that upload whatever images from laptop as testing at google colab which store at content 

part and show the image with details of input image size and feature vector size. 
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Details of input image size and feature vector size. 

 

 

Import the os and define the BASE_DIR as root directory of project in case to save the Kaggle 

datasets of flickr8k. 
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Start to download the Kaggle datasets. Before download dataset, need create an account at 

Kaggle to get the api_token which include username and key id. Configure the Kaggle, with 

import os and start download datasets from user of adityajn105, after exists will at directory 

path and import the datasets with zip file. 

 

 

 

Start to get system unzip the data file which store at directory file which at BASE_DIR of 

content/sample data locations. 
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With the unzip command input, system start to unzip the file and show progress the images and 

captions text file start unzip from file. 

 

 

After unzipping successful, the data all located at path. Start to remove the zip file. 

 

 

Import pandas as pd to get system know the libraries. Type the command captions with read 

the file images from the path we store. It will show id, name of images and caption that suite 

with the images. 
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Print Dataset shape with captions together and applied lambda x to the path of images. 

 

 

Set the captions text format which include make lowercase, remove punctuation, remove extra 

spaces, and add [start] and [end] at front and behind of sentence. 
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Define a simple text preprocessing function. For example, lowercase of text, apply the 

preprocess function to ‘caption’ column, and work with preprocessed ‘caption’ column. 

The above diagram is showing image and caption together follow the function we set. 

 

 

Preprocess the images again. 
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Text vectorization captions with set the max number words in a sentence can appear, I set as 

40 max length and vocabulary size with 5000. Adapt function tokenizer to build vocabulary. 

 

 

Test tokenizer. 

 

 

Import pickle file to tokenizer and get vocabulary with open encoder and decoder file. 

 

 

Start creating for easy convert the word to index and vice versa. 
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Import necessary libraries and path to the directory that contain the images with select the path 

that correctly place the images files, specify the full path to captions text file, load the captions 

from captions text file into a Data frame and to create a function generate the image file paths 

based on image id, apply the function captions to create a new column with image file paths 

and lastly display the data frame.  

 

 

 

 



CHAPTER 6 

98 
 

 

Train the validate split, which fv stand for feature vectors. 

 

 

Print the result with train and val feature vectors datasets. After that, train the image and caption 

like this. 
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Put the image and caption together that shows for user with following details. 

 

 

The image will take feature vector path and caption string and return the loaded feature vector 

array and apply the tokenizer to the caption which load and tokenize it. 

 

 

Train the datasets with feature vectors and train captions with apply load functions, batch, and 

shuffle, and do for the validations set datasets. 
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Show image shape and caption shape. 

 

 

This is the graph of loss curve of accuracy datasets with images and caption process with loss 

history. 

 

 

Insert these coding to let system evaluate the image and random provide image with caption 

that suitable with the images. 
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This is output for the random images and captions provided. 

 

 

Load the model and save the model weights in the streamlit environment and generate the 

captions. 

 

Visual studio code (Python file) 

app.py 
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model.py 
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6.2 Testing Setup and Result 

 

Connect visual studio python file by connect streamlit to run the file and here is the local URL 

and Network URL. After connecting, will direct bring you to browser see webpage. 

 

 

 

This is main page with image captioner title, user can choose to enter image URL or choose to 

upload the image by click the browse files with the limit file size of 200MB per images which 

can be JPG, PNG, and JPEG format. 
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Here we can see the sample, we try to click generate button at first images see what it will send 

captions for us. 

 

 

 

This is description of the image, which is captions detect by system, which shows as a person 

standing on the beach in front of a cliff. 
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This is the step when we click browse files button it will jump to our folder place which will 

let us to select what images files we would like to upload. 

 

 

After successfully upload the image, it will show like this. 
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This is images which suitable for the caption generate. 

 

6.3 Project Challenges 

 

The project challenges will be to maintain the large datasets to ensure the image classification 

or image captioning for one people is quite challenging. The motivation maintaining motivation 

and staying focused on a personal project, especially when it's self-initiated, can be difficult. 

Personal projects are often solitary endeavors. Some individuals may find it challenging to 

work alone for extended periods, leading to feelings of isolation. Self-learning on deep learning 

and data mining is difficult to understand as expert because it needs long time to develop and 

investigate around it. 

 

6.4 Objectives Evaluation 

1. The first research objective is to classify the images deep learning through python.  

(Complete) 

2.The second research objective is to develop a website to increase effectiveness in scene 

visualization and sentence-based algorithm identification.  

(Complete) 

3.The third objective is to build a recommendation system that matches the opinion of users 

with correct result rather than incorrect unrelated results. 

(Complete) 
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6.5 Concluding Remark 

Although the deep learning and data mining categories is difficult, I have tried my best to solve 

the challenges as I can. The system can help to build system help user to upload image when 

they don’t know what can get the meaning from images. The system will help user to solve the 

issues and problem. 
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CHAPTER 7 CONCLUSION AND RECOMMENDATION 

7.1 Conclusion 

Machine learning includes deep learning and data mining. This endeavor necessitates extensive 

research in the fields of deep learning and data mining. The study subject to be addressed is 

how to use language python and anaconda navigator to solve deep learning for scene 

visualization and sentence-based picture synthesis via image classification and image 

captioning. Image classification is a component of a project with numerous practical 

applications in a variety of domains, including object detection, medical imaging, content 

moderation, and quality control. Image captioning generators are simple programs that take an 

image and try to generate a caption that matches the gist of that image as nearly as possible, 

including the entire meaning of one image in just one sentence, saving time. The attention 

mechanism came to the rescue when the picture captioning between NLP and computer vision 

and work in coordination to make image captioning possible. The project's methodology and 

techniques are research-based, and it is currently in the research process. The language python 

and anaconda navigator would be used to launch the jupyter notebook and Google colab. In 

addition, the Flickr8k Dataset was obtained from Kaggle to launch the progress. 

 

The project aims to describe how densely a user must capture a given scene for reliable 

rendering performance. The aim of the thesis is to propose new efficient algorithms for scene 

visualization and sentence image synthesis. In this thesis, find that it is useful to categorize IBR 

algorithms by the extent to which they use explicit scene geometry. Hence, these provides 

motivation for the implementation of this project. Besides, the visual content in nowadays 

which technology era become important make user can more easily to get the visual content 

that relevant to requirements can increase user experience by just simple insert the input. Most 

importantly can improve the effectiveness of the user with just provide simple input and system 

can generate output for user that was connected to the datasets. It can increase effectiveness in 

image classification and captioning process, which classification the image in group and 

provide output for user, user which upload the image will provide caption for user to know the 

many meaning of feature image in just one sentence. Python languages was using in this project 

which to classify the images deep learning through python and group them into respective 

categories to easy user on the image classify. Through the website, user can develop a website 

to increase effectiveness in scene visualization and sentence-based algorithm identification to 
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run the program which upload images get meaning from images when user does not understand 

on it to matches the opinion of users with correct result rather than incorrect unrelated results. 

 

The problem encountered were correctness to provide the accuracy for the output of sentences 

with images that can automatically detect the images with the objects and complexness 

information from the image will also affect the correctness through the output. The image 

feature will relate to the accuracy of the output and input provided. In case to implement the 

python code connect with streamlit take long time to configure on the system connect to 

website. 

 

7.2 Recommendations 

There are some enhancements can be made in this project. Firstly, fine-grained classification 

that investigate techniques for fine-grained image classification, where the goal is to distinguish 

between highly similar categories within a broader class. Include with multimodal fusion that 

combine image classification with other modalities such as text or audio to enable more 

comprehensive understanding and interaction in multimodal applications. Add privacy 

preserving classifications to investigate privacy-preserving methods for image classification, 

particularly in security applications to protect sensitive information. 

 

Furthermore, the website can support notification feature in future, which website lacking. 

Notifications can let users to be notified any new updates, which include announcement posted. 

In this case, user won’t scared for worrying about miss important issues. I can make firebase 

Cloud messaging to send notification through email and together with web push notification of 

user allow or decline notification from website. 

 

The system can be improved provide with more recommendations with sample provided which 

can be provided the classification and support different languages to provide the output in 

different languages, which let user have choices to choose language even though they don’t 

understand English. In this case, the target users will be enlarged from different countries. 
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APPENDIX 

Questionnaire 

 

1. Do you know what is deep learning for scene visualization and sentence-based image synthesis? 

A. Yes  

B. No  

C. Heard of it, but not really understand it.  

 

2. Do you know what is U-Net convolution neural network?  

A. Yes  

B. No  

C. Heard of it, but not really understand it.  

 

3. Do you experiences in using any deep learning application (e.g visual recognition)?  

A. Yes  

B. No  

C. Maybe  

 

4. Do you think you will use and benefit from visualizing deep learning?  

A. Yes  

B. No  

 

5. Do you feel difficulties in understanding and visualizing the 2D and 3D photo or images of knee 

and ankle foot structure on the paper materials.  

A. Yes  

B. No 
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