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ABSTRACT 

 

In recent years, the demand of aquaculture product is increasing due to the growing population 

of the world and the depletion of wild fish population. To address the depleting fish stocks 

caused by overfishing and environment pollution, aquaculture will become an alternate source 

to supply fish stocks to fulfil the demand. Aquaculture has been evolved throughout times by 

utilizing different technology to improve efficiency and increase production. But, even with 

the implementation of technology, aquaculture industry is still vulnerable to factor such as 

labour shortage and inaccurate data analysis. In this case, water quality needs to be monitor 

periodically because it plays an important role in determine the health and growth of fish. 

Measuring water quality involve fish farmer collect sample from ponds and pass them to an 

examiner to perform water testing. The accuracy of the analyse result are determine by the 

experience of the examiner and prone to human error. Thus, this project designs an IoT-Cloud 

Solution for Precision Aquaculture in predicting water quality to improve the efficiency and 

effectiveness of aquaculture operations to increase the overall production. In this paper, an 

aquaculture farm will be referred as an edge computing environment consisting of IoT sensors 

and devices used to obtain water parameters from the farm, processed them and store them 

locally as well as send to cloud for other uses. Sensors of various purpose are used to collect 

real time water parameter so that the data can be transmit to cloud for analysis via edge device 

using MQTT protocol. Edge computing can be used to process data locally, reducing the 

bandwidth requirements for transmitting large amounts of data to the cloud and also reduces 

the latency in receiving results from the analysis from cloud. While the cloud can store the data 

as a backup in unstructured format and later serves as data for visualise graphically on a 

dashboard. The federated learning framework also involves, employing a client-server 

architecture. In this setup, the edge environment functions as the client, which trains a local 

machine learning model using local dataset. Meanwhile, the server aggregates the model 

weights from multiple clients to create a more powerful, global model without accessing the 

individual client's data. The trained model from the server is then redistributed back to the 

clients. This process allows clients to have an improved model while ensuring the privacy of 

their data remains intact. 
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Chapter 1: Project Background 

 
1.1 Introduction 

 

Figure 1.1: The statistic of aquaculture sector of Malaysia in the year 2018 and 2019 

[1] 

 
Aquaculture industry in Malaysia comprise of different sectors, from edible to non-food 

commodities. Based on figure 1.1, the edible food fish are break into freshwater, brackish 

water/marine and seaweed. While the non-food type of fish are ornamental fish and aquatic 

plants. Among the freshwater fish, Tilapia, Catfish and Prawn are the popular freshwater 

species for local fish farm. For brackish water fish, Grouper, Sea bass, Tiger Prawn, 

Shellfish and Seaweed provides the most commercial value to the market. 

 
 

Figure 1.2 Aquaculture production in Malaysia from year 2015 to 2020 
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Figure 1.2 displays the aquaculture production in Malaysia from year 2015 to 2020. The 

output of aquaculture industry in Malaysia are going downhill from 2015 to 2018 and remain 

unstable throughout the year 2018 to 2020 with no significant changes. There are several 

factors that contributed toward the output of local aquaculture industry such as diseases, 

water quality, feeding rate and frequency, number of culturist and others. 

 
1.2 Problem Statement 

 

Figure 1.3: The emerging of highly contagious viral disease, Tilapia Lake Virus (TiLV) and its impact on 

Tilapia farming industry [2] 

 

Cultivating of aquatic organisms, especially fish can be happened in an artificially built 

controlled environment like ponds and fish tanks or in a more natural environment inshore 

or offshore waterbody using cages. All these methods usually involve large volume of fishes 

cramped in a relatively small space and unusual environment. Therefore, it poses a 

significant threat where fish are often stressed and susceptible to any disease causing the 

local fish populations extremely vulnerable to any infectious diseases [3]. Other factor that 

can potentially contributes toward weaken immune system of fish are water quality of the 

aquaculture environment. 

According to figure 1.3, the emerging of Tilapia Lake Virus (TiLV) are threatening the 

world’s second most farmed fish and one of the most farmed freshwater fish in Malaysia 

which could cause significate damage to aquaculture industry worldwide. Being able to 

diagnose diseases happened in fish population involve daily monitoring of fish behaviour 

for any sign of sickness [4]. But the process in diagnosing aquatic animals for any clinical 

sign is close to impossible due to the nature of fish make them hard to visualize closely and 

inspect their health status. In relative terms, diseases control is more challenging in 
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aquaculture compared to the land-based livestock since the environment where fish lives 

make them hard to observe using the conventional ways [5]. Often, the needed to catch 

samples of fish for health examination are necessary to determine the health status of the 

fish population. But fish cannot be cached easily without causing stress on them, and 

potentially affect the result of the health examination. 

Besides, diseases are also prevalent in fish populations in the wild, whether in freshwater 

or marine environments. However, in the natural environment, water flows freely and dead 

fish are rapidly consumed by predators, which helps to reduce the risk of disease 

transmission [6]. As a result, the effects of disease are often less noticeable in the wild 

compared to aquaculture systems, where water often circulates within a closed system which 

is also factors that affect immune respond of fish [7]. Moreover, fish farmer often measures 

water quality by manually collecting water sample in a centralize filtering system or every 

pond periodically. The accuracy of manual water quality test depends on the skill and 

experience of the tester. 

Furthermore, today’s aquaculture industry still highly dependent on manual labouring 

especially tasks to obtained data about the fish and the environment. From collecting data 

using visual observation by farmer or data acquisition tools such as water quality test kit, 

oxygen meter and others to interpret the collected data into the status and condition of fish 

and environment [8]. The interpretation of data will then assist the farmer in decision 

making regarding the operation of the farm, human error is inevitable during the processes. 

The labour-intensive process make aquaculture vulnerable to labour shortage problems. For 

example, the implementation of Movement Control Order (MCO) by Malaysia government 

during covid-19 affected the supply of foreign labour into Malaysia [9]. Consequently, 

without sufficient workforce engaging in aquaculture industry, the fish supply chain will be 

affected because of the limited production capacity. 
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1.3 Motivation 

 

The challenges face in aquaculture industry must be solves to improve the production to 

address the increasing demand of global market. Fish farms need an efficient way to monitor 

the health and the environment condition of the fish that will eventually influence the 

production. The lack of manpower in the market made it hard to find an adequate personal 

for the relative job position. Moreover, the difficulties in measure water quality made the 

accuracy unprecise, the collected sample did not represent the current state of the water 

quality. Other than that, the conventional ways in measure water quality are done 

periodically and often involve high resources in maintain the water quality. By introducing 

precision aquaculture, it helps farmer to facilitate and automate operations in their farm 

based on the collected data from sensor and other automate technology [10]. It also reduced 

the need for labour, fast detection of fish’s health status, real time water quality monitoring 

and provided more accurate data for forecasting and decision making. To realized it, an IoT- 

Cloud solution in precision aquaculture is proposed to collect real time data using IoT 

devices and sensors in edge computing environment. Edge computing process a portion of 

data locally within the aquaculture environment, in close proximity to the source of the data 

[11]. This approach differs from relying solely on cloud resources where it requires more 

cost and network bandwidth to transmit data as well as introduced latency. The cloud is 

utilized for tasks that require high computing power and served as storage of pre-processed 

data, particularly for machine learning and data visualization purposes. 

 
1.4 Impact, significance and contribution 

 

This project involves the use of various IoT sensors, devices, and technologies to reduce the 

need for human presence in aquaculture operations. This is particularly relevant to the 

current labour shortage in the market. By applying sensors for data acquisition, the mortality 

rate of fish populations due to stress from manual fish catching for sampling purposes can 

be greatly reduced, as the weakened immune systems of fish are less susceptible to disease. 

In addition, the use of IoT sensors enables the collection of more accurate field data in real- 

time, compared to manual sampling, which often fails to represent the current state of the 

aquaculture environment. The use of machine learning in data analysis and forecasting also 

reduces the need for experienced personnel and provides faster results for decision-making 

by farmers. 
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The data collected by sensors are pr e-processed locally and used for training local 

machine learning models in an edge computing environment, which significantly reduces 

latency by processing data and performing analysis closer to the point where it's generated 

[12]. This eliminates the need to traverse over a network to a cloud. Since most aquaculture 

farms are located in remote areas with poor network connectivity in Malaysia, this method 

provides several benefits, such as lower costs of data transmission and bandwidth 

consumption, as only the significant data are sent to the cloud. Meanwhile, the cloud 

provides services to farmers, primarily database and computing power, without the need to 

operate and maintain infrastructure. 

The pre-processed data is stored in a cloud database for backup and other purposes, 

while locally trained machine learning models are later used for federated learning. 

Assuming the cloud infrastructure is shared by several unrelated aquaculture farms, the 

federated learning approach ensures data privacy, as all the machine learning models are 

trained locally at their respective edge environments without exchanging data with each 

other [13]. Over the cloud, a centralized machine learning model is updated with the 

aggregated model from every edge to create a robust and precise model that will be received 

by every edge again. The idea of federating learning solves the issue of insufficient data to 

train an accurate and powerful model as the central model benefits from trained model at 

every edge using their own data. 

In summary, the IoT cloud solution for precision aquaculture increases the scalability of 

aquaculture operations by allowing on-demand cloud services that enable operations to scale 

up or down easily. At the same time, the overall operation costs are lower because of reduced 

labour costs and the only payment required is for the rate of cloud service used. This project 

also increases the efficiency of farm operations through the implementation of IoT devices 

and machine learning that support data-driven decision-making to boost aquaculture 

production to meet the growing market demand. 
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1.5 Report Organization 

 

This report consists of 6 chapters, the first chapter will be the Introduction of this report 

where motivation of this project is described achieve and the contribution of it. Chapter 2 is 

Literature Review, various previous work is reviewed and the features are compared with 

the proposed system. The previous work is organized into a chronological order to depict 

the evolution of technology use in aquaculture. In Chapter 3, the project scope and objective 

are elaborated. Chapter 4 will be the Methodology and System Design, where the 

methodology and project workflow are planned, and the system design are elaborated. 

Chapter 5 is the part where System Implementation are report, the realization of architecture 

diagram are shown in this part. Chapter 6 will be the System Deployment and Evaluation, 

where the completed implementation is deployed to real tank for testing. Lastly, Chapter 7 

is the conclusion of this project with overview of the latest state. 
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Chapter 2: Literature Review 

 
2.1 Previous Works 

2.1.1 The use of Information Technology in Aquaculture Management 

 

Omar F. El-Gayar [14], published a research paper regarding the impacts of advancement 

in IT field towards aquaculture industry. To address the growing demand of fish protein and 

the depletion of wild fish population, the adoption of advanced IT in aquaculture industry for 

better management of facilities are necessary to increase the efficiency and productivity. 

Besides, due to the nature of the physical, biological and environments of aquaculture, the 

decision-making process as well as management are fairly complex. Thus, by adapting 

different IT solution in this industry which will potentially benefits the management of 

aquaculture facilities are crucial. The solutions being reviewed from various author are namely 

instrumental and control, computerized data management, artificial intelligence, decision 

making systems and expert systems, image processing and pattern recognition, and 

geographical information system. 

 

 

Instrumentation and process control 

 

Process control helps in automating the control of an aquaculture production process using 

instrumentation techniques. Instrumentation provides feedback information about the system 

which the information will then analysed for proper action to be carried out to control the 

system to get desired result. For instance, the application of instrumentation on environmental 

monitoring and control ensures the effect of environment parameters including pH value, 

temperature, oxygen level, salinity and others are in optimum level to avoid the negative effect 

on aquaculture production [15]. Visual sensors are connected to a computer to stored collected 

information about the environment factors and later will be analysed using image processing 

and recognition algorithms. Once the monitored environment did not achieve the prescribed 

optimal range of environment parameter, alarm will be raised to inform the operator for further 

actions. 
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Data Management 

 

Aquaculture involve a series of complex processes from environment optimization to fish 

status assessment before ready to harvest. During the process, large amount of data needs to be 

constantly tracked, with concern on the quality and availability of the data to avoid 

inappropriate decision made cause by the unreliable data. Regard to the needs, computer is 

most suitable for performing data management tasks such as storing, analysing, retrieving and 

presenting data with many available “off the shelf” data management software in the market. 

For instance, a microcomputer-based data management system composing a desktop 

microcomputer for data storing, database worksheet, pocket computer for field data 

monitoring, modem and printer to download the collected data remotely to the desktop are 

proposed [16]. The data of environment and fish are recorded periodically into the system for 

analysing. 

 

 

Decision Support Systems 

 

A DSS created a model with UI and database management system for aquaculture operator to 

increase the effectiveness of decision making process in operating the farm. El-Gayar et al [17], 

propose a prototype DSS that aid the operator in decision making regarding the planning and 

development of the farm. The system consists of three components, a model containing the 

tasks and objectives, a database to store the recorded data, and a dialog component providing 

UI to display the other two components and handle interaction between user and system. DSS 

assists operator in decision making on operational and managerial task of the farm based on 

models and data stored inside the system. 

 

 

Artificial Intelligence and Expert Systems 

 

AI can be defined as development of tools and techniques that mimic human intelligence in 

problem solving using computer science, logic and mathematics. While ES also known as 

knowledge-based systems, is a program with capabilities of AI using knowledge associated 

with inferential procedures to solve problems in certain problem domain. Nevertheless, AI are 

just emerging, the application of AI in aquaculture industry is not obvious. An application 

automates the recirculating aquaculture system using control system connected with an ES 
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shell are propose by Lee [18] and it integrate the management of the aquaculture operations 

and filtration system. The author emphasize that the application can achieves real-time 

monitoring and control in aquaculture system similar to that perform by human. 

 

 

Image Processing and Pattern Recognition 

 

The use of computer algorithms to process digital images to make it better for further 

processing is called image processing. Other than that, pattern recognition extracts some 

features of an image and then the features will be used for recognition by utilizing statistical 

technique or AI. Patrell, Neufeld and Savage [19] present a pattern recognition system to 

capture images of fish in marine sea cage environment. The system comprises of three video 

cameras integrated with computer-based image analysis system without using artificial 

lightning. Since the system are still in development phase, the early result of the system is 

rather inaccurate with the ability to count only 5% of the actual size of fish population in the 

marine sea cage. 

 

 

Geographical Information Systems 

 

The geographical factor plays an important role in aquaculture, it determined the suitable 

species to be farm in a specific environment by analysing the scenarios and criteria of the target 

environment. GIS composing computer hardware and software for the purpose of recording, 

storing, analysing and present the geographical data which use in the planning phase of 

aquaculture development to choose the optimum sites for aquaculture activities. The 

application of GIS in aquaculture are demonstrate by Ross, Mendoza and Beveridge [20] in the 

selection of suitable site for salmon aquaculture in coastal area of Scotland. The criteria to be 

evaluated are the water current, water quality, natural shelter, and bathymetry. The result from 

the evaluation recommends that 6.4% of the total are a suitable for salmon farming. 
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2.1.2 Water Quality Monitoring and Control for Aquaculture Based on Wireless Sensor 

Networks 
 

Figure 2.1: Block diagram of the Wireless Sensor Network [21] 
 

 
In this paper, the implementation of WSN is used to solve the problem of data transmission 

under difficult circumstances in aquaculture. The WSN are connected closely with the physical 

environment allowing sensors to provide real time data collected directly from the environment 

to end user with the use of wireless communication technology called ZigBee. Multiple sensors 

of various type will be used for the purpose of monitoring information about water quality 

parameters including pH value, temperature, oxygen level and salinity at every 3 minutes 

intervals. The data will then send to a host computer via gateway through wireless 

communication network to perform data processing, analysis and visualisation. Host computer 

act as a central monitoring platform with necessary data analysis and monitoring program 

installed on it. The host computer displays the results and sometimes alarm the operator with 

short message if the water quality is not according to the standard [21]. 
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Strength 

 

For this WSN based smart aquaculture system, data collection and transmission are done 

automatically by using sensors and ZigBee communication network. The system uses a 

centralized control system that receive data from sensors. The host device allows remote 

monitoring water quality in real-time to enables quick detection of any changes in the water 

quality which can improve the efficiency and effectiveness of aquaculture management. 

Implementation wireless sensor networks also a cost-effective alternative to traditional 

monitoring methods, mainly on reducing labour cost. 

 

 

Weakness 

 

The water quality monitoring and control system for aquaculture using WSN has its strength. 

However, the system also has some weaknesses, WSN have very limited range, which may 

require the installation of additional sensors or equipment to cover larger aquaculture facilities. 

WSN also vulnerable to signal loss, or environmental factors that may affect the accuracy and 

completeness of the data collected. Moreover, it also requires a stable power supply, which 

may be a challenge for remote or off-grid aquaculture facilities. The system also generates 

relatively large amounts of data that need to be stored, processed, and analysed, which can be 

a challenge for a host device. 



CHAPTER 2 LITERATURE REVIEW 

Bachelor of Information Systems (Honours) Information Systems Engineering 

Faculty of Information and Communication Technology (Kampar Campus), UTAR 

12 

 

 

 

 

2.1.3 IoT Based Smart Fish Farming Aquaculture Monitoring System 
 

 

Figure 2.2: Block diagram of the smart aquaculture system [22] 
 

 
An IoT based smart aquaculture solution are proposed by Karim et al [22] to obtain real time 

data accurately to maximize the production. This project is focus on low cost by using short 

range wireless sensors network to help fish farmer monitor and measure water quality like pH, 

temperature and behaviour of fish as well as control in real time. The motivation of the system 

is to cope the drawbacks of manual water testing which lead to the increasing death rate of fish 

and affect their growth rate as well as internet access problem in the field areas. The system 

integrated varieties of sensors of different purpose and internet technology combined with a 

user-friendly interface for monitoring and interaction between the system and operators on 

smartphone or website. A GSM modem is used to send message to the operator when the water 

quality crosses the safe range without internet otherwise the operator monitors the water 

parameters through website or application from their devices if internet connection available. 

Besides, an ordinary computer was served as a server to analyse output values from sensors 

and act as a database to store data. Processed data are visualized on mobile app, desktop app, 

and website to assist farm operator in decision making. 
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Strength 

 

The system provides remote access for farmer to perform real-time monitoring of water quality, 

motion and other important parameters across the network. It also uses a rule- based alarm to 

alert farmer if any of the water parameter exceed threshold, the alert message is presented on a 

dashboard along with the real time water parameter which helps the farmers to take timely 

action. A server is used to compute, manage and store the sensors data and the necessary data 

could be retrieved by user by consuming minimum cost of internet. 

 

 

Weakness 

 

The proposed IoT-based smart fish farming aquaculture monitoring system uses a local server 

as the central hub for data processing and storage. However, this approach has some potential 

weaknesses. Firstly, the local server may have limited processing power and storage capacity, 

which could affect the scalability of the system as the number of sensors and data points 

increase. Secondly, since the local server is a single point of failure for the system, any issues 

or downtime could potentially disrupt the monitoring and management of the fish farm, leading 

to negative impacts on fish health and productivity. Moreover, during maintenance, the system 

could go offline, leading to potential loss of productivity. Finally, the use of a local server may 

pose data security risks, as it could be vulnerable to cyber-attacks or physical damage. 
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2.1.4 Application of machine vision systems in aquaculture with emphasis on fish 

 

Monitoring fish behaviour and status during pre-harvest to prevent severe lost cause by diseases 

and stress issue using optical sensor and MVS, the system also contributes to assessment, 

prediction as well as measurement of fish quality [23]. In this research, the authors emphasize 

the benefits of using both underwater and surface-based camera to obtain image and video of 

fish to determine their welfare according to study on their behaviour are better than 

conventional method that cause unnecessary stress on fish population. MVS use image analysis 

involve two steps, namely image acquisition and image processing on physical object to 

construct description and information for it, while video tracking monitors the object’s activity 

and analyse it automatically. Both image and motion analysis are used to quantify behaviour 

parameter of object without human presence. For example, when fish are infested by parasites, 

the fish will have increasing leaping behaviour. The application of MVS provide insight for 

farm operator in decision making according to the intended circumferences. 

 

 

Strength 

 

The article provides a comprehensive review of the state-of-the-art in MVS applied to 

aquaculture, with a particular focus on fish. The use of optical sensors to collect data on fish 

and their behaviour without causing harm or stress to the fish. This is particularly important 

for analysis purpose, where it is important to minimize any negative impact on the subjects to 

be analyse. Besides, it also automates the collection and analysis of data, reducing the need for 

human intervention and increasing efficiency since monitoring individual fish manually would 

be time-consuming and impractical. The use of MVS on measuring of fish size, weight, and 

observing behaviour will be more accurate and consistent than manual measurements. 
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Weakness 

 

This article focuses almost exclusively on fish and does not cover other aspects of aquaculture 

such as shellfish which is also major product of aquaculture. Besides, implementing and 

maintaining machine vision systems can be technically challenging, especially for producers 

who do not have a background in engineering or computer science. Moreover, the article does 

not discuss the potential economic costs associated with implementing MVS in aquaculture, 

which could be a significant barrier to adoption for some producers considering its involving 

AI and some expertise. 
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2.1.5 Toward Precision Aquaculture: A high performance, cost effective IoT approach 
 

 

Figure 2.3: Simplified network architecture [24] 
 

 
This paper describes a project focused on developing a networked sensor system for 

aquaculture that addresses power and communication limitations in both inland-based and 

offshore facilities [24]. The system based on implementation of IoT devices and incorporates 

machine learning models into local devices to enhance aquaculture activities by providing real- 

time data on water quality visualization for decision making. The proposed system consists of 

two levels of data interaction, a local layer, and an external layer. The local layer is responsible 

for communication between sensor nodes and the gateway node over LP-WAN and LoRa 

technology. LoRa was chosen due to its low energy consumption and enhanced communication 

coverage. The sensor data is encoded in a LoRa packet and transmitted to a gateway node 

within range. The gateway node then forwards the sensor data via HTTP to an external cloud 

server. On the other hand, the external layer is responsible for communicating the sensor data 

to the cloud infrastructure via gateway nodes, which can use either WiFi or cellular networks. 

The cloud service will allow for real-time data analysis and decision-making in aquaculture, 

improving the efficiency and sustainability of farming activities. 
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Strength 

 

As a precision aquaculture prototype itself, it benefits from the implementation of IoT device 

as well as the use of cloud platforms. It enables real-time monitoring of various parameters, 

including water quality, fish behaviour, and feeding patterns, providing farmers with the ability 

to make data-driven decisions. The system is also scalable and cost-effective, making it 

accessible to small-scale aquaculture farmers who may not have the resources to invest in 

expensive technology. The authors propose that the system can be easily customized to meet 

the specific needs of different farmers and can be expanded as the business grows. One of the 

major benefits of the system is the use of LoRa transmitters for communication, which have 

low energy consumption and enhanced communication coverage. This makes it suitable for 

use in farms located in remote areas. Additionally, data is processed in the cloud, reducing the 

need for on-site computing resources. 

 

 

Weakness 

 

Despite its potential to address issues in aquaculture, the system also has some limitations. One 

of the main vulnerabilities of the system is its dependence on internet connectivity. The sensors 

collect data which is then transmitted over the internet to the cloud for processing and 

visualization. This means that any disruption to the network could render the system inoperable 

and prevent farmers from accessing the latest data. Additionally, the transmission of raw data 

to the cloud is costly in terms of network bandwidth and can introduce latency. This could 

negatively impact the real-time monitoring and decision-making capabilities of the system. 

Machine learning models also embedded in some of the IoT nodes. However, to improve the 

accuracy of these models, a sufficient amount of data is required. As the system is relatively 

small in scale, the amount of data generated may be limited, which impact the ability to train a 

better model. 
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2.1.6 Precision Aquaculture by Fearghal O’Donncha and Jon Grant 
 

 

Figure 2.4: Four pillars of precision aquaculture framework [25] 
 

 
This article is about ongoing effort to develop an autonomous framework to manage farm by 

implementing precision aquaculture concept across a number of marine fish farm in Canada 

[25]. The data streams source involves an IoT network of sensors, including underwater 

wireless acoustic sensors to measure environmental parameters, “CageEye” acoustic systems 

for individual fish tracking and positioning as well as external datasets such as satellite 

observations and weather data. All generated data are communicated to IBM cloud. For the 

data integration, modelling and insight, IoT platform is used to manage various machine 

learning models and integrate data from sensors and other sources. The machine learning 

models provide real-time predictions on fish health, biomass, and mortality based on 

environmental stressors, and inform on outbreaks of parasitic infections. Data assimilation is 

used to combine mechanistic models with observations to maintain accuracy. Actionable 

insight consists of real time condition from collected data as well as prediction result from 

machine learning models. The aim is to use the insight to optimize feeding while minimizing 

environmental impacts and inform health intervention practices. However, the author mention 

that the development of sensors and machine learning models is still in its early stages, and 
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further research and innovation are needed to fully realize the potential of precision 

aquaculture. 

 

 

Strength 

 

The whole concept of precision aquaculture is to increased production efficiency and improved 

environmental sustainability by implementing IoT devices, machine learning and technologies 

to assist farmers monitor and manage their production systems more effectively. Precision 

aquaculture also help reduce the environmental impact of aquaculture by optimizing feed 

management, reducing waste and pollution, and minimizing the risk of disease outbreaks 

thanks to the analysis from the use of machine learning. Besides, the massive amount of data 

obtained from various source allow more powerful machine learning model to be trained and 

deploy for different circumference. Additionally, the use of cloud computing provides a cost- 

efficient option for farmers by eliminating the need for on-site computing infrastructure. The 

use of IBM cloud allows the access to variety of cloud services including computing power to 

train machine learning model, data visualization and reporting tools without the need of 

maintaining too much physical infrastructure. 

 

 

Weakness 

 

The scale of precision aquaculture involved are relatively large with the utilization of more 

sophisticated technologies such as drone-based imaging and satellite-based monitoring that 

will not normally be seen in smaller farm. The implementation of precision aquaculture in the 

article can require significant upfront investment, particularly the cost of sensors and 

monitoring systems. It also requires reliable internet connectivity since it rely on computing 

resources located in cloud. Besides, the need of specialized technical expertise to maintain the 

marine facilities and IoT devices. As a result, this concept is less applicability to small-scale 

farmers because most of the precision aquaculture technologies discussed in the article may 

not be cost-effective for smaller scale farmers. 
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2.1.7 Recent Advancements in Deep Learning Frameworks for Precision Fish Farming 

Opportunities, Challenges, and Applications 

 
 

Figure 2.5: The effect of water quality on harvest result [26] 
 

 
This article discusses the application of deep learning and machine learning in smart fish 

farming [26]. Although the article is focusing on exploring the technical specifics of 

techniques, including data, algorithms, and performance, and how they can improve efficiency, 

productivity, and sustainability in aquaculture rather than precision aquaculture concept. One 

main thing is it mentions the use of IoT sensors to collect water parameters such as dissolved 

oxygen, pH, temperature, turbidity and salinity in smart fish farming. The data collected by the 

sensors is then analysed using machine learning and deep learning algorithms to provide 

insights and make predictions as well as the source for model training. Figure 2.5 shows the 

metric score of water quality in affecting growth and yield of livestock, it supports why 

machine learning can be used to maintain water quality variables to keep it within optimal 

boundaries. They also reveal challenges and limitations of DL and ML-based adaptive fish 

farming techniques, including the need for labelled training datasets, high computational power 

requirements, and costly equipment. Despite these limitations, DL and ML have the potential 
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to extract features automatically, produce high-precision processing outcomes, and improve 

over time. 

 
Strength 

 

The article stated that using Machine Learning (ML) and Deep Learning (DL) in aquaculture, 

can help improve various aspects of aquaculture operations. ML and DL can be used to analyse 

large amounts of data collected from sensors, cameras, and other sources in fish farms. This 

data can be used to optimize feeding, water quality, and other environmental conditions to 

promote better fish growth, health, and survival rates. The trained models can also be used to 

detect and predict disease outbreaks, monitor fish behaviour, and identify abnormalities in fish 

growth patterns. The benefits of applying ML and DL in aquaculture include increased 

efficiency, reduced costs, and improved sustainability. By optimizing fish growth and health, 

aquaculture operations can produce more fish with less feed and resources. This can help 

reduce the environmental impact of aquaculture and increase the availability of seafood for 

human consumption. Additionally, the use of ML and DL can help reduce the risks associated 

with disease outbreaks, which can result in significant economic losses for fish farmers. 

 

 

Weakness 

 

As the article mentioned, the need for labelled datasets to train an accurate ML and DL model 

depend on the quality and quantity of dataset where collection and labelling of large amounts 

of data can be time-consuming and expensive. Besides, machine learning and deep learning 

algorithms require significant computing power to train and operate. It can be challenging for 

smaller farms or those with limited access to costly high- performance computing 

infrastructure. This assumption was made as the article not mentioning the usage of cloud 

services which is on demand computing resources that pay at the rate they used. Moreover, the 

access of limited datasets of fish species because the data obtain are only limited to the species 

the farm have. This situation made the use of ML and DL algorithms may not be equally 

effective for all fish species. 
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2.2 Chronological trend of reviewed system 

 

The application of information technology in aquaculture industry can be trace back to the 

previous decades. Various kind of technologies has been applied to increase the efficiency and 

production of aquaculture as well as minimize the waste. The implementation of information 

technology in aquaculture operations can be range from obtaining data from using sensors, data 

transmission network, data processing and analysis, data storing and data visualization to assist 

farm operator in decision making. 

Data collection from the field can be done by using wide range of sensors of different 

purpose and it is directly connected to a computer [15]. The data collected from sensors will 

then need to be downloaded and store in a meaningful structure to make it available for later 

use. Thus, the computer itself are served as database using some commercial off the shelf 

database management software that support data storing and database worksheet [16]. With the 

stored data, DSS is used to visualize data with UI for farm operator and provide an interactive 

control to help in data monitoring and decision making based on the data obtained [17]. The 

system from the late 80s and 90s are fairly limited in term of efficiency and effectiveness, most 

of the sensors involve are either wired or the collected data need to be downloaded manually 

to computer for further processing. Besides, most of the workload are concentrated on a 

personal computer from data storing to data presentation, the computer will be the single point 

of failure. 

After the advancement of information technology in 21st century using WSN are feasible 

to make all the devices connect remotely. Wireless sensors are used to obtain real time data 

from the fish farm and directly send to host computer using wireless communication 

technology like ZigBee rather than having a complex physical infrastructure like its 

predecessor [21]. But the host computer still acts as a central unit for data storing, processing 

and also data presentation. In contrary, Karim et al [22] propose a smart aquaculture solution 

based on IoT to obtain real time field data. A computer served as a server for data analysis and 

data storing are used, but the data processing and data visualization are separated using 

application as well as website. For this proposed system, it did not utilize internet connection 

due to the consideration on limited internet access from the project’s environment. 

On the other hand, ES the first successful form of AI is used to automate data analysis 

process using control system [18]. It is integrated with a filtration system to perform control if 

the data from sensors are not according to the standard. Image processing and pattern 

recognition are also used to extract information from image capture from video sensors [19]. 
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The system uses image recognition to perform counting on the fish population, but with poor 

accuracy. The usage of AI is still uncommon and most of the system are for research purpose 

or prototype because of technology constraint at the moment. Jump back to 2017, (Saberioon 

et al) proposed MVS using optical sensor to analyse fish behaviour to determine their health 

status. MVS involve image acquisition and image processing to construct a description on the 

fish by comparing their behaviour with a model [23]. But one can argue that the accuracy of 

the system because the only parameter uses to determine fish health are image and video obtain 

from sensors, water quality such as pH value, temperature, biomass, oxygen level and salinity 

also play an important role in influence fish welfare. 

In recent times, precision aquaculture has gained significant traction, with many farms 

adopting this approach to aquaculture. This can be observed in [24], which describes a 

networked sensor system designed for aquaculture and [25], which highlights the 

implementation of precision aquaculture concept in several farms in Canada. Precision 

aquaculture leverages IoT technologies such as sensors and cloud platforms, to collect field 

data, which is then analysed using cloud-based services and AI to provide data-driven insights 

[27]. [26] highlights how the deployment of machine learning or deep learning can significantly 

improve aquaculture production. The data 

*models used in precision aquaculture. [24] and [25] are both examples of precision 

aquaculture. However, there are some differences between the two. [24] describes a smaller 

and more scalable design that is suitable for smaller farms, while [25] involves the deployment 

of precision aquaculture practices on an economical scale that can only be achieved by larger 

companies. Nevertheless, the primary objective of precision aquaculture is to optimize the 

efficiency, sustainability, and profitability of aquaculture operations, while simultaneously 

minimizing the environmental impact. 
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2.3 Comparison between the previous aquaculture framework and proposed solution 
 

 
Existing System 

Features 

2.1.2 2.1.3 2.1.5 2.1.6 Propose 

Solution 

Scalability No No Yes No Yes 

Reliability No No No No Yes 

Cost Effective Yes Yes Yes No Yes 

Wireless 

Connection 

Yes Yes Yes Yes Yes 

Low Bandwidth 

Consumption 

Yes Yes Yes No Yes 

Lower Latency No No Yes No Yes 

Cloud Based No No Yes Yes Yes 

Real-time data 

monitoring 

Yes Yes Yes Yes Yes 

Remote Sensors 

Controlling 

No Yes Yes Yes Yes 

Machine Learning 

Implementation 

No No Yes Yes Yes 

 

Table 2.1 Comparison between the previous aquaculture framework and proposed solution 
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2.4 Comparison between previous machine learning method and machine learning in 

proposed solution 

 
 

Previous Method 

Features 

2.1.4 2.1.7 Proposed 

Solution 

Federated Learning No No Yes 

Data Privacy No No Yes 

IoT as Data Source No Yes Yes 

Periodically Fine-Tuning 

to Improve Accuracy 

Yes Yes Yes 

Aggregating Trained 

Model of Different Source 

No No Yes 

Less Reliance on   Local 

Data Availability 

No No Yes 

 

Table 2.2 Comparison between previous machine learning method and machine learning in 

proposed solution 

 
2.5 Proposed Solutions 

 

According to the reviewed system above, each of them have some limitations due to technology 

constraint at that time or the system are design based on certain circumference. The earlier 

reviewed system relies on a single computer to serve as database, data processing as well as 

data visualize platform, this made the system vulnerable to any disaster or human error and 

become a single point of failure and potentially loss of valuable information about the farm. 

Besides, data visualization on the WSN can only be achieve on through the central physical 

device. Although both of the reviewed precision aquaculture system utilizing cloud services, 

they are less reliable because rely on transmitting sensor data to cloud for processing and 

vulnerable to network disruption. Moreover, the application of AI in the form of expert system 

in early day to perform data analysis, image processing and pattern recognition technique also 

used but their accuracy are questionable. With the advancement of hardware and software, AI 

are able to achieve batter accuracy in data analysis. Different machine learning algorithm are 

uses nowadays in aquaculture including MVS where it applies pattern recognition to study fish 

behaviour to determine their health status. Machine learning often fine-tune periodically using 
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data collected in the environment where they deployed. In some case, the dataset is not large 

enough to improve model through training. Sometimes, model is trained on cloud using it 

computing power, but this method doesn’t ensure the data privacy of the farm. 

Therefore, the proposed system will design a precision aquaculture using IoT alongside 

with cloud and federated learning. In the proposed system, IoT device and sensors located 

within an edge environment are used as a primary way to collect real time environment 

parameters. An edge device will act as a core to perform pre- processing on the collected sensor 

data, the processed data can be used to train a local machine learning model. Local machine 

learning model will analyse and make prediction on the sensor data to provide some insights 

regarding the data. Only the processed data, machine learning result and trained machine 

learning model will be transmitted to cloud for storing via edge device. The use of edge 

computing benefits from its low bandwidth requirement and low latency because the data are 

process locally as well as only the relevant data are sent to cloud. This method is suitable for 

aquaculture since most of them are usually located at remote are with unstable network 

connectivity. Besides, cloud service also brings many benefits, it is usually provided by third 

party which they control and maintain the infrastructures. Hence, cloud database is used to 

store processed data and trained model and where they’re available for retrieval by any devices 

anytime. It also a backup solution making the system more reliable and disaster proof which 

some reviewed systems are otherwise. The sensor data along with analysis results will be 

visualize on a dashboard that can be access by authorize user. A centralize machine learning 

model are used to aggregating trained model from different edge to create a more robust and 

powerful model before distributing back to every edge. The method used is called federated 

learning, the centralize model still can benefits from the variety of model trained with their 

own data without even have access to the data. 
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Chapter 3: Project Scope and Objectives 

 
 

3.1 Project Scope 

 

The problem statement above stated that conventional way to determine fish welfare and 

measure water quality are inefficient and labour intensive. Often, to determine welfare of fish 

involve in catching them to obtain sample, but this process will make the fish population stress 

which further affect the overall production. The process of obtaining water sample for quality 

test are also tedious, it involves collecting sample from every pond and require an experience 

tester to perform water quality testing and prone to human error. This project aims to replaces 

conventional way by implementing IoT cloud solution, it improves the productivity and 

efficiency in management of aquaculture operation. The system is focus on fish stock and 

potentially applicable to other aquaculture product such as prawns and crabs. IoT devices and 

sensors will be used to obtain real time field data such as water parameters and video image 

without human involvement within the edge and then pre-process them locally. The processed 

data can use to train local machine learning model and deploy locally to perform intelligence 

tasks such as make prediction of the water quality trend and alert fish farmer for possible 

threshold breach as well as provide recommendation if necessary. After that, processed data 

and trained model will be sent to cloud using an edge device. Cloud storage and database will 

used to store all the data and machine learning model from various edge environment for 

visualization and federated learning. Besides, visualization is done by presenting pre-process 

water parameters along with other prediction results graphically on a dashboard for farm 

operator to perform data driven decision making. 



CHAPTER 3 PROJECT SCOPE AND OBJECTIVES 

Bachelor of Information Systems (Honours) Information Systems Engineering 

Faculty of Information and Communication Technology (Kampar Campus), UTAR 

28 

 

 

 

 

3.2 Project Objectives 

 
1. Design and develop an IoT-Cloud platform for precision aquaculture. 

 

The objective is to develop an IoT-Cloud platform that supports precision aquaculture by 

integrating an edge computing environment with a cloud platform. Within the edge 

computing environment, various IoT devices consisting of sensors, cameras and other 

equipment will be utilized to gather real-time data on fish and their environment that serves 

as the primary source of data. The raw data collected will be pre-processed and store 

locally, with only the relevant data being transmitted to the cloud platform via an edge 

device, such as a server machine gateway. A machine learning model located within the 

edge computing environment can leverage the locally pre-processed data for model training 

purposes. The cloud platform will manage and store the pre-processed data as backup and 

trained model weights from various edge in a database according to its intended purpose, 

making it readily available whenever needed. This approach reduce latency since data 

processing and analysis are performed closer to the source of data. Besides, it consumes 

less network bandwidth and cost saving because only the necessary data are transmitted to 

the cloud. 

 

 

2. Perform data visualization and analysis using an intelligent cloud-based 

dashboard interface. 

 

This objective is to develop an intelligent cloud-based dashboard interface that combines 

data visualization and analysis capabilities. The dashboard will leverage cloud 

infrastructure as the primary source of data while providing near real-time visualization to 

authorized users. The dashboard offers interactive visualizations, allowing users to explore 

general information about all the tanks in the aquaculture farm including status of every 

tank and number of breach cases. Besides, it able to apply filters and drill down into details 

of individual tank displaying water parameter trends and the overall situation. Intelligent 

features, such as predictive analytics offer by BI tools, enhance data analysis by enabling 

users to forecast near-future trends. The dashboard offers a brief but insightful information 

to users, supporting data-driven decision-making for management. 
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3. Implement federated learning in distributed edge environments. 

 

Another objective is to implement a federated learning approach in distributed edge 

environments. Once the conditions are met, a federated learning server hosted in the cloud 

will serve as a coordinator, orchestrating the federated learning process across the edge 

environments. Each edge environment will train its own local ML model using its 

respective sensor data, transmitting only the model weights to the cloud-based server for 

aggregation, resulting in a centralized global model. Subsequently, the global model 

weights are distributed back to each edge environment. This process will be repeated 

according to the predetermined number of training rounds set prior to the federated learning 

process. 
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Chapter 4: Methodology and System Design 

 
4.1 System Architecture Diagram 

 

Figure 4.1: AWS Cloud Architecture Diagram 
 
 

Figure 4.2: Description of Steps in Architecture Diagram 
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Figure 4.1 above shows the architecture separate into two area, AWS IoT Greengrass which 

represent the edge environment and AWS Cloud serves as shared infrastructure that are 

accessible by different edge environment. AWS IoT Greengrass is a service that enable the 

creation, deployment and management of our edge runtime. 

 
Starting from the edge environment, water parameter is obtained by using various type of 

IoT sensors. A raspberry pi is register as a Greengrass core device to run Greengrass core 

software which facilitates the deployment of lambda functions and custom 

components/algorithm. The local lambda function controls the IoT sensor readings and pre- 

process incoming sensor data before storing it into a local relational database for further use. 

Simultaneously, the sensor data is sent to the cloud for backup as well as visualization purpose. 

Additionally, a data synchronization component periodically activates to sync the data in the 

local database with the cloud database in case of network reconnection. Furthermore, a rule- 

based alert system detects any water parameters that exceed preset thresholds and triggers 

Amazon SNS to send emails to alert users. Moreover, the Greengrass core device also acts 

as a gateway to transmit data and communicate with the cloud using the MQTT protocol. 

 
On the other hand, a Fargate container is located inside an ECS cluster in the cloud to 

host a server for federated learning, serving as a coordinator for the entire federated learning 

process. Besides, Amazon S3 serves as a proxy between clients and server in the process, 

storing global and client ML weights. When the federated learning process starts, the server 

initializes an ML model, and its weights are uploaded to S3 as a centralized global model. 

Federated learning clients on different edge environments download the global model weights 

from S3 and perform local ML training using data stored in their local databases. The trained 

ML model weights from various edge environment are then stored back in the S3 bucket, 

which the server uses to perform weight aggregation, combining all the weights into a single 

global update and uploaded back to S3 as the global ML mode. This process repeats until the 

training round ends. All communication between servers and clients is done through the gRPC 

protocol. 

 
Meanwhile, inside the AWS Cloud, AWS IoT Core receives data sent from the Greengrass 

core device using the Pub/Sub service. The sensor data is then sent to a lambda function for 

further processing via an IoT rule, which defines the lambda function responsible for handling 
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data from the Pub/Sub service in IoT Core. In this case, the sensor data is processed and 

categorized based on their source and stored in Amazon DynamoDB. DynamoDB is chosen 

for its low latency in data retrieval, which is beneficial for providing near-real-time 

visualization. AWS Athena serves as the query engine that retrieves data from DynamoDB, 

enabling seamless initialization and data extraction and transformation, later serving as a data 

source for visualization. Amazon QuickSight is used to build an interactive dashboard 

utilizing data from AWS Athena to provide quick insights and analytics for users. Authorized 

users can then access the dashboard with only the relevant data presented graphically for data- 

driven decision-making. 

 

 

4.2 Methodology 
 

Figure 4.3: Prototyping Development Methodology 
 

 
The IoT-Cloud Solution for Precision Aquaculture will be develop using RAD prototyping as 

methodology. This prototyping-based methodology will start with an initial planning. After the 

planning phase, analysis, design and implementation are perform concurrently and repeatedly 

in a cycle to refine the prototype. Prototype are produced in every cycle to obtain feedback and 

refine the system until the desire outcome are achieve. As the system satisfy all the defined 

requirements, it is ready to be implemented. 
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4.3.1 Planning Phase 

 

This project starts with planning phase, study is conducted to gain insight regarding the 

problem domain of this project. After the study, the problem statement is defined and a solution 

with appropriate method involved to solve the problem will be identified. Then a project 

workflow will be constructed to shows the model of system development life cycle. 

 

 

4.3.2 Analysis Phase 

 

After the planning phase, the requirements of the system need to be defined by reviewing the 

existing systems to learn their chronological trend. Comparison is made on the reviewed 

systems to acknowledge what solutions are implemented to solve the problem throughout the 

times and the characteristic of the systems. Then, the requirements of the system are identified 

based on the existing system with the use of different approach to eliminate their weaknesses. 

From the defined requirements, we identify the technology involved in the project as well as 

the project scope and objectives. 

 

 

4.3.3 Design Phase 

 

The next phase after analysis phase is design phase, the requirements of the proposed system 

are turned into system specifications. The specification in term of features and functionalities 

are used to construct a use case diagram and activity diagram. After that, a suitable architecture 

pattern is assigned to this system. 

 

 

4.3.4 Implementation Phase 

 

Once the design phase is completed, the design will be realized to physical implementation 

according to the system specifications. Setting up the environment with related hardware and 

coding the algorithm will be done. A machine learning model will be trained with related 

dataset. AWS will be the platform for the integration of trained model and also as a database 

to store the incoming data from sensors. A dashboard will be developed for data visualization 

and display on a computer. After the physical implementation, the system will become a 

prototype for testing and debugging. 
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4.3.5 System Prototype 

 

In this phase, the prototype will be test using the collected data to obtain feedback. From the 

feedback, determine whether the system satisfy the requirements or else the system will be 

refined and modify to become other until it meets requirements. 

 

 

4.3.6 Implementation (Final) 

 

A complete system that satisfies all the requirement ready to be deliver and deploy in the 

environment. 

 
4.4 Formula of Single-Point pH Calibration 

 

pH calibration is a critical step in the accurate measurement of pH value. Calibration involves 

comparing the output of the pH electrode with known pH values of standard solutions. The pH 

meter uses the calibration data to determine the relationship between the output of the pH 

electrode and the pH values of the solutions being measured [28]. The calibration coefficients, 

such as slope and intercept, are determined during this process and used to convert the voltage 

output of the pH electrode into pH units. The PH4502C pH sensor involved in this project 

require to go through calibration process in order to acquire an accurate pH measurement. 

 

 

Below is the formula for measuring slope and intercept: 

 

Slope = (pH2 - pH1) / (mV2 - mV1) 

Intercept = pH1 - Slope × mV1 

Below is the formula for measuring pH value: 

 

pH = slope × (mV at calibration point) + intercept 

 

where:  

pH1/pH2 are the measured pH of first and second calibration point. 

mV1/mV2 are the voltage output of first and second calibration point. 
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4.5 Technologies and Tools Involved 

 

This project involved using various kind of IoT devices and sensor as well as electronic 

components to construct a precision aquaculture environment. The operation of the prototype 

will mainly control by using cloud services, including the activation of sensors in edge 

environment. Some other software will be use in assisting the development of the proposed 

system. 

 

 

4.5.1 Laptop 
 

Description Specifications 

Model Acer Predator PH315-53 

Processor Intel i5-10300H 

Operating System Windows 10 

Graphic NVIDIA GeForce RTX 2060 6GB GDDR6 

Memory 16GB DDR4 SDRAM 

Storage 512 GB SSD, 1TB SATA HDD 

Table 4.1 Specifications of laptop 

 
The laptop is required for the control of Raspberry Pi using Ethernet cable and SSH via VNC 

Viewer. Besides, it also uses for configuration of the AWS services including register the 

Raspberry Pi as Greengrass core device and monitoring the flow of data between edge 

environment and AWS Cloud. It’s computing power also use for testing various machine 

learning algorithm using Jupyter Notebook to find out the most suitable algorithm. 

 
4.5.2 Raspberry Pi 3 Model B+ 

Figure 4.4: Raspberry Pi 3 Model B+ 
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The development of the proposed system requires a device act as central device to connect, 

communicate and manage other IoT device and sensor within the edge environment. The 

central device needs sufficient computing power to run portion of operation locally and serve 

as a gateway to communicate with cloud platform. Therefore, Raspberry Pi computer are 

chosen as a core device for the edge environment, specifically Raspberry Pi 3 Model B+. 

Raspberry Pi 3 Model B+ having a 1.4GHz 64- bit quad-core processor, 1GB RAM, dual-band 

wireless LAN, Bluetooth 4.2/BLE, Gigabit Ethernet, 40-pin GPIO header and other 

specification, which is sufficient for this project. Additionally, Raspberry Pi 3 Model B+ 

provide decent computing power to perform local processing, the 40-pin GPIO header can be 

extended to a breadboard to connect sensors and with build-in wireless LAN to communicate 

with cloud platform with a relatively low cost to acquire it. In short, this Raspberry Pi device 

will be the core device inside edge environment to perform local processing and control other 

IoT devices as well as sent and receive packet from cloud platform. 

 

 

4.5.3 Raspberry Pi T-Cobbler 
 

 

Figure 4.5: Raspberry Pi T-Cobbler 
 

 
Raspberry Pi 3 Model B+ have relatively limited number of GPIO pin header, 40 of it in total. 

For this proposed system, a few wired sensors are connected to the Raspberry Pi as the power 

source and data reading, the available pin are quicky occupied by different device. Thus, the 

use of Raspberry Pi T-Cobbler to extend the 40 GPIO pin header to a breadboard allow more 

wire to be connected to a single Raspberry Pi pin. The ribbon wire is use as the connector 

between the 40-pin of Raspberry Pi and the T-cobbler with every GPIO pin header name mark 

on it. 
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4.5.4 DS18B20 Waterproof Temperature Sensor 
 

 

Figure 4.6: DS18B20 Waterproof Temperature Sensor 
 

 
DS18B20 is a waterproof temperature sensor with stainless steel head that can be deploy 

underwater to obtain temperature of the environment. It is a 1-Wire interface sensor with 

only 1 wire along with ground wire need to be connect to microprocessor. The measuring 

range of the sensor is between -55°C to +125°C with ±0.5°C reading accuracy in the range of 

-10°C to +85°C. To read the data from the sensor, an external library is required, the most 

popular library is Dallas Temperature library. The sensor come with 3 wires, namely Vcc, GND 

and Data and require 3.0-5.5V input voltage to power up. 

 
 
 

4.5.5 PH4502C Analog pH Sensor 
 

 

Figure 4.7: PH4502C Analog pH Sensor 
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PH4502C is an analogue pH sensor use to measure pH value and temperature of the deployed 

environment. The PH4502C sensor consists of a glass electrode probe which are immersed in 

the liquid being measured and a reference electrode. The glass electrode probe detects changes 

in pH and generates a voltage proportional to the acidity or basicity of the liquid. The reference 

electrode module provides a stable voltage reference to ensure accurate pH measurements. The 

measuring range of this pH sensor is between 0PH - 14PH while the measuring range for 

temperature is 0℃ - 60℃ with accuracy of ± 0.1pH@25℃. This pH sensor requires 5.00V 

input voltage to turn on for data reading with a response time of less than 1 minutes. 

 

 
 

4.5.6 ADS1115 Analog to Digital Converter 
 

 

 
Figure 4.8: ADS1115 Analog to Digital Converter 

 
 

 
ADS1115 is an analog to digital converter (ADC) for the conversion of analog signal into 

digital signal. Since all Raspberry Pi GPIO pin are designed to receive only digital signal, to 

read pH value using PH4502C sensor, ADS1115 are used to convert the analog voltage signal 

of pH sensor into digital signal. The ADS1115 features four input channels that can be 

configured as single-ended or differential inputs It has relatively wide operating voltage range 

from 2.0V to 5.5V, therefore the VDD of it are connected to 5.0V pin on Raspberry Pi for our 

case. Besides, I2C interface are used by ADS1115 for communication with a microcontroller 

or other digital device. 
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4.5.7 Raspberry Pi OS – Debian Bullseye (64-bit) 

Raspberry Pi OS is a Linux-based operating system designed specifically for the Raspberry Pi. 

It is the official operating system for the Raspberry Pi, developed and maintained by the 

Raspberry Pi Foundation. The Debian Bullseye 64-bit are the OS chosen specifically to be 

installed on Raspberry Pi 3 Model B+ due to the TensorFlow library to be use require 64-bit 

OS and lambda functions require Linux-based OS to run on edge device. The lambda functions 

rely on cgroups feature of the Linux kernel because AWS Greengrass Core v2 runs as a Docker 

container, and Docker uses cgroups to manage resource allocation and usage for containers. 

 

 

4.5.8 Amazon Web Services (AWS) 

AWS is a well know Cloud platform that offers a wide variety of on-demand services for 

provisioning computing resources quickly and cost-effectively. The AWS services involved in 

the proposed system include AWS IoT Core, AWS Lambda, Amazon SNS Amazon 

DynamoDB, Amazon S3, AWS Athena, Amazon ECS and Amazon QuickSight. AWS IoT 

Core is a key service used to manage IoT devices within the AWS IoT. Greengrass edge 

environment. It provides a Pub/Sub service that enables sending and receiving data from the 

edge environment. Also, the deployment of various component that enable the edge 

environment to work independently with limited connection with cloud. The AWS Lambda is 

running in both edge environment and cloud, the function allowing response to various events, 

including IoT events and trigger action to send alert using Amazon SNS. Amazon DynamoDB 

is a database that provides fast data retrieval and querying. AWS Athena will query data from 

DynamoDB table and serve as a data source for visualization. Therefore, the Amazon 

QuickSight will retrieve data from it to present them on an interactive dashboard. Amazon S3 

is an object storage to store trained ML model weights from edge environment and a global 

model weight. Lastly, Amazon ECS will host a Fargate server that will coordinate the federated 

learning process between the server in cloud and client in edge. 



CHAPTER 4 METHODOLOGY AND SYSTEM DESIGN 

Bachelor of Information Systems (Honours) Information Systems Engineering 

Faculty of Information and Communication Technology (Kampar Campus), UTAR 

41 

 

 

 

 

4.5.9 AWS IoT Greengrass Core Software 

The AWS IoT Greengrass core software is installed in Raspberry Pi to extends the AWS 

functionality to edge environment. This made it possible for Raspberry Pi to act locally on the 

data generate from sensor using lambda function, providing low latency on responding an 

event. Besides, it reduces the need of constantly communication with AWS Cloud as most 

processing job are done and store locally and only the relevant data are store into cloud database 

as backup. Hence, edge computing is made possible by installing AWS IoT Greengrass core 

software on an edge device to manage other local IoT devices. 

 

 

4.5.10 MQTT Protocol 

Message Queuing Telemetry Transport (MQTT) protocol is a lightweight messaging protocol 

used for machine-to-machine communication. The lightweight design of MQTT protocol made 

it suitable for IoT devices with relatively limited processing power and bandwidth. The MQTT 

protocol uses a Pub/Sub model, where client device publishes messages to a broker, which then 

the messages are receive by devices that subscribe to it. After the collected data are pre- 

processed locally, it will be sent to AWS Cloud by using MQTT protocol. 

 

 

4.5.11 Python Programming Language 

Python are used as a main programming language in the development of this proposed system. 

It is chosen because of easy to understand and write, and widely support by most programming 

tasks. Both lambda function running on edge device and AWS Cloud are written in Python 

among other language option. Besides, the custom code deployed in edge device to read sensor 

data are also written using Python. Furthermore, it is also use in Jupyter Notebook to build and 

test a ML model. 
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4.5.12 JSON 

The deployment of custom software modules, also known as “Component,” into edge devices 

consists of two parts, namely Artifact and Recipe. The Artifact is the custom code that is written 

in any programming language, while the recipe contains metadata that describes the 

component. The recipe also specifies the component's configuration parameters, version, 

lifecycle, component dependencies, and platform compatibility. Recipes can be written in 

either JSON or YAML, with JSON being the preferred language. 

 

 

4.5.13 Jupyter Notebook 

Jupyter Notebook is an open-source web application that allows users to create and share 

computational documents. It will use to perform machine learning tasks, including testing 

various machine learning algorithm from different library. The most suitable model for the 

proposed system will be selected to further fine-tuned until a satisfactory result is obtained. 

Since Jupyter Notebook utilizes the computing power of the local device, all the testing can be 

done on the device without incurring any additional cost. This is because Amazon SageMaker 

utilizes cloud computing power, which may require payment. Once all the necessary testing 

and training are completed on the chosen model, it can be migrated over to Fargate container 

running on Amazon ECS for deployment. 

 

 

4.5.14 Amazon QuickSight 

Amazon QuickSight is a cloud-based business intelligence (BI) and data visualization service. 

However, when integrating with AWS services like Amazon S3 and Athena, the process is 

more straightforward compared to connecting with external data sources. In our specific use 

case, AWS Athena will serve as the primary data source, facilitating the creation of an 

interactive dashboard that offers a comprehensive overview of all the tanks within an edge 

environment. The dashboard can be further customized to provide detailed insights at the 

individual tank level, presenting trends in water parameters, the number of alerts triggered, and 

the overall status of each specific tank. These insights enable users with the data they need to 

make informed decisions and take appropriate actions based on their observation. 
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4.5.15 gRPC Protocol 

gRPC is an open-source, high-performance RPC framework developed by Google. The Flower 

federated learning library primarily relies on the gRPC protocol to facilitating communication 

between clients and server. This protocol is particularly well-suited for federated learning 

scenarios, where establishing efficient and reliable communication channels between edge 

devices, acting as clients, and cloud-based servers is crucial. Given gRPC are design for 

building efficient and distributed systems, it serves as a foundation for orchestrating federated 

learning processes across edges and cloud. 

 

 

4.5.16 Flower Federated Learning Library 

Flower federated learning is an open-source library designed to simplify the development of 

federated learning systems. Federated learning is a machine learning paradigm that allows 

training a global machine learning model across decentralized edge devices or clients while 

keeping the training data on those devices, preserving privacy and reducing the need to 

centralize data. To use Flower, it requires us to implement its subclass with three methods for 

establishing the client-side functionality. On the server side, we can leverage the default 

strategy, which encapsulates the federated learning approach or algorithm. However, if neither 

of these options aligns with our specific use cases, Flower provides the flexibility to create 

customized algorithms by defining the necessary methods that suit the needs. 

 

 

4.5.17 TensorFlow 

TensorFlow is an open-source machine learning framework that is widely used for building 

and training machine learning models. It is an essential component in this project, where its 

capabilities are leveraged to develop Recurrent Neural Network (RNN) models for federated 

learning in our edge environments and cloud. The RNN is developed for the purpose of 

predicting water parameter trends that offering foresight into near-future water parameter 

trends and enhancing the decision making of users. 
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4.6 Hardware Prototype Design 
 

 

 
 

Figure 4.9: Graphical Design of IoT Device 
 

The diagram above illustrates the hardware prototype design of the IoT device in a graphical 

format. The central component of this IoT device is a breadboard, which is connected to a 

Raspberry Pi via a T-Cobbler that represents the GPIO pins of the Raspberry Pi. The 

breadboard is equipped with a pH sensor, an analog-to-digital converter, a temperature sensor, 

and several LEDs, all connected to the T-Cobbler using jumper wires. The Raspberry Pi serves 

as the primary processing unit and is installed with the Greengrass Core Software, enabling it 

to function locally without heavy reliance on AWS cloud. With the Greengrass Core Software, 

the Raspberry Pi can perform various local tasks, including reading sensor data, processing 

data, storing data, and establishing communication with the AWS cloud. Furthermore, 

additional Greengrass components can be added as needed to expand the device's functionality. 
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4.7 Schematic Diagram 

4.7.1 T-Cobbler and LEDs 
 
 

Figure 4.10: Schematic Diagram of T-Cobbler and LEDs 
 

 
Figure 4.9 displays two LEDs connected to the T-Cobbler, serving a simple function within 

this IoT device as indicators of its operation. The red LED is connected to the 3.3V pin and 

serves as a straightforward power indicator, illuminating when the IoT device is receiving 

power. The green LED is connected to GPIO 18 pin and activates when the sensors begin 

reading data. 
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4.7.2 pH Reading Module 
 

 

 

 
Figure 4.11: Schematic Diagram of pH Reading Module 

 

Diagram above depicts the pH reading module with PH4502C sensor and ADS1115 ADC. The 

PH4502C sensor generates an analog voltage signal that varies based on the pH level of the 

water being measured. Conversely, Raspberry Pi GPIO pins are digital pins, capable of reading 

only binary values (0 or 1) or high and low voltage levels. Therefore, the ADS1115 ADC is 

used to convert the analog voltage into a digital value that the Raspberry Pi can comprehend 

and process. Both the PH4502C and ADS1115 require a connection to the 5V pin. The P0 pin 

of the PH4502C sensor outputs the analog signal, which is then directed to the AIN0 pin on the 

ADS1115 ADC for conversion. Additionally, the ADS1115 features SDA and SCL pins, which 

are integral components of the I2C (Inter-Integrated Circuit) communication interface, enable 

communication with the Raspberry Pi. 
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4.7.3 Temperature Reading Module 
 

 

 
 

Figure 4.12: Schematic Diagram of Temperature Reading Module 
 

The diagram above shows the DS18B20 waterproof sensor connected to a T-Cobbler. The 

sensor requires a 3.3V voltage to function. The data pin on the DS18B20 is connected to GPIO 

4. This choice is because the DS18B20 uses the 1-Wire protocol to communicate with the 

Raspberry Pi. GPIO 4 on a Raspberry Pi is configured to support the 1-Wire protocol by default, 

which makes it possible to connect the DS18B20 sensor without having to manually configure 

the GPIO pin for 1-Wire communication. 
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4.8 Project Timeline 

 

 
 

Figure 4.13: Gantt Chart (1) 
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Figure 4.14: Gantt Chart (2) 
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Figure 4.15: Gantt Chart (3) 
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CHAPTER 5: System Implementation 

 
 

5.1 Initial Set-up 

Before starting to develop an IoT-Cloud Solution for Precision Aquaculture, all the necessary 

software is installed on personal laptop and the tools involved have been acquired prior the 

development process: 

1. Putty use to enable VNC Server on Raspberry Pi. 

2. VNC Viewer to control Raspberry Pi using laptop. 

3. An AWS root account has registered. 

4. A user is created following AWS best practices with “AdministratorAccess” that have 

the access to all AWS services. 

5. An AWS QuickSight account is registered on user account. 

6. Jupyter Notebook installed. 

7. All the hardware and electronic components has procured and received. 

 
 

5.2 Raspberry Pi Setup (Edge Device) 

Prior starting the project, below is the abstract description of setting up the Raspberry Pi to 

ensure that the edge environment work as intended. 

1. Raspberry Pi OS Debian Bullseye 64-bit (Release: 2023-05-03) has installed on 

Raspberry Pi and successfully booted. 

2. Java installed on Raspberry Pi as it required to install AWS IoT Greengrass core 

software. 

3. Cgroup reversion from v2 to v1 as required to run AWS Lambda function locally. 

4. Install the necessary library uses to control devices and sensors. 

5. Enable 1-Wire and I2C interface on raspberry pi configuration panel as require for the 

sensor involved. 

6. TensorFlow are installed as our primary machine learning library. 

7. Sqlite3 installed as the local database. 
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5.2.1 Raspberry Pi Setup Command 

Below is the command require to run before deployment of the AWS Greengrass components. 

1. Verify the java version and install it. 

- java -version 

- sudo apt install default-jdk 

2. Cgroup reversion from v2 to v1. 

- findmnt -lo source,target,fstype,options -t cgroup,cgroup2 

Figure 5.1: CLI displaying cgroup v2 

 
- cat /boot/cmdline.txt 

Figure 5.2: CLI displaying content boot configuration file 

 
- sudo sed -i -e "1 s/$/ cgroup_enable=memory cgroup_memory=1 

systemd.unified_cgroup_hierarchy=0/" /boot/cmdline.txt 

- cat /boot/cmdline.txt 
 

Figure 5.3: CLI displaying updated content boot configuration file 
 

- sudo reboot 

- findmnt -lo source,target,fstype,options -t cgroup,cgroup2 

Figure 5.4: CLI displaying cgroup v1 



CHAPTER 5 SYSTEM IMPLEMETATION 

Bachelor of Information Systems (Honours) Information Systems Engineering 

Faculty of Information and Communication Technology (Kampar Campus), UTAR 

53 

 

 

 

3. Install library for DS18B20 temperature sensor. 

- sudo pip3 install Adafruit_DHT 

- sudo pip3 install w1thermsensor 

- sudo raspi-config 

➢ Navigate to "Interfacing Options" and select "1-Wire." 

➢ Choose "Yes" to enable the One-Wire interface. 

4. Install library for PH4502C pH sensor 

- sudo pip3 install adafruit-circuitpython-ads1x15 

- sudo raspi-config 

➢ Navigate to "Interfacing Options" and select "I2C." 

➢ Choose "Yes" to enable the I2C interface 

5. Reboot Raspberry Pi for the changes in step 3 and 4 to take effect. 

- Sudo reboot 

6. Install TensorFlow 

➢ Install the TensorFlow version compatible to the Debian Bullseye 64-bit OS. 

➢ Verify the installation of TensroFlow on Raspberry Pi. 
 

Figure 5.5: CLI displaying TensorFlow version installed 

 
7. Install Sqlite3 

- sudo apt update 

- sudo apt full-upgrade 

- sudo apt install sqlite3 
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5.3 Setting Up Hardware 
 

 

Figure 5.6: Hardware Implementation Based on Breadboard 
 

Figure 5.6 represent the hardware implementation based on a breadboard for this edge 

environment, the breadboard is the foundation for all the electronic components and IoT 

devices used. The sensors involved in this implementation to obtain real time water parameters 

is DS18B20 waterproof temperature sensor and PH4502C pH sensor. The output of the 

PH4502C pH sensor is analog signal, which must be converted to a digital signal before it can 

be read and processed by Raspberry Pi. Therefore, an ADS1115 is used to convert analog signal 

from the pH sensor and converts it into a digital signal that can be read and interpreted by 

Raspberry Pi. Furthermore, two LED are used to indicate the activity of the edge environment, 

red LED indicate the breadboard receive power and green LED represent the sensors are active. 

Finally, a T-Cobbler is an extension from the 40-pin GPIO on Raspberry Pi. 
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Figure 5.7: IoT Devices Receiving Power 
 

The hardware implementation from figure 5.6 will be connected to a Raspberry Pi, which will 

serve as the Greengrass core device. The Greengrass core device enables the control of local 

IoT devices, local processing, messaging, and data caching even without an internet 

connection. It will also be responsible for communicating with AWS Cloud using the MQTT 

protocol. Figure 5.7 represents the edge environment, which consists of the Greengrass core 

device (the Raspberry Pi) and various other devices that are connected to it. The red LED on 

some devices indicate that the edge environment is active. 

 

 

5.4 pH Sensor Calibration 

The following calibration process is an essential step in setting up PH4502C sensor as it ensures 

accurate and reliable pH measurements. The process involved adjusting the voltage offset of 

PH4502C, mapping the pH reading to output voltage, calculate the slope and intercept and 

finally evaluate the pH reading. 
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5.4.1 Adjusting the Sensor Voltage Offset 
 

 

Figure 5.8: BNC Connector with Paper Clip Inserted and Alligator Clip Connected to the Outer Metal Casing 
of BNC Connector 

 
 

 
The idea behind this step is to force the pH sensor to output a constant voltage of 7.0, which 

corresponds to a neutral pH reading. This is achieved by shorting the BNC connector using a 

metal paper clip and connecting alligator clips to the paper clip and the outer metal casing of 

the BNC connector as shown on Figure 5.8. 

 

 

 

 

 

Figure 5.9: The Highlighted Area on Reference Electrode is Potentiometer 
 
 

Once the BNC have been shorted, we dial the pH sensor to 2.5 volts by adjusting the 

potentiometer on the reference electrode module. Figure 5.10 below indicate the Python code 

use to read the output voltage, we stop adjusting the potentiometer when it reached 2.5 volts. 
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Figure 5.10: The Highlighted Area on Reference Electrode is Potentiometer 
 
 

 
5.4.2 Mapping the pH Readings to Output Voltage 

Figure 5.11: pH 4.01 and pH 7.00 Buffer Powder for Buffer Solution 
 

In this step we need to map the reported voltages from PH4502C to two pH measurements. 

Thus, I’ve prepared two pH buffer solutions using pH buffer powder, specifically pH 4.01 and 

pH 7.00 shown on figure 5.11 as they are commonly used as the pH measurements. Now we 

can replace the alligator clips with pH probe. 
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Figure 5.12: pH 4.01 and pH 7.00 Buffer Solution with pH Probe Immerse in It 
 

After connecting the pH probe with the BNC, we can start to record the output voltage of the 

pH sensor in the pH 4.01 and pH 7.00 buffer solution. The pH probe is immersed in both buffer 

solution respectively for some time allowing the pH sensor to stabilize before reading the 

output voltage. It is demonstrated in figure 5.12 as the pH probe is placed in pH 7.00 buffer 

solution with the pH 4.01 buffer solution on the left. 

 
 

Figure 5.13: The Output Voltage of pH Probe from pH 4.01 and pH 7.00 Buffer Solution (Left to Right) 

 
Figure 5.13 depicts the output voltage reading for both buffer solution. On the left, the voltage 

reading for pH 4.01 buffer solution stabilize on 3.06 volts while voltage for pH 7.00 buffer 

solution recorded remain uniform on 2.55 volts. In conclusion, pH 4.01 reported 3.06 volts 

(3.06, 4.01) and pH 7.00 reported 2.55 volts (2.55, 7.00). 
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5.4.3 Calculate the Slope and Intercept 

The slope and intercept are the calibration coefficients used in the calculation of pH value from 

the voltage output of a pH electrode probe. pH electrodes probe generates a small electrical 

potential in response to the concentration of hydrogen ions in a solution. This potential is 

measured by a pH meter as a voltage output, which is then converted into pH units using the 

calibration coefficients. 

 
Slope = (pH2 - pH1) / (mV2 - mV1) 

= (7.00 – 4.01) / (2.55 – 3.06) 

= 2.99 / (-0.51) 

= -5.862745098 

 
 

Intercept = pH1 - Slope × mV1 

= 4.01 – (-5.862745098)(3.06) 

= 21.9499997 

 
 

5.4.4 Evaluate the pH Readings 
 

 

Figure 5.14: The pH reading of pH sensor from pH 4.01 and pH 7.00 Buffer Solution (Left to Right) 
 
 

The final step is to ensure the pH measurement are accurate and satisfy our requirements. A 

Python code is written with the formula below to read pH value from the sensor. Both pH 4.01 

and pH 7.00 buffer solution are reused to measure the result of pH readings. From left to right 

on figure 5.14, the pH reading for pH 4.01 and pH 7.00 buffer solution are reported at pH 4.08 
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and pH 6.93 respectively. This result satisfies the requirement as the PH4502C having ± 

0.1pH@25℃ accuracy. 

 
 

pH = slope × (mV at calibration point) + intercept 

= -5.862745098 × (mV at calibration point) + 21.9499997 

 
 

5.5 Setting Up Edge Environment 

5.5.1 AWS IoT Greengrass 

AWS IoT Greengrass is one of the feature of AWS IoT Core, it allows us to manage our edge 

environment via an Greengrass core device. In our case, Raspberry Pi will be the Greengrass 

core device with Greengrass core software installed on it. In the current implementation, the 

Greengrass core device are implemented with several Greengrass components that serves 

different function in this project. These components granting the ability to the Greengrass core 

device to function autonomously, reducing its dependence on network connectivity and cloud 

resources. Functions such as sensor data collection, preprocessing, and local storage within a 

database as well as rule-based algorithms to trigger alarms can be operate without network 

connectivity. When a stable network connection becomes available, the Greengrass core device 

synchronizes data with a cloud-based database and also engage in federated learning processes 

using locally pre-processed data with cloud-based servers. In the future, new custom 

Greengrass components can be deploy as needed to expand and enhance the capabilities of our 

edge environment to adapt the future requirement. 

 
 

Figure 5.15: Raspberry Pi Registered as Greengrass Core Device 
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Figure 5.16: Raspberry Pi CLI Indicating Greengrass Core Software are Installed on It 
 

Figure 5.15 displays there’s a Greengrass core device name “raspberrypi_AquaFarm1” 

registered in AWS IoT Core, it is in fact the Raspberry Pi. To set the Raspberry Pi as Greengrass 

core device, we just need to follow the instruction provided step by step upon clicking the “Set 

up one core device” button in the core devices page. After completing the steps, the Raspberry 

Pi will be shown in the Greengrass core devices list. From Raspberry Pi CLI like figure 5.16, 

it indicates the Greengrass core software are installed in Raspberry Pi. 

 
 

Figure 5.17: Greengrass Core Device as a IoT Thing 
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Figure 5.18: Greengrass Core Device inside IoT Thing Group 
 
 

Based on Figure 5.17 and Figure 5.18, the Raspberry Pi is also registered as a Thing in AWS 

IoT Core and is included in a Thing Group. Since a Greengrass core device is also considered 

an IoT device, it is automatically added to the Thing list when registered as Greengrass core 

device. If a Thing Group is specified during the "Set up one core device" process, the Raspberry 

Pi will be added to that Thing Group. Thing Group allow the management of multiple devices 

as a single entity and apply policies and configurations across all devices in the group. 

 

 

5.5.2 AWS Greengrass Component 

The components of AWS Greengrass are software modules that run on a Greengrass Core 

Device. AWS provides several public components that are commonly used on the core device. 

AWS Greengrass also allows users to develop their own custom components based on their 

specific requirements. Both public components and custom components will be use for the 

implementation. One of the custom Greengrass components on the core device is a sensor 

reading component. This component's primary function is to gather sensor data, perform 

preprocessing, and store the processed data into local database. Simultaneously, the sensor 

reading component also directing the sensor data the sensor to a rule-based alarm component 

and trigger alert if the water parameters exceed predefined thresholds. Additionally, a data 

synchronization component is implemented to sync local data with cloud database. 

Furthermore, a federated learning client will also be integrated as a Greengrass component. 
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In AWS IoT Greengrass, a component is comprised of two parts, namely the artifact and 

the recipe. The artifact is a package that contains the code and dependencies for the component 

ready to be deploy or distribute. On the other hand, the recipe is a YAML or JSON file that 

describes the configuration of the component. It specifies the name and version of the 

component, the artifact to use, and any dependencies on other components. 

 
 

Figure 5.19: Component List of raspberrypi_AquaFarm1 
 

When the Greengrass core software is installed, some components are automatically deployed 

on the Greengrass core device. However, deployment can also be managed through the AWS 

CLI or the AWS Management Console. A deployment is a process that deploy a list of 

components to multiple devices at once. Figure 5.19 shows the list of components installed 

through different deployment method on the raspberrypi_AquaFarm1, it includes both public 

components and custom components. 
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Figure 5.20: Deployment for raspberrypi_AquaFarm1 
 

 
In Figure 5.20, the deployment of public components using the AWS Management Console is 

depicted. These public components are prerequisites for the subsequent deployment of custom 

components. Also, some of the public components may have dependencies on other public 

components. 

 
 

Figure 5.21: Raspberry Pi CLI Command to Deploy Custom Component 
 

While Figure 5.21 displays the CLI command to deploy a custom component named 

“com.example.sensorv5” directly on Raspberry Pi. The component artifact and recipe are 

located inside the Greengrass core device, this command just simply deploy it. 
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Figure 5.22: Raspberry Pi CLI Command to Display Component List 
 

After the component are deployed successfully, the “com.example.sensorv5” are listed in the 

component list as depicted in figure 5.22 with status “RUNNING”. In some case, it is possible 

the component is in “BROKEN” state, this mean the component need to be fixed before being 

deploy again. The components list on the Raspberry Pi CLI are same as the components list 

shown on Figure 5.19 on AWS Management Console. The subsequent custom components 

involved will be deploy in the same way. 

 

 

5.5.2.1 Sensor reading and processing component (com.example.sensorv5) 
 

 

Figure 5.23: A Snap of Artifact for Component com.example.sensorv5 
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Figure 5.24: A Snap of Recipe for Component com.example.sensorv5 
 

To gather water parameter readings from the local sensors and execute the required 

preprocessing tasks, we developed a custom Greengrass component named 

“com.example.sensorv5”. Figure 5.23 provides a brief overview of the artifact related to this 

component, while Figure 5.24 displays the recipe associated with it. 

 

 

 

Figure 5.25: DS18B20 Data Processing Function 
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Figure 5.26: PH4502C Data Processing Function 
 

The primary function of this component is to read raw data from sensors and preprocess it into 

a human-readable format at a 10-second interval, achieving this by employing the two 

functions outlined below. In figure 5.25, the function responsible for processing raw data from 

the DS18B20 temperature sensor, which involves extracting the temperature element from the 

raw data and converting it from millidegrees Celsius to degrees Celsius. On the other hand, for 

the pH readings obtained from the PH4502C sensor, the previously acquired slope (m) and 

intercept (b) values from the pH calibration process are used to calculate the pH value, as 

demonstrated in figure 5.26. 

 

 

 

Figure 5.27: Local Database Function 
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Figure 5.28: Temporary Database Function 
 

Subsequently, the processed temperature and pH values are added with additional data, such 

as a timestamp and a unique ID representing the Greengrass core device, before being stored 

in a local database. In figure 5.27, a function used to store processed data into the local 

database. In cases where network connectivity is unavailable, an additional function, as shown 

in figure 5.28, is executed to store data in a local temporary database. 

When network connectivity is established, the processed data will only store in the local 

main database. Additionally, the processed data is transformed into JSON format for 

transmission via the Pub/Sub service, enabling storage in a cloud-based database. This message 

package is subsequently published to their respective topic, which in this case is 

“aquaFarm1/sensor”. To activate the sensor within the code, this component subscribes to the 

topic "aquaFarm1/switch," where it receives messages in JSON format that instruct the sensor 

to turn on or off. The communication between this component and AWS IoT Core is facilitated 

through the Pub/Sub service of the MQTT protocol, which involves subscribing to and 

publishing messages to specific topics. 

Furthermore, the JSON messages are also published to the “loc/sensor” topic, a local 

Pub/Sub interface used for communication between components, irrespective of the network 

connection. Messages published to the "loc/sensor" local topic will be utilized by other 

components concurrently. 
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Figure 5.29: AWS IoT Core MQTT Test Client 
 

Figure 5.29 shows the usage of MQTT Test Client in AWS IoT Core to test the communication 

between edge environment and AWS IoT Core. We first subscribe to the topic 

“aquaFarm1/sensor” and publish a JSON message to topic “aquaFarm1/switch” to activate the 

sensor reading. The sensor will read the water parameter immediately and the result are shown 

on the console. At the same time, the green LED on the hardware will be turn on as well, 

indicating the sensor are actively reading data. 

 

 

5.5.2.2 Rule-Based Alert Component (com.example.testAlarmv2) 
 

Figure 5.30: A Part of Artifact for Component com.example.testAlarmv2 
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Figure 5.31: A Part of Recipe for Component com.example.testAlarmv2 
 

Figure 5.30 and figure 5.31 above displays the artifact and recipe of 

“com.example.testAlarmv2”, respectively. This component operates concurrently with the 

“com.example.sensorv5” component, and its purpose is to evaluate the processed water 

parameters by subscribing to the local topic “loc/sensor”, which is published by the 

“com.example.sensorv5” component. The messages received from the subscribed topic in 

JSON format are parsed to extract only the temperature and pH values. These values are then 

checked against predefined thresholds to determine if they exceed acceptable levels. In the 

event that the water parameters breach these thresholds, an alarm is triggered and sent to the 

user via AWS SNS. 

To facilitate this functionality, the “com.example.testAlarmv2” component utilizes the 

boto3 library, which enables direct API requests to AWS services, allowing it to send alarms 

to the user through the SNS topic previously created. 

 

 

5.5.2.3 Data Synchronization Component (com.example.sync) 
 

Figure 5.32: A Portion of Artifact for Component com.example.sync 
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Figure 5.33: A Portion of Recipe for Component com.example.sync 
 

In the absence of network connectivity, the processed data is stored in both a local main 

database and a temporary database. This component is activated at 5-minute intervals to 

perform data synchronization with the cloud database when a network connection becomes 

available. Figures 5.32 and 5.33 provide snapshots of the artifact and recipe of 

“com.example.sync”, respectively. This component makes use of both the MQTT protocol and 

the boto3 library. 

When the network connection is restored, this component first checks whether the 

temporary database is empty. If it contains data, the component begins comparing each 

individual row in the temporary database with the data stored in DynamoDB. Since each row 

is unique, the absence of a row in DynamoDB indicates that the processed data was not properly 

stored due to the lack of an internet connection. In such cases, the row is converted to JSON 

format and published to the “aquaFarm1/sync” topic, then sent to AWS IoT Core. 

Subsequently, every row in the temporary database is deleted, regardless of whether it already 

exists in DynamoDB. 
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5.5.2.4 Federated Learning Client (com.example.flwrClient2) 
 

Figure 5.34: A Part of Artifact for Federated Learning Client Component com.example.flwrClient2 
 
 

Figure 5.35: A Part of Recipe for Federated Learning Client Component com.example.flwrClient2 
 
 

Federated learning is conducted through a cloud-based server and several edge environments, 

each equipped with its own federated learning client, as illustrated in Figures 5.34 and 5.35, 

representing part of the artifact and recipe of the client. The federated learning client relies on 

three main libraries, namely TensorFlow, Flower, and boto3. 

The client implements subclasses of Flower's “flwr.client.NumPyClient” which, while 

easier to implement, offers less flexibility. These subclasses define how local training and 

evaluation are executed and enable the federated learning server to initiate the local training 

process. Local ML model training, which involves a Recurrent Neural Network (RNN) from 

TensorFlow, utilizes data stored locally in the local database. The boto3 library is employed to 

interact with AWS S3, enabling the retrieval of global ML model weights and the storage of 

local ML model weights in the cloud. 
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This federated learning client maintains a similarity across multiple edge environments and 

communicates with the server responsible that orchestrating the federated learning process, 

using the gRPC protocol. The client is initialized by specifying the previously implemented 

subclass and the server's DNS. More detailed insights into the entire federated learning process 

will be provided in the dedicated section. 

 

 

5.6 Setting Up AWS Cloud 

5.6.1 AWS IoT Core 

AWS IoT Core serves as the central communication hub connecting any Greengrass core 

device to the AWS Cloud. It offers an interface equipped with various features and capabilities 

to facilitate IoT device management, data processing, and communication. The previously 

registered core devices and deployments are managed through this interface. In this 

implementation, AWS IoT Core takes on additional responsibilities, such as message routing, 

to efficiently channel sensor data sent by core devices to other AWS services. Consequently, 

IoT rules named “lambdaPreprocessing” and “sync_to_preprocessing” have been created to 

direct messages from core devices to specific lambda functions for further processing and 

synchronization. 

 
 

Figure 5.36: IoT Rules for Message Routing 
 
 

Figure 5.37: The Action Indicating Lambda Function in IoT Rule 
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Based on Figure 5.36, both IoT Rules, “lambdaPreprocessing” and “sync_to_preprocessing” 

subscribe to the topics “aquaFarm1/sensor” and “aquaFarm1/sync”, respectively. These topics 

are published by the Greengrass core device, and both IoT Rules able receive message when 

there is a network connection on the core device. 

The action taken by these IoT Rules is to route the message to an Amazon Lambda function 

for further processing, as illustrated in Figure 5.37, where the action is indicated as “Lambda”. 

The specific Lambda function to which the IoT Rules direct the message must be defined, and 

in this case, “intermediateProcessing” has been chosen for this purpose. 

 

 

5.6.2 Amazon SNS 

Amazon SNS is a fully managed messaging service that enables the sending of messages or 

notifications to a distributed group of recipients through various delivery methods, such as 

email, SMS, and other channels. In this implementation, an SNS topic will be established to 

act as the destination for the “com.example.testAlarmv2” component on core devices, allowing 

it to send messages to alert users when water parameters are breached. 

 
 

Figure 5.38: Detail of SNS Topic 
 

Figure 5.38 displays the content of the “thresholdAlarm” topic along with a list of subscriptions 

below. These subscriptions serve as the recipients who will receive messages, and in this case, 

email is the chosen message protocol with a specified endpoint. Therefore, whenever the 

“com.example.testAlarmv2” component on a core device needs to send a message to trigger an 
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alarm to the user, it utilizes the boto3 library to directly invoke this service with this specific 

topic. 

 

 

5.6.3 Amazon Lambda 

Amazon Lambda is a serverless computing service, it allows code to be run in respond to an 

event. The following Lambda function are written in Python 3.9 runtime and deployed to 

process the incoming data from IoT Rules. 

 
 

Figure 5.39: Lambda Function intermediateProcessing 
 

Figure 5.39 illustrates the structure and function of the “intermediateProcessing” AWS Lambda 

function. This particular Lambda function is responsible for processing messages received 

from IoT rules and storing them in a specified database in Amazon DynamoDB. The input 

message to this Lambda function is a JSON object containing information about the water 

parameters obtained from sensors. The function then processes this input message by splitting 

it into individual items that represent columns in the DynamoDB database. This ensures that 

the data is structured in a way that can be easily visualized on a dashboard. Once the message 

has been processed and the data has been formatted correctly, the Lambda function then inserts 

the data into the specified DynamoDB database. 
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5.6.4 Amazon DynamoDB 
 

 

Figure 5.40: environment1DB Table Configuration 
 

Amazon DynamoDB was chosen as the database to store processed data due to its fast retrieval 

speed. The processed data stored in DynamoDB can be used for various purposes, such as real- 

time data analysis and machine learning. In this proposed system, Amazon QuickSight is used 

to visualize the data in near real-time, DynamoDB will be the primary data source for it. Figure 

5.40 shows the configuration of the “environment1DB” table in database. The device_id is 

used as the partition key and the timestamp is used as the sort-key, together forming a 

composite key that uniquely identifies each row in the table. This table are used to store the 

incoming processed data from Lambda function and ready to be visualize. 
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5.6.5 Amazon Athena 

Amazon Athena is an interactive query service that enables the execution of SQL queries on 

data stored in various formats. In our implementation, Athena plays a crucial role as an 

intermediary between DynamoDB and QuickSight. This choice stems from certain challenges 

posed by DynamoDB when it comes to querying and visualizing NoSQL data directly. 

DynamoDB serves as our primary data source for visualization and will also functions as a 

backup for the edge environment. 

 
 

Figure 5.41: Details of Athena Data Source dynamo-quicksight 
 
 

Figure 5.42: Table Specified in Associated Databases 
 

In figure 5.41, we have created an Athena data source named “dynamo-quicksight” to serve as 

the data source for Amazon QuickSight while querying data from DynamoDB. As highlighted 

in the figure, the Lambda function labeled “dynamodbcatalog” is an AWS Lambda- 

DynamoDB connector, utilized to facilitate federated queries from the associated database. 

Within the associated database, specified in figure 5.42, we have identified the 

“environment1db” table where our processed data is stored. Consequently, Athena conducts 

queries on the data contained within the “environment1db” table and subsequently becomes 

the data source for visualization in QuickSight. 
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Figure 5.43: Athena Query Editor Testing 
 

The figure above displays the query editor interface of Athena. The query (SELECT * FROM 

“environment1db”) are ran to ascertain whether the Lambda-DynamoDB connector able to 

successfully retrieve data from the specified DynamoDB table. The results indicates that the 

items within the "environment1db" table were successfully queried by Athena. 

 

 

5.6.6 Amazon S3 

The Amazon S3 is a scalable object storage service that allow wide variety of data, such as 

files, documents, images, and backups, to be store within buckets. It can be accommodating 

vast range of use cases. In our specific scenario, it plays a crucial role as an intermediary for 

the federated learning process, facilitating the exchange of model weights between server and 

clients. 

 

Figure 4.44: Bucket List in S3 
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For our use case, an S3 bucket named “flwr-testbucket” was created with versioning enable 

specifically for the federated learning process. Bucket versioning configuration on S3 creates 

a new version of an object when it gets updated, while retaining the old version. In this case, if 

the global ML model are negatively impacted by client's ML model weights, reversion to a 

previous version of the model is possible by making rolling back to a known-good state. The 

other buckets in the list are generated by Athena and SageMaker automatically. The “flwr- 

testbucket” serves as the central repository for storing both global ML model weights and client 

ML model weights. It plays a dual role, being utilized by both the server and the client 

components in the federated learning process. 

 

 

5.6.7 Amazon Elastic Container Service (Amazon ECS) 

Amazon ECS is a container orchestration service that streamline the deployment, management, 

and scaling of containerized application. The ECS will be used to host a federated learning 

server that serves as the orchestrator for the federated learning process across various edge 

environments within ECS cluster. To achieve this, the server source code is containerized using 

Docker, encapsulating it in a Docker image. After that, the Docker image are push to Amazon 

Elastic Container Registry (ECR) repository. 

 
 

Figure 5.45: Detail of Task Definition Created from Docker Image 
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The Docker image stored in the ECR repository is used to defining task definitions in ECS. 

These task definitions include various parameters, including configurations, resource 

requirements, and networking settings. In figure 5.45, is the detail of task definition named 

“flwr_Server” along with its version. Additionally, the containers specified below this task 

definition indicate the specific Docker image it utilizes. This task definition will become our 

federated learning server with 1 container. Notably, a task definition can accommodate a 

maximum of 10 different containers. 

 
 

Figure 5.46: The Federated Learning Server Running as a Task in ECS Cluster 
 

The task definitions defined will be executed either as a task or as an ECS service within the 

ECS cluster. In this implementation, AWS Fargate is employed, given that the federated 

learning server currently demands a modest level of computational power. As illustrated in 

figure 5.46, the federated learning server is launched as a single task to test the configuration 

in the “flwr_FederatedLearning” cluster. After the federated learning process completed, 

manual reconfiguration is needed to initiate further tasks. Alternatively, the federated learning 

server can also be deployed as an ECS service, where it will automatically launch new tasks 

based on predefined conditions. 
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5.6.8 Amazon QuickSight 

Amazon QuickSight is a BI and data visualization tool that enables the analysis and 

visualization of data, facilitating data-driven decision-making. It will be integrate with 

DynamoDB, which visualize processed data in near real-time on an interactive dashboard. The 

dashboards are designed to be compact and insightful, displaying only the essential information 

necessary for informed decision-making without overwhelm the user. 

 
 

Figure 5.47: List of Datasets in QuickSight 
 

The datasets used for the dashboard are sourced from Athena, which retrieves data by querying 

the specified DynamoDB table. As illustrated in the figure5.46 above, the Athena data source 

has been successfully added as a dataset named “environment1db” for visualization purpose. 

Besides, it’s allows to include multiple datasets, irrespective of whether the data sources are 

internal or external. 

 
 

Figure 5.48: QuickSight Dashboard Developer Interface 
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The figure 5.47 depicts the dashboard developer interface, incorporates with essential features 

and visual options that simplified the creation of interactive dashboards. In addition to using 

the original data from datasets, calculated fields can be created to derive new data from the 

existing dataset. Furthermore, QuickSight also integrates intelligent features, enabling the use 

of ML-powered insights, including basic forecasting capabilities. After finish building the 

dashboard, it will be published to access by the authorize user. 

 

 

5.7 Federated Learning Module Implementation 
 

 
 

Figure 5.49: Federated Learning Module from Architecture Diagram 
 

In figure 5.48 displays the federated learning module from the architecture diagram. The 

components and services required to perform federated learning have been prepared and ready 

to be put in service. In the edge environment, the federated learning client is represented by 

Greengrass component “com.example.flwrClient2” deployed on the core devices. Besides, the 

local database store locally processed data from “com.example.sensorv5” component. In the 

cloud, the federated learning server has been defined as an ECS task definitions, making it 

ready for deployment. While the ECS cluster “flwr_FederatedLearning” are used to allocating 

new tasks based on condition for federated learning. The S3 bucket “flwr-testbucket” serves as 

a central repository for the exchange and storage of global and client ML weights update. The 

communicate between client in edge and server in cloud utilized gRPC protocol on port 8080. 

With these components and services in place, the federated learning process can be activated 

anytime. 
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5.7.1 Scheduling Deployment of Federated Learning Server 
 

 

Figure 5.50: Schedule Task with Target Task Definition 
 

In this implementation, we initiate the activation of federated learning process by scheduled 

timestamp. It’s planned to activate the federated learning server of every week, as this 

frequency allow sufficient data required for the ML model to make substantial improvements 

to be gathered. The scheduler’s primary task is to dispatch the federated learning server on 

Fargate with the defined task definition as observed in Figure 5.49 when condition is met. 

 

 

5.7.2 Setting Up DNS Name 
 

 

Figure 5.51: Configuration of Network Load Balancer testLB 
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Once the federated learning server is set up, the next step is to make it accessible by multiple 

clients. Federated learning clients access the server using the server’s IP addresses. However, 

when tasks are dispatched on the ECS cluster, they will randomly assign whatever IP addresses 

available in the pool. To simplify the federated learning process without the need of specifying 

server IP addresses in every client component, a DNS name is needed for clients to access the 

server. 

To achieve this, a network load balancer is established as shown in Figure 5.50, as the 

Flower federated learning library relies on the gRPC protocol on port 8080 for communication 

between clients and the server. The load balancer requires a target group so traffic can be 

forward to the federated learning server, by specifying that it should only receive traffic with 

TCP protocol on port 8080. Consequently, any traffic other than TCP will be dropped by the 

load balancer, ensuring that only traffic on port 8080 reaches the server. The network load 

balancer is assigned a DNS name so that clients can use to retrieve the server's IP address. 
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CHAPTER 6: System Deployment and Evaluation 

 
 

6.1 Hardware Deployment 
 

 

Figure 5.1: The Entire View of Fish Tank with IoT Hardware 
 
 

Figure 6.2: The Hardware Deployment 
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Figure 6.3: DS18B20 and PH4502C Sensor in Water 
 
 

Figure 6.4: Local Occupants 
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Figure 6.1 shows the entire IoT system deployed in an aquaculture tank for prawn farming. 

The tank itself is equipped with a water drainage system, filtration system, and an oxygen 

pump. The Raspberry Pi which is the Greengrass core device is incorporated into the setup, 

extended with a breadboard to accommodate the sensors and components, as depicts in figure 

6.2. The LEDs involved serve as indicators for the system’s status. For instance, a red LED 

indicates that the system is powered on, while a green LED means that the system is actively 

collecting sensor data. In Figure 6.3, it can be observed that the DS18B20 temperature sensor 

and PH4502C sensor are partially submerged in the water to collect water parameters. 

This setup serves as the testing environment for the edge. All data collection, pre- 

processing, and storage are conducted locally by the Raspberry Pi with the Greengrass 

components deployed in it. This means that the system can operate to perform essential tasks 

even without network connectivity, but some function likes federated learning and 

synchronization require internet. The processed data from this tank will be visualized on a 

dashboard. 

 

 

6.2 System Testing 

Following the deployment of the hardware into the aquaculture tank, it is important to conduct 

comprehensive testing to ensure that both the edge environment functionalities and the cloud 

services perform as intended. The ultimate goal is to verify that the system functions 

seamlessly, with the end result being the successful conduct of federated learning process and 

visualization of processed data on a dashboard. 

 

 

6.2.1 Greengrass Components Testing 

The system is deployed with four Greengrass components, each serving its own specific 

function. The sensor reading and processing component "com.example.sensorv5," works in 

interdependently with the rules-based alert component "com.example.testAlarmv2." 

Additionally, the data synchronization component, known as "com.example.sync," is closely 

associated with these components. Therefore, they will be tested together to ensure their 

interaction and functionality work as intended. 
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6.2.1.1 Sensor Reading and Processing Component Testing (com.example.sensorv5) 
 

 

Figure 6.5: Green LED Illuminating on IoT Device 
 
 

Figure 6.6: MQTT Test Client Receiving Message from Subscribed Topic 
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In Figure 6.5 shows once the sensor reading and processing component is activated, the green 

LED illuminates, indicating that the system is actively collecting water parameters. In scenarios 

with network connectivity, these water parameters go through pre-processing will be stored in 

a local database. Simultaneously, the processed data is transmitted to the cloud for backup by 

publishing it to a topic. As illustrated in Figure 6.6 in the cloud environment, an MQTT test 

client actively receives messages from the subscribed topic publish by the component. 

Furthermore, the processed data is also published to a local topic “loc/sensor” for use by 

the rules-based alert component. To validate the data's successful storage in the local database, 

a query of the local database content will be performed. 

 

 

 
 

Figure 6.6: Content of Main Database (Left) and Temporary Database (Right) 
 

In the absence of internet connectivity, the processed data will still store in the local database, 

as depicted in Figure 6.XX (Left) and will only publish to the local topic “loc/sensor”. 

However, the data processed during this period will also be simultaneously recorded in an 

additional temporary database, as shown in Figure 6.XX (Right). It's worth emphasizing that 

the content of both databases is identical, indicating that this component is functioning as 

intended. When network connectivity is restored, the content of the temporary database will be 

synchronized with the cloud database. 
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6.2.1.2 Rules-Based Alert Component Testing (com.example.testAlarmv2) 
 

 
 

Figure 6.8: Email Message from AWS SNS 
 

Concurrently, the rules-based alert component is subscribed to the local topic "loc/sensor" to 

assess whether any breaches have occurred in the water parameters, based on predefined 

thresholds. In the event of a breach, this component triggers an alarm by sending an email to 

the user, with the email content displayed in Figure 6.8. This email serves to inform the user 

that a particular parameter has exceeded its threshold, providing the relevant parameter value 

for reference. 

 

 

6.2.1.3 Data Synchronization Component Testing (com.example.sync) 
 

 

Figure 6.9: MQTT Receiving Message from Subscribe Synchronization Topic 



CHAPTER 6 SYSTEM DEPLOYMENT AND EVALUATION 

Bachelor of Information Systems (Honours) Information Systems Engineering 

Faculty of Information and Communication Technology (Kampar Campus), UTAR 

91 

 

 

 

The data synchronization component operates on a schedule, checking for internet connectivity 

every 5 minutes interval. When an internet connection is detected, it first verifies whether the 

temporary database is empty. If the temporary database contains data, the component initiates 

the synchronization process with the specified DynamoDB table in the cloud. 

Figure 6.9 displays the topic “aquaFarm1/sync” in the AWS IoT Core MQTT Test Client, 

which actively receives messages from the synchronization component, confirming its proper 

functionality. However, in certain scenarios, the data in the temporary database may not be 

synchronized immediately. This is because Greengrass have a MQTT message queuing 

functionality to store an extensive amount of data during offline periods. 

Nevertheless, when the connection is restored, the messages in the MQTT queue are sent 

to the cloud. But, the MQTT queue has a limited capacity, thus there’s the need of a data 

synchronization component to ensure reliable data synchronization. 

 

 

6.2.2 Greengrass Components Verification Test 
 

 
Components Condition Functionality Result Pass/Fail 

Data Reading 

and 

Preprocessing 

(6.1.2.1) 

- With 

network 

connection 

Subscribe to topic 

“aquaFarm1/switch 

” for sensors 

activation/deactivat 

ion 

Subscribe to topic 

“aquaFarm1/switch” 

for sensors 

activation/deactivati 

on 

Pass 

- Sensor 

reading 

activated 

- No 

network 

connectivity 

requirement 

Read raw data from 

DS18B20 and 

PH4502C sensor 

and preprocess into 

meaningful format. 

The raw data from 

sensors are processed 

into a meaningful 

format. 

Pass 

Processed data 

store into local 

database 

(sensor_data.db) 

Processed data store 

into local database 

(sensor_data.db) 

Pass 

Processed data 

store into 

Processed data store 

into temporary 

Pass 
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  temporary database 

(temp_sensor_data. 

db) 

database 

(temp_sensor_data.d 

b) 

 

Package processed 

data into JSON 

message and 

publish to local 

topic “loc/sensor” 

Package processed 

data into JSON 

message and publish 

to local topic 

“loc/sensor” 

Pass 

- Sensor 

reading 

activated 

- With 

network 

connection 

Package processed 

data into JSON 

message and 

publish to topic 

“aquaFarm1/sensor 

” 

Package processed 

data into JSON 

message and publish 

to local topic 

“aquaFarm1/sensor” 

Pass 

Rules-Based 

Alert 

(6.1.2.2) 

- No 

network 

connectivity 

requirement 

Subscribe to local 

topic “loc/sensor” 

to retrieve message 

for water 

parameters 

evaluation 

Subscribe to local 

topic “loc/sensor” to 

retrieve message for 

water parameters 

evaluation 

Pass 

- With 

network 

connection 

Send message alert 

to user informing 

water parameters 

breach happen 

using email through 

API call Amazon 

SNS 

Send message alert to 

user informing water 

parameters breach 

happen using email 

through API call 

Amazon SNS 

Pass 

Data 

Synchronization 

(6.1.2.3) 

- With 

network 

connection 

Synchronize the 

valid items in 

temporary database 

with DynamoDB 

Synchronize the 

valid items in 

temporary database 

with DynamoDB 

Pass 

Table 6.1: Greengrass Components Verification Testing Table 



CHAPTER 6 SYSTEM DEPLOYMENT AND EVALUATION 

Bachelor of Information Systems (Honours) Information Systems Engineering 

Faculty of Information and Communication Technology (Kampar Campus), UTAR 

93 

 

 

 

 

6.2.3 AWS Cloud Testing 
 

 

Figure 6.10: Data Routing Part from Architecture Diagram 
 
 

Figure 6.11: Items in DynamoDB Table environment1db 
 

A way to validate the correct implementation of the part of AWS services depicted in figure 

6.10 is to examine the target destination, which is DynamoDB. AWS IoT is configured to 

subscribe to topics “aquaFarm1/sensor” and “aquafarm/sync” and used IoT rules to route the 

incoming messages to a Lambda function for processing before storing them into DynamoDB. 

The successful storage of processed data in the DynamoDB table, as illustrated in Figure 6.11, 

indicate that all AWS services involved are functioning as intended. 
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6.2.4 Federated Learning Module Testing 

To conduct a test on the federated learning module, a minimum of 2 active clients is required. 

Therefore, Amazon SageMaker is used to simulate a second client, running the same federated 

learning client deployed on it. Consequently, when the ECS cluster dispatches a federated 

learning server at scheduled intervals, the federated learning process can commence with the 

participation of both clients. 

 
 

Figure 6.12: CloudWatch Event Log for Federated Learning Server 
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Figure 6.13: Federated Learning Client Event Log 
 
 

Figure 6.14: Global ML Model Weight Uploaded in S3 Bucket 
 
 

Figure 6.15: Client Model Weight Uploaded in S3 Bucket 
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Figures 6.12 and 6.13 display the log events of the federated learning server and federated 

learning clients respectively, on Amazon CloudWatch. The server is responsible for 

orchestrating the federated learning process by sending commands to all participating clients. 

The numbers in Figure 6.12 and Figure 6.13 represent the steps within the federated learning 

process. The server will repeat the step below based on the configured training round. 

 
Steps: 

Step 1 (Server): Server requests an initial ML model weight, which serve as the global model 

from a random client to start the federated learning process. 

Step 1 (Client): The random selected client uploads it ML model weight to S3 bucket. 

Step 2 (Server): Server orchestrates the training process by invoking the training function on 

all participating clients. 

Step 2 (Client): The global ML weights are downloaded from S3 bucket and used for training 

using data from its own database. 

Step 3 (Client): After training, client updates the newly trained local ML model to S3 bucket. 

Step 4 (Server): The server download the ML model weights from all clients and performs 

aggregation to create a new global model. The resulting aggregated model weights are then 

uploaded back to S3 as the updated global ML model. 

 

 

6.2.5 Federated Learning Module Verification Test 
 

Figure 6.16: Federated Learning Module from Architecture Diagram 
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Steps Description Success/Fail 

Step 1 Initialize global model using ML model weight from a random 

client 

Success 

Step 2 Clients perform local ML model training using local data Success 

Step 3 Clients update the trained local ML model weights to S3 bucket Success 

Step 4 Server perform model aggregation using client ML model weights 

and upload to S3 bucket 

Success 

 

Table 6.2: Federated Learning Steps Verification Test 

 

 

 
6.3 Data Visualization 

 

 

 

Figure 6.17: Data Visualization Module from Architecture Diagram 
 

At this moment, the data collected from edge environment are processed and store in a 

DynamoDB table. As cover in the implementation section, Amazon Athena is used to query 

the data from DynamoDB and serve as a data source for QuickSight to visualise. The 

interactive dashboard build using QuickSight will be published to access by user, accessing 

only the data belong to their farm. The dashboard is design following several considerations to 

prevent redundant information present to user in order to achieve data-driven decision making. 
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Design Considerations: 

• Prioritize Simplicity 

• Near real time information 

➢ How’s the farm doing? 

➢ How critical is the overall situation? 

➢ How much not in healthy status? 

➢ Who cause it? 

➢ What causes it? 

 
 

The Pages of Dashboard: 

• Entire Aquaculture Farm (High Level) 

• Individual Tank Detail (Individual Level) 

 

 

 
6.3.1 High Level Dashboard 

Figure 6.18: Main Page of Dashboard (High Level) 
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Dashboard Content: 

• Navigation Panel: Navigate to individual tank. 

• Date: The date of the information visualizes to user. 

• Trend for Breach Cases: Need to diagnose what cause the issue (E.g., spike on breach 

cases) 

• Trend for Near Breach Cases: Act in advance before the worst happened. 

• Overall Health Status of All Tanks: Provides proportional view (E.g., High 

percentage of red mean something devastating happening in the farm) 

• Trend of Critical Status: As indication of does the issue really solved? 

• Average Water Parameters by Tank: Management consideration (E.g., 

Maintenance/Feed frequency) 

• Species by Tank: Provides proportional view (E.g., High critical status might indicate 

pandemic on majority species) 

• General Detail of Tank: Provide the number of breach cases and health status so 

farmer can dive into the details of individual tank. 
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6.3.2 Individual Level Dashboard 
 

Figure 6.19: Individual Tank Detail Page of Dashboard (Individual Level) 
 

 
Dashboard Content: 

• Date: The date of the information visualizes to user. 

• Tank Number/ID: Which tank’s information are being observe. 

• Species: Different water condition requirement for different species. 

• Health Status: The urgency of the issue should be diagnosed or solve. 

• Total Alert Sound: Also known as the number of breach cases. 

• Temperature Trend: Stability (Inconsistent need closer attention to prevent stress on 

aquatic life) 

• pH Value Trend: Stability (Inconsistent need closer attention, signalling water quality 

issue need to address) 

• Average Temperature: Management Considerations (E.g., Aging heater) 

• Average pH Value: Management Considerations (E.g., Feed less quantity more 

frequent) 
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• Water Parameters Trend (Line Chart): More information can be derived from line 

trend (E.g., Its normal temperature going down steadily from evening to night/ Pattern 

recognition) 

• Peak Temperature: The level temperature can tell what kind of incident happened 

(E.g., Broken heater cause temperature goes down more than usual) 

• Peak pH Value: The level pH value can tell what kind of incident happened (E.g., High 

peak value might indicate contamination) 

• Number of Temperature Breaches: Derive focus from farmer (Prioritize solve this 

issue) 

• Number of pH Value Breaches: Derive focus from farmer (Prioritize solve this issue) 
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CHAPTER 7: Conclusion 

 
 

The motivation behind this project, “Designing an IoT-Cloud Solution for Precision 

Aquaculture” is mainly to address the issues faced in aquaculture industry, particularly in 

Malaysia. The use of IT in the Malaysian aquaculture industry is limited due to the 

predominance of small and medium-scale operators, who typically have limited resources for 

investing in IT solutions. As a result, they often rely on manual labour for daily operations, 

which can be unreliable, costly, and prone to errors. Thus, the proposed solution is providing 

a cost-effective, scalable and reliable way for aquaculture operators to monitor and manage 

their operations. Considering most of the aquaculture farm are located in remote area, edge 

computing is used to ensure the availability even having poor internet connection. While The 

AWS Cloud are used to for data backup, visualization and training machine learning model in 

this project. 

The system design of the project is designed subsequently according to the objectives 

needed to be achieved. To ensure the feasibility and practicality of the system design in this 

project, a preliminary implementation was carried out on Project 1. A framework was 

developed based on the architecture diagram to facilitate testing and validation of the system. 

The purpose of the preliminary implementation was to test the system's functionality and 

performance for further improvement. 

With the successful implementation of the first objective in Project 1, it has laid a 

framework for achieving the second and third objective for Project 2, as it is based on the 

platform from the first objective. In first objective, we successfully set up an edge environment 

and a cloud platform using AWS. The communication between the edge environment and the 

AWS Cloud was achieved through the MQTT protocol. Within the edge environment, a 

Greengrass core device was registered to manage the client devices in the environment. The 

local processing was achieved through the deployment of custom components. In the AWS 

Cloud, IoT rules were used to receive incoming data by subscribe to the topic published by the 

Greengrass core device to obtain data and further process it uses lambda function to store the 

data in DynamoDB. 
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In Project 2, significant modifications have been introduced to the system architecture to 

address the requirements of the second and third objectives, as well as to overcome challenges 

previously encountered. Project 2 involved the implementation of both the edge environment 

and AWS Cloud components based on the new system architecture. Subsequently, the second 

objective was achieved by designing and constructing an interactive dashboard. This dashboard 

serves the purpose of visualizing data in near-real-time, leveraging processed data generated 

by the edge environments and available to the authorise user. 

For the third objective, a federated learning framework was developed, which operates on 

a client-server architecture. The server is hosted in the cloud, and security measures have to be 

considered to ensure the server able to provide service to client. Various AWS services have 

been integrated to transform the server into service accessible by the client. As for the edge 

environment, it has been implemented with essential functions required by the federated 

learning process. These functions are critical for the server to orchestrate federated learning 

operations by invoking the necessary routines. Consequently, federated learning is executed 

through communication between the client and server, facilitated by the gRPC protocol, with 

select AWS services serving as intermediaries to facilitate this process. 

After the implementation phase are completed, the system is deployed to a real aquaculture 

environment for rigorous testing and evaluation. The purpose of this deployment is to assess 

whether the system functions effectively in real-world conditions, mirroring its performance 

during the implementation phase. Successful results from this real-world testing phase mark 

the project as a success. 

In conclusion, this project aims to address the challenges faced by the aquaculture industry 

in Malaysia by designing an IoT cloud solution using edge computing and federated learning. 

The combination of these two technologies is still relatively uncommon in this industry, 

making this project an opportunity to explore and innovate. Federated learning has been a 

trending topic in recent years, and this project seeks to leverage its potential in aquaculture. 

Ultimately, the goal is to contribute to the growth and development of the Malaysian 

aquaculture industry by providing a solution that addresses current issues and promotes 

sustainable and efficient practices. 
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