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ABSTRACT 

 

In recent years, there has been a growing popularity in currency trading within the foreign 

exchange (Forex) market. Traders consistently seek novel strategies to gain an edge in 

predicting market trends and executing profitable transactions. This research focuses on the 

construction of a machine learning model that use a combination of technical indicators and 

fundamental factors to predict Forex prices and RSI values. The model's training method 

incorporates a neural network, which leverages past data to acquire knowledge of the patterns 

and interconnections among different market elements. Metrics such as accuracy, precision, 

recall, and F1 score are commonly employed in the evaluation of the proposed model. 

However, there are other measures that play a significant part in model evaluation, such as 

Mean Absolute Error (MAE) and Mean Squared Error (MSE). The results suggest that the 

model exhibits a higher level of proficiency compared to traditional statistical models when it 

comes to predicting RSI values and changes in Forex prices. The proposed model is 

evaluated in comparison to the baseline model in terms of its accuracy, and the results 

demonstrate that the proposed model outperforms the baseline model in terms of accuracy. 

Furthermore, the F1 score of the proposed model is compared to that of the baseline model, 

revealing that the suggested model achieves a higher F1 score in comparison to the baseline 

model. Furthermore, the present study aims to examine the impact of various technological 

aspects on the performance of the model. The results indicate that specific indicators, such as 

the moving average, have a significant role in predicting the values of the relative strength 

index (RSI) and Forex prices. This study highlights the potential of machine learning in the 

financial industry, particularly in the prediction of market movements and its application in 

facilitating trading decisions. In general, the research underscores the potential of machine 

learning inside the financial sector. The proposed methodology exhibits promise in 

augmenting the precision of Forex price and RSI value forecasts, hence potentially resulting 

in more profitable trades for traders. The acronym RSI denotes the relative strength index. In 

order to enhance the precision of the model, future research endeavours may explore the 

potential inclusion of basic elements with intricate technical indicators.
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Chapter 1 

Introduction 

 

Currency, also referred to as money, serves as the principal unit of economic 

measurement employed globally in our dynamic globe. The term "currency" 

specifically pertains to fiat money that is now being utilised in the market.In a similar 

spirit, from the early 1970s, states began to adopt either fixed or floating exchange 

rate systems, thereby granting central banks or market forces the authority to 

influence global currency rates [1]. The foreign exchange (FX) market, encompassing 

global currencies, now has the distinction of being the most significant financial 

market worldwide in terms of trade volume. The measurement of market activity is 

determined by the volume of transactions conducted by buyers and sellers who are 

interested in acquiring currency pairs such as EUR/USD. This particular currency pair 

involves the national currency of Europe, the Euro, which is paired with the globally 

recognised currency known as the United States Dollar (USD). When traded on an 

exchange, all of these currencies are paired with the USD in order to assess the 

relative strength of other currencies. The GBP/USD currency pair serves as an 

indicator of the performance of the Great British Pound in relation to the US Dollar. 

The observation of the significant advancements and expansion of forex trading due 

to the pervasive influence of digitalization is a subject of great fascination. The 

accessibility of the internet has facilitated a wider reach of currency trading among 
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individuals. 

 

Figure 1.0 shows the illustrates the timeline of Forex History till todate , source 

www.dailyfx.com 

 

Machine learning is a branch of artificial intelligence that employs algorithms to 

acquire knowledge from data and generate predictions. The utilisation of this 

approach has witnessed a notable surge in popularity within the financial sector, 

specifically in the domain of forecasting foreign exchange rates. Machine learning 

algorithms has the capability to discern patterns within past data and employ them for 

the purpose of forecasting future price fluctuations. This tool possesses significant 

utility for traders, as it has the potential to enhance decision-making processes and 

augment trading performance. Machine learning can also be employed for the purpose 

of discerning correlations between various currency pairs and additional aspects, such 

as economic indicators, so facilitating traders in gaining enhanced comprehension of 

the financial markets and enabling them to make more judicious trading choices. The 

monitoring of price can be consistently achieved through the use of indicators. 

Machine learning enhances the effectiveness of indicators by employing forecasting 

techniques to determine the future movements of an asset. Indicators play a crucial 

role in the prediction of forex prices as they offer a means to analyse the market and 

discern probable trading prospects. Indicators may be employed for the purpose of 

discerning patterns, quantifying the rate of change, and assessing the robustness of a 

currency pair. In addition, they can serve the purpose of identifying instances of 



CHAPTER 1 

3 
Bachelor of Information Systems (Honours) Information Systems Engineering 

Faculty of Information and Communication Technology (Kampar Campus), UTAR 
 

overbought and oversold market circumstances, as well as determining prospective 

places of entrance and departure. The utilisation of indicators enables traders to 

acquire significant insights into the market, hence facilitating the enhancement of 

decision-making processes in forex trading. 
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1.1 Problem Statement and Motivation 

Problem statement highlights the limitations that can be found in previous Machine 

learning models and algorithms used in it :  

1.1.1XGBoost [3] 

The Extrapolation Capability of Tree-Based Models Is Limited[4] 

This issue may be seen as the most fundamental challenge associated with tree-based 

models in a generic context. The choice between employing a solitary decision tree, a 

random forest including one hundred trees, or an XGBoost model consisting of one 

thousand trees does not yield any discernible variance in outcomes.The XGBoost 

technique is not advisable for cases where continuous output is utilised, as it has the 

potential to generate predictions that are not statistically significant in relation to the 

intended output. In terms of generating predictions, these algorithms generally have 

difficulties in extrapolating target values beyond the boundaries of the training data 

due to the partitioning of the input space by tree-based models in each specific 

problem. In the context of classification tasks, this obstacle is generally not 

considered substantial. However, in the case of regression tasks, which involve 

forecasting a continuous output, it is evidently a constraint. The following is an 

illustration of a challenge encountered when employing XGBoost for the purpose of 

forecasting stock prices:  

 

 

Figure 1.1 shows the S&P 500 Historical Prices. Source: Standard & Poor’s 

reproduced from multpl.com. 

The above shows the performance of S&P 500[5] from the year 1800 to 2020 , S&P 

500 is a stock market index that track the performance of 500 large-capital companies 

listen on American stock exchanges, also considered to be a key indicator of overall 

https://www.multpl.com/s-p-500-historical-prices
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health of U.S Stock market .  If we examine the patterns of a well-known stock 

market index such as the S&P 500 over the course of the past fifty years, we will 

discover that the price of the index has experienced highs and lows but has, on 

average, increased over the course of that time period. According to the analysis of 

past data, the S&P 500 index has a historical annual return of approximately 10 

percent, which indicates that the price increases by approximately 10 percent on 

average each year. If you try to estimate the price of the S&P 500 using XGBoost, 

you will see that it is possible that it may predict declines in prices, but that it does not 

catch the overall trend of increasing prices in the data. To be fair, predicting stock 

market prices is an exceedingly tough problem that even machine learning has not 

been able to solve. Yet, the point is that XGBoost is unable to anticipate rises in prices 

that go beyond the range that is contained in the training data.[6] 

Extrapolation and over-fitting problems of Random Forest[7] 

1. Disadvantages of RF are also covered in a lot of literature. The following four RF 

drawbacks have been widely noted: 

2. It can over-fit values without an analyst seeing it, depending on the data and 

assumptions made about the data. 

3. It only makes accurate predictions when given enough training data in the feature 

space. Poor performance might result from extrapolation, or making predictions 

outside the training domain. 

3. It could be computationally costly, with the computational load rising exponentially 

as the number of covariates increases. 

4. It is sensitive to errors and typos in the data and requires high-quality training data. 

 

 

 

 

 

 

 

1.1.2. Linear Regression[8]  

Linear regression is a method that can be employed to effectively model linear 

relationships between variables. The algorithm has a low computational time, 
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possesses a straightforward implementation and comprehension, and may be simply 

elucidated. There is a potential for underfitting when employing simple models, 

which may result in the inability to accurately capture intricate patterns within the 

data. 

The validity of the model estimation and regression predictions is contingent upon the 

utilisation of a certain data range [9]. Beyond that specified range, there is potential 

for the connection between the independent and dependent variables to undergo 

modifications. Put differently, there is uncertainty over whether the shape of the curve 

will undergo any alterations. If such were the case, our estimates would be deemed 

inaccurate. 

 

Figure 1.2 shows results of using Linear Regression in predicting Vanguard Total 

Stock Market ETF (VTI) by predicting the next value using linear regression with 

N=5 from 2015–11–25 to 2018–11–23 . 

 

However, there exist significant limitations associated with the utilisation of linear 

regression in predicting currency prices [10]. 

• Foreign exchange (forex) values are subject to various influences, including 

economic data, geopolitical events, and market emotions. These factors play a 

significant role in determining the volatility of forex prices over time.  

However, capturing these intricate patterns might pose a challenge. It is 
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conceivable that linear regression may not adequately account for all of these 

aspects, resulting in inaccurate predictions. 

• Linear regression models are predicated on the assumption of a linear 

association between input and output variables. This assumption renders them 

susceptible to underfitting, since they may oversimplify the underlying 

relationship. The model's prediction ability may be compromised due to 

underfitting of the data, maybe resulting from a non-linear relationship. 

• The user's text lacks sufficient information to be rewritten in an academic 

manner.The presence of outliers can have a substantial impact on the 

performance of a linear regression model due to the model's high susceptibility 

to their influence. The accuracy of predictions may be compromised due to the 

presence of outliers, which have the potential to introduce distortion to the 

regression line. 

• The assumption is made that the input variables are independent of each other. 

Linear regression is predicated on the underlying premise that the variables 

included in the analysis exhibit no discernible correlation or relationship with 

one another. The presence of multicollinearity may give rise to certain 

concerns. 

• Linear regression may encounter difficulties in handling high-dimensional 

data when the number of input variables becomes very big. The 

aforementioned phenomenon has the potential to result in computational 

inefficiencies and overfitting. 

3. Failure in including indicators in machine learning models to improve accuracy of   

predictions  

According to Soni (2011), the study utilised data collected from multiple news 

channels to investigate the application of TF-IDF features in predicting forex values 

for the subsequent trading day within the framework of Hidden Markov Models 

(HMMs). In order to calculate the word score, the authors performed computations on 

TF-IDF weights. Ultimately, a Hidden Markov Model (HMM) was established with 

the objective of determining the probability of a given sequence. The present model 

incorporates the inclusion of probabilities associated with the act of switching values. 

Nevertheless, enhancing the dataset's magnitude, utilising diverse machine learning 

techniques, or augmenting the quantity of technical indicators and input attributes can 
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result in improved accuracy. The researchers of this study noticed a discernible 

pattern of both positive and negative predictions that exhibited partial concordance, 

while also demonstrating an error range of 0.2 to 4%. 

Incorporating indicators into a machine learning model has the potential to 

enhance the accuracy of FX price predictions. This objective can be achieved by the 

enhancement of capturing intricate linkages, minimising the impact of extraneous 

factors and unpredictability, integrating domain expertise, enhancing the 

comprehensibility of the model, and considering the prevailing market dynamics. 

 

 

 

1.2  Research Objectives 

The aim of this project is to solely create a currency monitoring system that allows 

traders to use the help of machine learning to allow indicators to be more useful in 

terms of price predictions and helps to increase the accuracy of predicting possible 

trading signals towards a traders in the Forex market .  Below are some of the 

objectives of my system :  

I. Compare and contrast among different currencies that allows traders to 

find trading opportunities everyday using the help of predictive indicators 

and signals   with the help of machine learning algorithms to forecast 

indicators .  

II. Provide traders with information such as fundamental data(Current 

economical news ) towards currencies   .  

III. Provide basic information of currency such as OHLC values .  

IV. Predict  indicators such as RSI and Exponential Moving Average .  

V. Implement machine learning to identify trading opportunities with the help 

of Indicators to signify trend , buy or sell signals .  

 

1.3  Project Scope and Direction  

The scope of my project is to implement machine learning methods to trading 

indicators to help further increase and improve the use case of indicators such as RSI 

and Moving Average to help predict and gain insights about trend and possible 

buy/sell signals towards a particular currency in the forex market .   
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1.4 Contributions 

Machine learning techniques have been established for a considerable duration. 

However, with the recent surge in interest around artificial intelligence (AI), machine 

learning has experienced a concurrent growth. This is because machine learning is an 

integral component of the AI framework [12].  Therefore, the integration of machine 

learning techniques in the field of trading has facilitated enhanced opportunities and 

enabled traders to make more informed decisions in completing trades across various 

markets. The utilisation of machine learning techniques enables the anticipation of 

outcomes with reduced bias, hence enhancing the precision of predictive models. The 

significance of market volatility and quick change in forex trading is noteworthy. The 

utilisation of computers eliminates human bias from the equation. Currently, the 

majority of predictive algorithm solutions in trading primarily focus on forecasting 

asset prices, hence enhancing decision-making capabilities by providing more 

informed insights. However, my technique places emphasis not solely on price, but 

rather on predicting the spectrum of buying and selling activities. This is achieved by 

utilising technical indicators, rather than relying solely on past price performances.  
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CHAPTER 2 

 

Literature Reviews 

 

2.1  Previous works on Machine Learning  

2.1.1  XG Boost: To predict prices of assets , applicable to both forex or 

stocks[13] 

The machine learning research in question was initially presented by MTSZKW on 

the Kaggle platform. This specific project employs the XG Boost Regressor 

algorithm, which is a component of the XGBoost toolkit. XGBoost is recognised as 

an optimised distributed gradient boosting library that has been specifically 

engineered to exhibit excellent efficiency, flexibility, and portability.  The 

functionality of the system is facilitated by the utilisation of the Gradient Boosting 

framework. This framework operates by constructing a series of weaker prediction 

models in a sequential fashion, with each model attempting to forecast the residual 

errors left by the preceding model. A less robust learning model operates using the 

principle of ensemble learning, whereby the model exhibits increased flexibility in 

making predictions while simultaneously exhibiting reduced dependence on data 

(lower data sensitivity). The two most often employed techniques in ensemble 

learning are bagging and boosting. The present project has a greater emphasis on 

Boosting approaches, wherein models are trained in a sequential manner.

 

 

Figure 2.1 Shows the visualization of data is process via Boosting 
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The provided diagram illustrates the method by which the model detects residuals of 

the weak learners and then fits the data in a manner that allows the new learner to 

process an updated version of the data, excluding the previously recognised residuals. 

The ultimate model is a result of the measures implemented to minimise the residuals, 

leading to the attainment of a robust learning model. The diagram presented below 

provides an overview of the implementation process of the XGBoost method for 

constructing a predictive model. 

 

Figure 2.2 Shows the overview of  XGBoosting 

 

2.1.2 Strengths and Weakness 

Strengths  

XGBoost is a widely used algorithm mainly known for its quick and high accuracy 

predictive models [14] which one can be used for building machine learning and Ai 

.Below are some of the expertise of the algorithm :  

1.  The accuracy of XGBoost is superior to that of competing algorithms, 

especially when applied to structured datasets. 

2. Large datasets are no problem for XGBoost because it was developed to be 

both scalable and efficient. Understanding the relative relevance of different 

features in the dataset can be aided by using XGBoost's built-in feature 

importance ranking. 
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3. XGBoost is versatile since it can be applied to both regression and 

classification problems, and it also accommodates a wide range of loss 

functions. 

4. Overfitting can be avoided with the use of regularization methods including 

L1, L2 regularization, and early stopping, all of which are implemented in 

XGBoost. 

 

XGBoost has become a popular algorithm that is used to solve complex problems that 

requires the help of multiple basic algorithms such as Regression , Random Forest and 

etc .  Hence , works such as New York Taxi Fare Prediction is one example of how 

XG model was implemented to train , test and show the output of the prediction .  

 

 

Figure 2.3 Shows the results of the XGBoost predictive model of the far amount 

according to features  

 

 

 

Weakness  
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XGBoost may seem to be a good algorithm under specified conditions but it too has 

its limitations when it comes to machine learning  . The limitations of XGBoost are 

stated below :  

1.Complexity: XGBoost is a complex algorithm, and it requires a lot of tuning and 

optimization to achieve good performance. 

2.Overfitting: Although XGBoost has built-in regularization techniques, it is still 

prone to overfitting, particularly when dealing with noisy datasets. 

3.Time-consuming: XGBoost is a computationally expensive algorithm, and it can 

take a lot of time to train on large datasets. 

4.Memory Usage: XGBoost requires a significant amount of memory to store its 

model parameters, particularly when dealing with high-dimensional data. 

5.Black Box Model: XGBoost is a black box model, which means it is difficult to 

interpret how the algorithm arrived at its predictions. 

 

2.2.1  Time Series Analysis  

A subfield of both statistics and machine learning, "Time Series Analysis" focuses on 

temporally-indexed data. The measurements that make up a time series are taken at 

regular intervals in time, typically once each hour, day, or month. Below are some 

predictive model that are built using Time Series Analysis[17] :  

• Autoregressive Integrated Moving Average (ARIMA) is a well-known method 

for time series forecasting. In order to model time series data, it employs both 

autoregressive (AR) and moving average (MA) features. In order to forecast 

future values from past data, ARIMA models use differencing to transform a 

non-stationary time series into a stationary one. Future values are predicted 

using "auto" correlations and moving averages over residual errors in the data. 
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Figure 2.4 Shows the flow diagram of the development process using ARIMA model 

 

 

• The recurrent neural network (RNN)[18] class known as Long Short-Term 

Memory (LSTM) excels at time series analysis. As such, it finds widespread 

application in areas as diverse as stock price forecasting, weather prediction, 

and NLP because of its ability to capture long-term dependencies in time 

series data.  

Figure 2.5 Shows the flow of how data is used to process in RNN model 

In a recurrent system, the output from one time step is fed back into the input 

for the following time step. The model looks at both the current input and 

what it has learned from previous iterations at each stage. 
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• Facebook's Prophet[19] is an additive model-based time series forecasting 

system. It has in-built support for adjusting for trend shifts, holidays, and other 

events that may have an impact on time series data, making it ideal for 

handling seasonality in time series. Trend, seasonality, and holidays are the 

building blocks of the underlying algorithm, which is a generalized additive 

model. I think I've already remarked that FB Prophet does a fantastic job of 

capturing seasonality and trend, two key but hard-to-quantify components of a 

time series analysis. It's a decomposable model, so it's simple to get at the 

model's coefficients and assess how seasonality, trend, holidays, and other 

regressors affect the model's predictions. 

 

• For both short-term and long-term time series forecasting, XGBoost, a 

gradient boosting method, is a great choice. It works well with time series data 

that has a large number of input characteristics, and it is resilient to missing 

data and non-linear correlations between the features and the outcome 

variable. 

 

Time series techniques for machine learning require that the input data be transformed 

into a sequence of observations across time. After the data is in the right format, you 

may model the time series and forecast future values using the algorithm of your 

choosing. The quality of the data, the algorithm used, and the fine-tuning of the 

algorithm's parameters all contribute to the reliability of the predictions. 

 

Strengths 

• Capability to Accurately Forecast Future Values Based on Historical Data 

Time series algorithms can be quite effective in predicting future values based 

on historical data. 

 

• As opposed to using time-consuming and error-prone manual approaches, time 

series algorithms can automate the forecasting process. 
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• Time series algorithms are a flexible technique for predictive modelling 

because they may be applied to the analysis of a wide variety of time-

dependent data, from financial data to weather patterns. 

 

• Trends and patterns in time-dependent data can be seen with the aid of time 

series techniques, making it simpler to spot unexpected occurrences. 

 

• Time-Dependent Data Can Be Analyzed Instantaneously Businesses can react 

swiftly to shifts in the market or other time-sensitive events by using time 

series algorithms for real-time analysis of time-dependent data. 

 

Weakness  

• The complexity of time series algorithms means that their efficient usage 

typically necessitates the possessing of specific knowledge and abilities. 

 

• The quality of the data used to train and test an algorithm has a significant 

impact on the reliability of time series forecasts. The accuracy of the 

algorithm's predictions may suffer if the input data is incomplete or contains 

noise. 

 

• If time series algorithms are not adjusted appropriately or if there's too much 

noise in the data, overfitting can occur. 

 

• Inapplicable to some situations, time series algorithms are tailored for 

processing information that changes over time. 

 

• The interpretability of time series algorithms is important since it can be hard 

to grasp how the algorithm arrived at its predictions. 

 

2.3.1  RSI Trading Strategy  [20] 

The Relative Strength Index (RSI) is a momentum indicator that can range from 0 to 

100. When the value of the indicator is low, it shows that the asset has been oversold, 

and when the value is high, it suggests that the asset has been overbought. 
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When trading with RSI, the easiest approach to use it is to purchase when the 

14-period RSI is less than 30 and to sell when the 14-period RSI is greater than 70. It 

tells us that whenever the RSI reaches the low barrier, we should anticipate an 

increase in that indicator. 

Given this anticipation, we can make use of the time series prediction to verify 

that the RSI in the future will climb. Using the trained time series model, it is possible 

to estimate the RSI for the following 5 days based on the RSI for the previous 14 

days. 

 

Figure 2.6 Shows the interpretation of RSI in trading terms  

The Moving Average (MA) of the historical positive price difference (%) can be 

divided by that of the historical negative price difference (%) in order to calculate 

Relative Strength (RS) and Relative Strength Indicator (RSI).The formula of RSI is as 

below :  

RS = (MA of positive difference) / (MA of negative difference) 

RSI = 100–100/(1+RS) 

2.1.3.1  Time-Series prediction RSI trading strategy  

• Buy signal: If 14-period RSI < 30, and the mean of the 5-day prediction of 

RSI > the current RSI. 
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• Sell signal: if 14-period RSI > 70, and the mean of the 5-day prediction of RSI 

< the current RSI. 

 

 

2.3.2  ANN(Artificial Neural Network) 

Deep learning techniques are based on neural networks, which are often referred to as 

artificial neural networks (ANNs) or simulated neural networks (SNNs). These neural 

networks are a subset of machine learning [21]. The structure and nomenclature of the 

system are designed to closely resemble that of the human brain, thereby emulating 

the intricate communication patterns observed among neuronal cells. 

 

An artificial neural network (ANN) consists of a node layer structure that includes an 

input layer[22], one or more hidden layers, and an output layer. Every individual 

node, often referred to as an artificial neuron, is interconnected with other nodes and 

possesses a corresponding weight and threshold. When the output of a node surpasses 

the predetermined threshold value, it becomes activated and initiates the transmission 

of data to the higher stratum of the network. If the condition is not met, there is no 

transmission of data to the subsequent network stratum. 

 

 

 

The utilisation of training data is crucial for the maturation and enhancement of neural 

networks, leading to an incremental improvement in their accuracy as time 

progresses. When appropriately modified, these learning algorithms prove to be 

valuable tools in the fields of computer science and artificial intelligence, enabling 

efficient data classification and grouping processes. In contrast to manual 

identification conducted by human professionals, speech recognition and image 

recognition activities can be accomplished within minutes instead of hours. The 

search algorithm utilised by Google incorporates a widely recognised neural network. 
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Figure 2.7 Illustrates the way neural networks work 

https://www.ibm.com/topics/neural-networks  

 Previous studies have explored the utilisation of a combination of algorithms, 

including Neural-based Regressor, Recurrent Neural Networks Model, and Artificial 

Neural Networks (ANN), in the context of predicting stock prices using deep learning 

techniques. These studies have yielded promising outcomes, generating noteworthy 

results as output. The project in question was conducted by Abhijit Roy [23]. 

  

  

Figure 2.8 shows the regression results of OHLC values respectively using Neural-

based regressor 
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Then comes the help of Recurrent Neural Network  

 

 

 

RNN was used for past analysis towards the targeted stock . Hence working with the 

target stock feature only . Hence LSTM layers that work with RNN principles will be 

on a gated approach .  

2.3.3 Beautiful Soup Web Scraping method [25] 

The Beautiful Soup package is widely utilized in the Python programming 

language for the purposes of web scraping and parsing HTML and XML 

documents. The utilization of this technology offers a practical means of 

efficiently navigating and extracting data from web pages, becoming it a crucial 

instrument for the acquisition of information from online sources. 

 

The process of online scraping entails the extraction of targeted data or 

information from web sites, encompassing various elements such as text, photos, 

links, and other relevant components. The task of accessing and manipulating the 

elements of a web page's HTML structure is made simpler by Beautiful Soup, 

which offers a collection of functions and methods for this purpose. 

 

Beautiful Soup is a Python library that facilitates the parsing and searching of 

HTML texts with ease[25]. It proves to be a valuable tool for extracting data for 

uses such as data analysis, research, and several other applications. The tool's 

versatility and user-friendly interface render it a great asset for individuals 

engaged in web data manipulation using Python. Beautiful Soup is a significant 

tool for individuals in many professional roles, such as data scientists, researchers, 
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and developers, as it facilitates the extraction of relevant information from the 

extensive array of web content available. 

 

 

2.3.4 Stacking Technique  

 

Stacking is an ensemble strategy in the field of machine learning that involves the 

amalgamation of predictions generated by numerous base models, with the aim of 

enhancing the accuracy of the final prediction. The proposed model is structured into 

two levels, with the first level comprising the basic models and the second level 

encompassing the meta-model. The foundation models encompass a variety of 

machine learning models, including decision trees, random forests, and support vector 

machines. The meta-model commonly consists of either a logistic regression model or 

a linear regression model. 

 

The stacking technique involves the training of multiple base models using the 

provided training data. Each individual base model is trained to independently predict 

the target variable. The predictions generated by the basic models are subsequently 

utilised to train the meta-model. The meta-model acquires the ability to integrate the 

predictions generated by the basis models in order to generate a prediction that is 

more precise and reliable. 

The utilization of stacking has the potential to enhance the efficacy of machine 

learning models across various domains. Nevertheless, it exhibits notable efficacy 

when applied to intricate models, such as those pertaining to deep learning. 
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An elementary illustration of a stacking model involves employing a random 

forest regressor as the meta-model, accompanied by two decision trees serving as the 

base models. The decision trees will undergo training using the provided training data, 

and afterwards, their predictions will be utilised for training the random forest 

regressor. The test data would be utilised for making predictions using the random 

forest regressor. 

 

Stacking methodologies can be employed to amalgamate the predictions generated 

by a multitude of foundational models. The selection of base models is contingent 

upon the intricacy of the challenge at hand and the quantity of accessible data. 

Advanced stacking techniques refer to the utilisation of sophisticated methods for 

combining many machine learning models in order to improve predictive accuracy. 

These techniques involve the creation of a meta-model that leverages the predictions 

of individual base models to 

 

There exist several advanced stacking approaches that can be employed to 

enhance the performance of stacking models. One technique that is commonly 

employed is known as cross-validation stacking. The process of cross-validation 

stacking involves training the base models on distinct folds of the training data. 
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Subsequently, the forecasts generated by the basic models are employed to train the 

meta-model using a distinct subset of the training data. The aforementioned procedure 

is iteratively executed for each partition of the training dataset. 

 

An further sophisticated stacking technique is referred to as stacked 

generalization. The technique of stacked generalization involves training the base 

models using the training data, and subsequently use the predictions generated by 

these base models to train the meta-model on the complete training data set. The 

aforementioned procedure is iteratively performed, wherein the forecasts generated by 

the meta-model are utilized to train the base models, and subsequently, the predictions 

derived from the base models are employed to train the meta-model. 

 

In conclusion, it can be inferred that the information provided supports the notion 

that the user's 

 

Stacking approaches are a potent methodology that can be employed to enhance 

the efficacy of machine learning models across several domains. Deep learning 

models, in particular, demonstrate notable efficacy when employing these methods. If 

one is seeking to enhance the efficacy of their machine learning model, I would 

recommend exploring the implementation of stacking methodologies. 

 

 

Table 2.1 Specifications of laptop 

Description Specifications 

Model Asus A456U series 

Processor Intel Core i5-7200U 
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Operating System Windows 10 

Graphic NVIDIA GeForce GT 930MX 2GB DDR3 

Memory 4GB DDR4 RAM 

Storage 1TB SATA HDD 

 

 

 

 

 

 

 

 

 

CHAPTER 3 

 

Proposed Method/Approach  

The utilisation of CRISP-DM (Cross-Industry Standard Procedure for Data 

Mining) is a common practise among machine learning professionals due to its 

systematic and organised framework for conducting data science projects [24]. The 

approach in question is characterised by its versatility and iterative nature, allowing 

for customization to suit different projects. Its primary goal is to ensure timely 

completion and cost-effectiveness, while still achieving the desired project objectives. 
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The CRISP-DM paradigm, which is widely used in the field of data mining, 

consists of six distinct steps. These stages include business understanding, data 

comprehension, data preparation, modelling, assessment, and deployment. The 

methodology employed in this study is characterised by an iterative approach. 

Subsequent to the implementation phase, the results are evaluated, and the process is 

then recommenced with a renewed understanding of the business problem and a 

newdataset. 

Figure 3.1 Shows the flow of CRISP-DM  

 

 

Figure 3.2 Shows the benefits of CRISP-DM approach .   

CRISP-
DM

Clear 
Structure

Flexibility

CollaborationIterative

Reduced Risk
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The CRISP-DM framework provides a well-defined and structured 

methodology that efficiently guides data professionals across all stages of a data 

mining project. The utilisation of a structured approach assists in reducing the 

likelihood of inadvertently neglecting crucial stages. 

 

Flexibility: The framework demonstrates a notable level of versatility, 

allowing for its use in many data mining and machine learning applications, 

regardless of the particular domain or sector. The system possesses the capacity to 

effectively manage both simple and complex jobs. 

 

CRISP-DM recognises the iterative nature of data mining activities. The 

aforementioned procedure facilitates the reassessment of preceding stages, the 

enhancement of models, and the incorporation of additional data during the duration 

of the project. 

 

The process is characterised by its complete nature, since it incorporates all 

aspects of a project. This includes understanding the business objectives, gathering 

and preparing data, conducting the modelling phase, evaluating the results, and 

ultimately implementing the final deployment. The all-encompassing character of this 

method enables the recognition and resolution of potential challenges that may 

emerge at different phases. 

 

The CRISP-DM methodology places considerable emphasis on the 

understanding of the organisational context and objectives. This practise ensures that 

data mining efforts are successfully aligned with concrete business needs. 

 

Effective collaboration among team members and stakeholders is contingent 

upon the presence of clear communication. This facilitates the sharing of ideas and 

information between domain experts, data scientists, and decision-makers, hence 

generating a conducive environment for cooperation. 
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The implementation of CRISP-DM enables improved risk evaluation and 

mitigation by segmenting the project into several phases. The identification and 

timely mitigation of project risks are fundamental components of the project 

management process. 

 

The promotion of reproducibility entails the adoption of comprehensive 

documentation and transparency, hence permitting the replication of research efforts 

by other scholars and enabling the verification of produced results. 

 

The CRISP-DM methodology has exhibited a track record of achievement and 

has gained extensive acceptance in both academic and industry contexts. Many 

enterprises rely on this framework as a reliable tool for their data mining efforts. 

 

The CRISP-DM technique provides a systematic and adaptable framework for 

conducting data mining and machine learning activities, empowering organisations to 

derive significant insights and make well-informed decisions using data. 

 

 

 

 

 

 

3.1  System Requirement 

3.1.1  Hardware 

The hardware involved in this project is computer and android mobile device. A 

computer issued for the process of 3D visualization and segmentation from MRI and 

CT datasets to obtain the 3D model objects, then it also used for applying AR 

technology on the 3D model objects. A mobile device is used for testing and 

deploying this AR application in learning human anatomy. 

 

Table 3.1 Specifications of laptop 

Description Specifications 

Model Predictive model about RSI indicator in predicting forex 
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prices .  

Processor Intel Core i5-7200U 

Operating System Windows 10 

Graphic NVIDIA GeForce GT 930MX 2GB DDR3 

Memory 4GB DDR4 RAM 

Storage 1TB SATA HDD 

Table 1 shows the software requirements of my model  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3.2  Dashboard Design  Interface    

 

Figure 3.3 Shows the dashboard interface using shinyapps .   
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Utilizing a dashboard interface within a web application form is a convenient 

and user-centric approach to leverage machine learning techniques for the 

purposes of data analysis and decision-making. Utilizing platforms such as 

www.shinyapps.com for model distribution can significantly improve the 

accessibility and extend the reach of your model. 

 

Within this particular configuration, individuals have the capability to engage 

with the machine learning model via a dashboard that is accessible on the web. 

This interface enables users to provide input data, adjust model parameters, and 

observe outcomes in a visual manner, all without necessitating the requirement for 

coding proficiency or an extensive comprehension of machine learning methods. 

The primary characteristics and advantages encompass: 

 

User-Friendly Interface: The online application offers an interface that is 

intuitive and easy to use, hence enhancing the accessibility of machine learning to 

a wider range of users, including individuals who may not possess technical 

expertise. 

 

Interactivity is a key feature of the paradigm, as it allows users to actively 

participate by manipulating parameters, examining data, and observing real-time 

visualizations. This facilitates the development of a more profound 

comprehension of the data and the behaviour of the model. 

 

Customization is a feature that enables users to personalize the dashboard 

according to their individual use cases. This functionality allows users to 

concentrate on the most pertinent portions of the data and analysis. The process of 

customization guarantees that the model is tailored to meet the specific 

requirements of a certain firm. 

 

Real-time insights can be obtained by users through the input of new data into 

the online form, enabling prompt decision-making. 
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The deployment of the dashboard on www.shinyapps.com guarantees 

convenient accessibility from any location with an internet connection. The 

utilization of this technology obviates the necessity for users to locally install 

software. 

 

The platform generally incorporates security measures to safeguard sensitive 

data and model parameters, so preserving the confidentiality of data and 

adherence to regulatory requirements. 

 

Scalability is a key attribute of web-based applications, as they possess the 

capability to effectively accommodate a significant volume of users concurrently. 

This characteristic renders such systems well-suited for deployment in several 

contexts, ranging from small teams to enterprise-level environments. 

 

The feedback loop allows users to offer input and insights immediately within 

the interface, so enabling the iterative process of enhancing and refining the model 

over time. 

 

In general, the development of a machine learning model accompanied by a web 

application dashboard, utilizing platforms such as www.shinyapps.com, facilitates the 

democratization of data science. This enables a broader range of individuals within 

businesses and external entities to access and utilize advanced analytics in a practical 

manner. 
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CHAPTER 4 

 

Preliminary Work 

Preliminary work about my system has been carried out accordingly by using CRISP-

DM Approach  . There are a total of 6 phases used in the process as stated below :  

1. Business Understanding  

2. Data Understanding 

3. Data Preparation  

4. Modelling  

5. Evaluation  

6. Deployment 

 

4.1.1 Software  

1.Google Collab Cloud  

2. Jupiter Notebook  

3. R Studio  

4. Flask   

 

 

4.1.2 Business Understanding  

Machine learning is not a strategy that is guaranteed to be successful, but it is one that 

is quite effective in forex trading. It is able to conduct accurate price forecasts in real 

time, simplify the process of buying and selling, and reduce the risks associated with 

human trading. In addition to this, it can assist you in enhancing your market 

surveillance and maintaining consistency throughout several trading sessions. Using 

ML in forex trading is dependent on this particular facet. Because of this factor, more 

and more people are doing it. The technique of constructing a programme using ML is 

straightforward. There is no room for error on the side of humans, and the software 

may be adjusted to meet the needs of any given trader.  

• Remove human bias towards trading  
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• Help make informed for trading -To find trends and forecast future currency 

values, machine learning can evaluate a lot of past data. Businesses can use 

this information to improve trading choices and possibly boost earnings. 

• Reduce risk: Predicting forex prices with machine learning can also help 

businesses to reduce risk. By identifying potential price movements in 

advance, businesses can take steps to mitigate risk and protect their 

investments. 

 

In terms of data mining , the below are the data mining goals for my project :  

Build predictive model with 75% accuracy 

Build predictive model with 75% recall 

Build predictive model with 75% precision 

4.2 Data Understanding  

 

Dataset was downloaded from Kaggle as a csv file   ,  the dataset contains a total of 

174719 records .As default it contains a total 7  columns ,  and every record is the 15 

minute display of Open , High , Low and Close values of the price , additionally it 

also has computed values such as Volume and RSI .  According to date , it records 

information from 1/1/2010 3:30 up till 12/30/2016 21:45 .   
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Figure 4.1 Shows the data frame of EUR/USD 

 

 

 

 

Dataset was then further studied by calling .info(), .describe to understand features 

within dataset .  
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Figure 4.2 Shows the datatype of each column  

 

 

4.2.1 Data Preprocessing  

Preprocessing  was carried on to make sure all the data which are required is suitable 

and appropriate for modelling . As a common practice , missing values were checked 

to make sure there are no null values .   

 

Figure 4.3 Shows the results of null values in each column   
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Figure 4.4 Shows the overall info and statistics of each feature in the columns .    

 

Based on the default dataset , the values for the Volume column were too big and 

requires normalization  .  Hence ,  it was normalized.  

 

 

Figure 4.5 Shows the normalization  of Volume.  

Next , every data type was checked and made sure it is appropriate for modelling and 

visualizing purposes.  
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Figure 4.6 Shows the conversion of object datatype to datetime format .    

 

 

 

4.2.1 Data Visualization  

 

Now we proceed into visualization the dataset that we are working on  .  

 

Figure 4.7 Shows the overview of the dataset for OHLC values against time . 
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Figure 4.8 Shows the RSI values being plotted against time . 

The above figure shows the volatility of RSI and fluctuates constantly.  

 

Figure 4.9 Shows the RSI oscillation  and Price comparison . 

Upon figure 4.9 , it shows of how RSI is much volatile compared to Price action .   

 

However , if we take a look in a smaller timeframe , the RSI values are actually 

closely following price as a lagging indicator .  
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Figure 4.10 Shows the RSI values being plotted against time . 

Now we can look out for Outliers .  

 

 

Figure 4.11 Visualizing outliers for RSI .  

 

 

Figure 4.12 Visualizing outliers for RSI .  

 

After ensuring that the data frame is now ready for preparation, the newest data is 

saved to a new csv file .   
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4.3.Data Preparation   

In data preparation , the data frame is now prepared which will be finalized in this 

process for training and testing purposes in later stages .  

Further, preprocessing is done for data columns .  

 

 

 

Figure 4.13 Conversion of data types of Volume and Time  .  

 

Feature Engineering  

A new column was added to calculate the difference of Close prices .  

 

 

Figure 4.14 Adding of new column called ‘difference’ 

 

To normalize and also to categorize Close values that are connected towards 

yesterday Close price ,  I have also included a new column that shows helps read price 

as of for Increase and decreasing based on their past day close price.  
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Figure 4.15 Adding of new column called ‘price_movement’ 

Visualizing newly added columns .  

 

 

Figure 4.16 Price Movement easily illustrate Price action . 
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I also decided to make my data frame more readable and would possibly make data 

visualization way better by adding a new column which is called ‘RSI_label’ .This 

columns shows the reading of RSI (Relative Strength Index) in depicting the reading 

as ‘Overbought’ , ‘Oversold’ and neutral .If the RSI value is more than 70  , it is 

shown as Overbought ,  if lesser than 30 then its mapped as  Oversold any value in 

between is stated as Neutral .   Hence to map values into each category , a function 

was created and then applied into the new ‘RSI_label’ platform .  

 

 

 

Figure 4.17 Including RSI_label column to dataframe  . 

 

 

Rounding off values for RSI values .  

 

Figure 4.18 Rounding off values .  
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Including smooth moving average[SMA20, SMA10] as a feature to smoothen price 

action due to fluctuations ,this includes the 20 day moving average and 10 day 

moving average .  

 

Figure 4.19 SMA_10 and SMA20 being included to dataframe .  

 

Upon visualizing , SMA20  was chosen as the best Moving average that follow prices 

actions.  

 

Figure 4.20 20-day moving average able to capture the trend of price . 
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Using seasonal decompose , which is a well known time series analysis to check for 

20 day Moving average trend  .   

 

Figure 4.21 Seasonal decomposition of 20 day moving average.  

Using seasonal decompose , which is a well known time series analysis to check for 

RSI. 
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Figure 4.22 Seasonal decomposition of RSI .  

4.4.Data Understanding (again) 

Data Understanding is now again used after pre-processing data  , but this time , 

graphical data is used to present and study the co-relevance  of each feature towards 

target approach . 

 

 

Figure 4.23 Shows the information about latest data frame and their correlevance.  
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Line Charts were used to see the relevance of Close price of EUR/USD towards 

RSI(predicting value).  

 

 

Figure 4.24 Shows the visualization of EUR/USD .  

 

Here it appears to shows that Close price appears to fall , but RSI seems to have more 

Volatility despite the falling price , but towards the end in year 2022 , it can be 

seemed to be following price pattern quite precisely.  

 

However , a deeper look was taken to get a better understanding of these 2 fields . 

Using a smaller timeframe . of first 40 days .   
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Figure 4.25 Shows how RSI is affected by price movement and used for trading.  

 

Based on the figure above , it can be seen that , using a golden rule of doing the 

opposite of what retail traders are mostly doing .We can see as RSI reached below 30 

reading,  it falls under the oversold category . Hence , if price is know to be oversold , 

one would expect price to go up the next day  in this context .  As shown in the figure 

, the price did crawl its way up slightly to show that RSI shows relevance towards 

following price action and  its useful to help traders make their next move.  

If we were to see a take a smaller timeframe and plot the graphs in the same 

axis , we can see that RSI cools down as Price oscillates simultaneously .  

 

 

4.5.1Modelling (Model 1) 
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Under modelling , the technique of stacking , which I will be first preparing a model 

where it predicts the target variable of “RSI ”using Random Forest Regression .  Then 

, once I have the predicted values , I will be creating a new model which then Predicts 

the “Close” value of with predicted RSI values from previous model . Target variable 

for model 1  is “RSI”.  

 

The RSI values were shifted so that previous day RSI is used to predict following day 

RSI .  

 

Figure 4.26 show the comparison of shifted values and original dataframe.  

 

Figure 4.27 Visualizing the lagged indicator . 

 

Before splitting , it is good to check the relevance of the features to target variable .  
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The attribute Time was popped out from the dataframe for easier visualizing purposes 

later on .  
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Figure 4.28 Popping of datetime . 

 

Splitting data for training and testing for modelling .  

 

 

Feature scaling was also implemented to normalize the values in dataframe.   

Fitting dataframe in Linear Regresison model .  

 

 

Figure 4.29 Implementing Linear Regression algorithm to model for training  . 



CHAPTER 5 

51 
Bachelor of Information Systems (Honours) Information Systems Engineering 

Faculty of Information and Communication Technology (Kampar Campus), UTAR 
 

Visualizing predicted values versus the actual values .   

 

Figure 4.30 Actual vs Predicted values lineplot . 

 

There are some outliers found but are very minimal in this case . RSI values are able 

to learn the trend of the RSI movement along with price .  

 

 

 

Figure 4.31 Actual vs Predicted against time  . 
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The orange values shows the predicted values and the blue ones are the real values . 

Here is able to see the model being able to learn and to not overfit . Below is a closer 

look .  

 

Figure 4.32 Actual vs Predicted against time(smaller timeframe)  . 

A new dataframe was created to compare and contrast the predicted values with the 

actual values .   

 

Figure 4.33 Actual vs Predicted dataframe .  
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Figure 4.35 Actual vs Predicted against time( 20 day timeframe)  . 

Now , we use Random Forest Regression to predict . The performance of the model is 

slightly better than Using linear regression .   

 

 

Figure 4.36 Actual vs Predicted against time(2 day timeframe ) using Random Forest 

Regression   . 

A side by side comparison was then display to see then performance even better .  
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Figure 4.37 Actual vs Predicted against time(20 day timeframe ) using Random 

Forest Regression   . 

 

 

Since Random Forest performed better, the results of the predicted values were saved 

to a new csv file .  

 

 

 

Figure 4.38 Predicted values were record and saved to a new csv file    . 
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4.5.2 Modelling (Model 2) 

Splitting of data for training and testing for model 2 . 

 

Figure 4.39 Actual vs Predicted against time(smaller timeframe)  . 

 

Predicting the model  .   

 

z  

Figure 4.40 Shows the model being predicted    . 
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Figure 4.41 Actual vs Predicted ‘Close’ values using Linear Regression  model . 

 

Using random forest regression to predict .   

 

Figure 4.42 Actual vs Predicted ‘Close’ values using Random Forest Regressor  

model . 

 

 

 



CHAPTER 5 

57 
Bachelor of Information Systems (Honours) Information Systems Engineering 

Faculty of Information and Communication Technology (Kampar Campus), UTAR 
 

 

CHAPTER 6 

 

MODEL 1 Evaluation :  

 

 Random Forest Linear Regression  

MSE 28.545213694008872 33.18640992522371 

MAE 4.219131886090441 4.612107509801478 

RSME 5.342772098265924 5.760764699692542 

R2 0.7889570592355619 0.7546433661660304 

Table 3.1  Shows the evaluation metrics of both algorithms for model 1 . 
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MODEL 2 Evaluation (Final):  

 

 Random Forest Linear Regression  

MSE 1.1581627491128025e-

07 

1.4913476479457126e-08 

MAE 0.0001762738694905612 3.794320037721796e-05 

RSME 0.0003403179027193254 0.00012212074549173505 

R2 0.9999908545075131 0.9999988223495601 

Table 3.2  Shows the evaluation metrics of both algorithms for model 2 . 

Once again, Random forest performed better than linear regression . Hence the 

Random forest regression algorithm serves as the best algorithm for the current model 

.   
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The results are as follows :  

 

 

Figure 4.42 Results of 2 models and the actual price prediction  vs time .  

As the figure depicts see the Random Forest Regressor has outperformed Linear 

Regression and is used as the final predictive model .  
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CHAPTER 7 

 

Conclusion 

 In conclusion , the project’s core focus was to use 2 important indicator which is 

RSI and SMA to predict the future price of currencies . I am able to use both of the 

indicator as to my advantage to predict the close price of currencies by implementing 

the stacking method in machine learning .  In terms of modelling , both Model 1 and 

Model 2 are used together and have given out good results in terms of MAE, MSE 

RSME and R2 score . However no system is perfect and with more time it can surely 

be further improvised accordingly.  

 

 This project stands  out compared to other projects as  technical indicators are 

normally given less importance towards trading forex prices in these days.  However , 

through my project , it can be understood that technical indicators can be very helpful 

if used properly and using data mining and data understanding towards each aspect of 

the technical indicator helps to add predictive nature towards forex price forecasting 

rather than only using it as a tool . 

 

 Throughout the project , there were several complications , upon using the CRISP-

DM approach , all process were well managed . However , more effort is required to 

increase my models performance overall and better algorithmic solutions can be 

implemented in search of better performing models . 

 

 Overall, my project which focuses on forex price that are compared towards 

Global Currency monitoring system  can be said to be strongly affected by machine 

learning method in producing predictive results that helps to make trading better in a 

way .In contrast , predictive results used in this project are non financial advices . All 

the predictive results and techniques are only for educational purposes only. The 

projects requires more work to be accomplished  where I can find  more reliable 

results to be used for  predicting  RSI values and EMA values  and producing a 

system where one can use it as a ticker tool with predictive results . 
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Prophet model that I created was not reaching a good MSE value , it was underfitting 
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Time was catching and Model 2 needs to be created sooner or later   hence more effort is 

needed .   
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1. WORK DONE 
Finally tried using simpler models like linear regression and random forest regression for model 1 

and model 2   

2. WORK TO BE DONE 

Evaluation and deployment . 

 

 

3. PROBLEMS ENCOUNTERED 

MSE  and MAE values were very small and model was doing good prediction .  
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Need to use Flask documentation to deploy model.  
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