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ABSTRACT 

 

Public safety is a top priority, but crowded areas witness numerous crimes annually, posing a 

threat to global peace and security. Identifying criminals and potential threats before they 

commit heinous acts like bombings, mass shootings, child abduction, and sexual assaults in 

public spaces is vital. While CCTV cameras offer post-incident monitoring, integrating facial 

recognition technology with live video feeds can proactively prevent such tragedies. A facial 

recognition system is developed to identify known criminals and missing persons from a face 

database, enabling public surveillance cameras to track their whereabouts, monitor their 

activities, and notify authorities promptly when needed. This Python project uses 

Convolutional Neural Network (CNN) face recognition with Dlib and Haar Cascade Classifier 

to effectively detect and monitor known and potentially dangerous individuals in publics areas, 

facilitating swift emergency responses when necessary, while keeping watch for missing 

persons. The system developed uses Firebase’s Realtime Database and Storage Bucket to store 

and retrieve data in real-time to expedite system functionalities like reports generation and 

database management. 
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Chapter 1 

Introduction 

 

As individuals gain a greater understanding of societal concerns, contemporary happenings, 

and past events such as the World Trade Centre's collapse and illicit networks engaged in 

human trafficking, the spotlight turns towards the need to prevent and ensure safety against 

these hazards. The technological progress aimed at countering terrorism and unlawful pursuits 

has swiftly evolved to protect the peace and security of civilians. Nonetheless, the occurrence 

of terrorism and criminal endeavours that jeopardize public order remains persistent in the 

present day. Daily, there are instances of heinous crimes that imperil public security. According 

to research conducted in 2017, approximately four children disappear daily in Malaysia [1]. 

This equates to nearly 1,500 children vanishing annually. It is truly disheartening that even in 

the contemporary 21st century, individuals can vanish without a trace and fall prey to criminal 

networks involved in activities like trafficking, homicide, sexual assault, and other grave 

offenses. Neglecting the application of technology to uphold the security and well-being of 

innocent individuals represents a significant failure in human progress. 

 

Facial recognition stands out as a leading technological advancement. With its myriad 

applications, particularly in monitoring crowds, facial recognition plays a crucial role in 

identifying individuals with criminal intent who pose a threat to public safety or in locating 

individuals who might be lost within a crowd. While instances of crowd-related terrorism 

thankfully remain infrequent in Malaysia, surveillance technologies such as facial recognition 

retain their importance as preventive measures against other forms of criminal activity. This 

technology holds potential beyond the identification of terrorism suspects; it can also aid in 

identifying other potential wrongdoers. The system would activate when a wanted individual 

appears in any location covered by cameras connected to a central server. This server would 

house a database of individuals to be located, encompassing both criminal offenders and 

missing persons, complete with their biometric data. The implications of such a system are far-

reaching, benefiting searches for missing individuals, apprehending criminals who attempt to 

blend into crowds, and even supervising minors in high-risk areas. 
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The process of identifying and recognizing faces presents a significant challenge due to a 

variety of factors, including the resolution of surveillance cameras, the movement of cameras, 

their distance from crowds, lighting conditions, facial expressions, the presence of accessories 

like hats and glasses, the dynamic nature of the crowd, and the presence of multiple subjects 

within each camera frame. Nonetheless, facial recognition technology can be advanced through 

the application of artificial intelligence (AI), specifically utilizing machine learning (ML) and 

deep learning (DL) techniques. AI mimics human facial features, while ML (a subset of AI) 

establishes a framework employing algorithms and probabilities to interpret patterns, enabling 

machines to comprehend visual data. Within the subset of Machine Learning, Deep Learning 

(DL) delves further by constructing architectures that replicate and learn from the human brain. 

DL encompasses three primary techniques: artificial neural networks, convolutional neural 

networks, and recurrent neural networks [2], each tailored for various types of data. In the 

context of creating a facial recognition system, the convolutional neural network is prominently 

employed, and some instances of recurrent neural networks are utilized for analysing video 

feeds. The identification of objects, specifically facial features, involves the application of the 

Viola-Jones method for detecting Haar-like features [2]. This method is implemented after 

converting the captured image to grayscale, enhancing system efficiency. In the case of video 

feeds, frames from cameras transformed into grayscale are processed through the facial 

recognition system to detect and identify faces. The utilization of grayscale mitigates the 

impact of low-light conditions on the accuracy of recognition. 

 

China stands as one of the leading global pioneers in leveraging facial recognition technology 

to enhance crowd security and reduce overall crime rates. Back in 2016, China initiated the 

Sharp Eyes project across both urban and rural areas, leading to a noticeable decline in crimes 

such as theft, violence, and even arson, with rates dropping close to zero [3]. The deployment 

of facial recognition surveillance systems like this has effectively minimized risks to public 

safety, fostering a peaceful environment characterized by reduced crime rates. Initiatives like 

Sharp Eyes not only bolster security measures but also alleviate the strain on potentially 

understaffed law enforcement agencies. As a case in point, consider Pingyi county, where a 

population of one million was served by only about 300 law enforcement personnel; the Sharp 
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Eyes project significantly eased the burden on the county's police department [3]. Drawing 

insights from this, it becomes evident how facial recognition is progressively gaining 

significance and proving advantageous for crowd management and security surveillance. 

1.1  Problem Statement and Motivation 

Traditional surveillance approaches are riddled with various constraints that impede public 

safety. Instances of suspicious activities within crowds frequently escape notice, and it's only 

after an event has transpired and concluded that CCTV surveillance footage is examined 

retrospectively. As the saying goes, it's wiser to prevent than to remedy. The incorporation of 

facial recognition technology into crowd surveillance setups offers a viable solution to mitigate 

numerous challenges. This integration has the potential to proactively address these issues, 

curbing the occurrence of incidents before they even unfold. 

 

(i) Access to secure facilities and venues are susceptible to weaknesses and 

fraudulent incidents. 

Critical facilities such as airports, immigration borders, and concert venues commonly 

implement stringent security protocols to restrict entry exclusively to authorized 

individuals. The prevailing safeguarding methods entail identity badges or access cards; 

however, these can be prone to loss, theft, or counterfeiting. While augmenting these 

measures with passwords or personal identification numbers (PINs) may seem promising, 

human fallibility often leads to forgotten or inadequately protected codes, thereby 

jeopardizing confidentiality. Employing conventional means like these for crossing 

national borders or gaining access to crowded event venues leaves them vulnerable to 

fraudulent activities. 

Implementing biometric-based security measures like facial recognition represents a 

significant advancement in securing sensitive facilities. Such measures would rely on an 

individual's unique facial features, making manipulation considerably more difficult 

without resorting to elaborate methods. Facial recognition systems could complement 

existing security methods such as access cards, badges, passwords, and PINs. A pertinent 

example is Malaysia Airports' introduction of a passenger reconciliation system in 2021. 
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This system scans and cross-references passengers' travel documents with the airport's 

database in real time to identify fraudulent travel documents [4]. While this step enhances 

airport security, there remains a potential risk posed by criminals or terrorists possessing 

stolen or forged documents. Immigration staff, burdened by fatigue or the sheer volume of 

faces they encounter, might struggle to distinguish such cases, potentially rendering 

security clearance susceptible to lapses. 

 

(ii) Human eyes are unreliable in pinpointing specific individuals in large crowds. 

When known criminals or suspected terrorists infiltrate crowds, it becomes highly 

challenging for law enforcement to effectively monitor their movements due to the inherent 

limitations of human vision. The ability to pinpoint specific individuals within busy and 

crowded settings, comprising hundreds or even thousands of people, is almost unattainable. 

In the unfortunate event of an undesirable incident, the chaotic nature of the crowd adds to 

the confusion and panic, potentially causing law enforcement personnel to become 

engulfed in the disorder. This environment provides suspects with opportunities to evade 

detection and engage in further criminal activities, causing more harm. Moreover, 

perpetrators can rapidly alter their external appearances, including clothing and hairstyles, 

which further complicates pursuit and confuses law enforcement efforts. This difficulty 

also extends to the search for missing people, not just criminals. 

Expecting security personnel to maintain unwavering vigilance over a conventional CCTV 

surveillance feed from multiple cameras is impractical and potentially ineffective. Such 

personnel could easily become distracted or experience visual fatigue from prolonged 

screen exposure, thereby leading to the oversight of crucial incidents captured on camera 

or perilous activities unfolding within crowds. A more efficient allocation of resources 

involves leveraging an intelligent video surveillance feed to scrutinize and identify 

significant events or individuals of interest during extended periods of inactivity. This 

approach allows security personnel to fulfil their other responsibilities while the intelligent 

system augments their monitoring efforts. 
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(iii) Comprehensive and current information of dangerous criminals and missing 

persons are not usually disseminated to the general public. 

It's infrequent for the faces of criminals or terrorists to be widely publicized or shared 

across all law enforcement agencies. Moreover, there can be instances where law 

enforcement authorities exhibit carelessness or lapse in maintaining a comprehensive 

database of both active criminals and those with prior criminal records, who are at large in 

the public domain. An illustrative example can be found in Houston, Texas, where a 

registered sex offender managed to evade arrest until November 2022, despite committing 

numerous public sexual offenses since 2012 [5]. This case underscores that the public and 

law enforcement might remain unaware of an individual's criminal history unless their 

identity is manually cross-referenced with police databases, a time-consuming process. 

Furthermore, this method is susceptible to human errors, allowing individuals to evade 

scrutiny. Deploying facial recognition-enabled CCTV cameras in the area could have 

promptly exposed the offender's presence and triggered alerts to area management, 

enabling proactive monitoring before he could perpetrate further sexual offenses. The 

current approach of conducting security checks on every individual entering a public 

venue, such as a children's playground, is not only inconvenient but also highly impractical 

in preventing incidents like kidnappings. This is even before considering the available 

resources to conduct such security checks. 

 

Often, individuals are not fully informed about every missing person case reported in the 

news, particularly when it concerns kidnapped children. Furthermore, people might 

struggle to recall the appearance of these missing individuals. Human traffickers, who 

might not have prior criminal records, can exploit this lack of awareness, maneuvering 

through crowds while guiding their victims, as bystanders remain oblivious to the crime 

taking place before their eyes. Integrating facial recognition technology into CCTV 

surveillance can offer a potential solution. By detecting the identity of victims held against 

their will, the system could trigger an immediate response from law enforcement, 

potentially preventing a dire outcome. 

 

Adopting this approach would streamline and expedite the process, ensuring accuracy in 

identity checks. Continuous, real-time identity verification through CCTV surveillance 

would facilitate timely alerts to security personnel only when persons of interest are 
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identified. This could enhance both the efficiency and effectiveness of security measures, 

potentially saving lives and thwarting criminal activities. 

 

 

 

 

1.2  Objectives 

i. Enhance security measures for accessing sensitive facilities and venues through the 

implementation of facial biometric recognition technology. 

Implementing facial recognition technology in sensitive facilities such as airports and 

immigration borders offers a robust security enhancement, replacing conventional methods like 

keys, access cards, or passwords. This approach not only reduces the chances of identity fraud 

but also ensures that these locations remain safeguarded from potentially dangerous 

individuals. By utilizing facial recognition to analyse specific biometric markers of individuals 

at entry points, only authorized personnel with designated access privileges can enter restricted 

areas. 

The system can be tailored to incorporate a whitelist containing verified individuals recognized 

solely by the system. Anyone not on the whitelist would be denied access. Additionally, a 

blacklist could be configured to trigger alerts when a person from the list is detected, allowing 

security personnel to swiftly respond by closely monitoring the individual, escorting them off 

the premises, or involving the relevant authorities. 

Integrating this system with CCTV surveillance cameras across the sensitive premises 

streamlines the security access validation process, ensuring that all individuals within the 

facility possess proper authorization. This comprehensive approach helps prevent unauthorized 

access and potential threats, ultimately contributing to the safety of everyone present. Should 

someone without access rights be detected, security personnel can take immediate measures to 

avert any undesirable outcomes. 

 



Bachelor of Information Systems (Honours) Business Information Systems   

Faculty of Information and Communication Technology (Kampar Campus), UTAR 
    7 
 

ii. Leverage a facial recognition system to identify suspects efficiently and accurately 

within densely populated areas. 

The developed system would possess the capability to swiftly detect and accurately identify 

individuals of interest, aiding law enforcement agencies in their pursuit. Security administrators 

can utilize the system's tracking functionality to designate a person of interest, which prompts 

the system to continuously monitor their movements within the premises. This proactive 

approach thwarts suspects from escaping into crowds and putting innocent individuals at risk. 

By calculating and providing real-time updates on the suspect's precise location, the system 

empowers law enforcement to swiftly apprehend them. 

This approach proves especially beneficial for large-scale video surveillance setups covering 

extensive areas, necessitating multiple CCTV cameras for comprehensive monitoring. As each 

camera is assigned to oversee specific locations, flagging and continuously tracking a person's 

movements through the system considerably simplifies the process of locating them. This 

enables security personnel to make swift decisions based on the system's information, 

minimizing valuable time wasted and enabling them to reach the suspects promptly. Security 

personnel can efficiently assess whether there's reason for concern and swiftly alert emergency 

services, offering detailed insights into the situation and location through continuous 

monitoring of the flagged individual on the system's display. Of course, this feature is not only 

limited to locating and tracking criminal suspects or missing persons. It would be helpful in 

countless situations, like a parent misplacing their child in a crowd, allowing medics to know 

the precise location of a person in need of their assistance immediately, and many more. 

 

iii.  Use facial recognition technology to identify potentially dangerous persons and 

missing individuals who may not be publicly recognised, thereby alerting authorities to 

potential threats.   

The developed system would systematically process all faces identified within crowds against 

a blacklist database. Upon detecting any individuals matching the entries on the blacklist, an 

alert would be promptly transmitted to local authorities, prompting heightened awareness of 

potential suspicious activities or immediate apprehension if the person is already wanted. This 
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approach effectively curbs public disturbances and fosters a proactive stance by law 

enforcement or venue management, as demonstrated by the incident referenced [5]. 

By keeping security personnel alert from the moment the system signals the presence of an 

individual with a criminal history, law enforcement can intervene and prevent crimes from 

escalating. Additionally, granting venue management, such as help-desk administrators, access 

to live video surveillance empowers them to participate in the keeping of public security. A 

practical illustration involves a store that had experienced theft in the past; logging the facial 

data of the thieves into the database enables swift identification upon their return, facilitating 

their immediate apprehension and deterrence. 

This system serves to unite individuals in their vigilance against criminals and potentially 

hazardous individuals, past or present, by fostering collective watchfulness.  

 

1.3  Project Scope and Direction  

The project entails the development of a computer-based web application designed to enhance 

public crowd security. This application functions by scanning individuals within the crowd to 

identify known criminals or terrorists, subsequently triggering alerts to initiate monitoring or 

pursuit actions by the system.  

The following are the scope and features of the project application: 

i. Facial recognition module 

- The system can detect and identify faces present in static images, video 

recordings, and real-time live video feeds. 

- The system has the capability to identify faces in low-light conditions, from 

various perspectives, while moving, and maintain tracking of the person in 

motion. 

- The system can successfully identify faces even with accessories like hats or 

glasses. 

- The system compares detected faces against a pre-existing database, and upon 

finding a match, it displays pertinent information about the identified individual. 
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ii. Login and administration management 

- The system can log the identity of the security administrator using it, serving as 

a time-keeping feature. 

- The system generates summaries and analytical reports detailing the identified 

individuals. 

 

iii. Database of people management 

- Administrators can add, remove, or update individuals' information in the 

database within the system, catering to the diverse requirements of different 

establishments. 

- The system maintains a historical log of all detected individuals, ensuring a 

reference point for record retrieval. 

 

iv. Camera and video management 

- The system links with numerous camera feeds to conduct real-time recognition. 

- Administrators have the capability to incorporate new cameras, eliminate 

existing ones, or modify camera details as necessary, facilitating scalability to 

accommodate distinct camera needs across various establishments. 

- The system will also include the location of the person detected in their 

historical log based on the camera they were detected on. 

 

v. Security alerts and actions 

- Alerts will be triggered when the system identifies an individual flagged as 

dangerous, displaying their location within the premises. 

- Alerts will be generated upon detecting a person of interest, such as a missing 

individual, revealing their location on the premises. 

- The system has the capability to establish connections with local emergency 

services—medical, fire, and law enforcement—enabling swift communication 

by the security administrator if needed. 

- Administrators can mark a person of interest to enable ongoing tracking of their 

movements within the premises. 
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1.4  Contributions 

This project demonstrates the practicality of employing methods for identifying and tracking 

criminals in real-time through live camera feeds. The project extensively utilizes the 

capabilities of Dlib and OpenCV libraries for facial recognition, specifically for monitoring 

crowds through video surveillance. 

The primary objective of this project is to establish scalability, ensuring that even modestly 

budgeted enterprises can implement the developed system to enhance public safety. By 

showcasing the value of facial recognition systems in video surveillance and fortifying security 

for sensitive facilities, the project contributes to highlighting the necessity for such technology. 

Furthermore, the project advances facial recognition technology by pushing the boundaries of 

Dlib and OpenCV, especially in handling multiple faces within a single frame and continuously 

processing them in live video feeds. This exploration of limits can lead to further breakthroughs 

in the field. 

An additional significant contribution lies in emphasizing the importance of monitoring 

individuals with criminal backgrounds, particularly those with a history of kidnapping or other 

dangerous offenses. This project's widespread adoption could incentivize individuals with prior 

criminal records to adhere to lawful behaviour, fostering a safer society. Additionally, the 

project has the potential to expedite the location of missing persons or kidnapping victims, 

adding a humanitarian aspect to its impact. 

 

1.5  Report Organization 

This report is arranged into 7 chapters. The first chapter is introduction to the project including 

problem statements and objectives, the second is literature review, the third is the system 

methodology used in this project and system designs. The fourth is the system design including 

the code for this project, the fifth is the system implementation, and the sixth is the evaluation 

and discussion of the system’s strengths and weaknesses. Finally, the last chapter is the 

conclusion and recommendations.
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Chapter 2 

Literature Review 

 

2.1 Facial Recognition System for Suspect Identification Using a Surveillance Camera 

[6] 

The process of facial recognition, as outlined in [6], comprises four main stages: object 

detection, feature extraction, model training, and real-time model execution. Object detection 

presents challenges due to factors like pixel levels and shadow intensity, impacting detection 

accuracy. The Viola-Jones framework and Haar cascades, utilized by Kumar et al., incorporate 

integral images for rapid feature computation. They employed Adaptive Boost (Adaboost) for 

feature selection and cascaded classifiers, achieving 15% faster computation. 

The study's accuracy, as reported in [6], stands at 80% with respect to a face value threshold, 

influenced by the key factor used for model training to recognize images with similar attributes. 

Local Binary Patterns Histograms (LBPH) algorithms are introduced to reduce computational 

costs. Principal Component Analysis (PCA) and Linear Discriminate Analysis (LDA) yield 

higher success rates for probe-type recognition. 

To ensure robust recognition under varied conditions, [6] converts video feeds to greyscale, 

minimizing visual noise and allowing the system to identify moving individuals in diverse 

lighting and orientation. Contextual information, including clothing recognition, bolsters 

identification, enhancing accuracy. 

The developed system in [6] executes effective facial recognition through the following steps: 

i. Acquiring face images 

ii. Converting video to frames (pixels) 

iii. Detecting faces using Haar-like features on greyscale images 

iv. Extracting unique features 
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v. Applying the LBPH algorithm for face recognition with database images 

vi. Reporting matches when found 

The system successfully operates with live video feeds. Rigorous experimentation and 

performance evaluations were conducted, employing metrics such as false rejection rate (FRR) 

and false acceptance rate (FAR). Automated alerts streamline system supervision, triggered 

upon query image detection. 
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2.2 Tracking Missing Person in Large Crowd Gathering Using Intelligent Video 

Surveillance [7] 

The study conducted by [7] focuses on tracking missing individuals within the vast crowds at 

Al-Nabawi Mosque in Madinah. The process for searching for missing persons closely parallels 

that of tracking criminals or terrorists within a database, with the primary distinction being the 

establishment of whitelists and blacklists to categorize persons of interest and differentiate 

security alerts accordingly. The system proposed by [7] primarily targets tracking a single 

individual in low-resolution images within a massive, uncontrolled crowd. The system's key 

steps are as follows: 

i. Geofence Set Estimation 

The entire premises are divided into a 5x5 grid of geofences, each assigned to a 

dedicated surveillance camera. The geo-location of the missing person and 

estimated time lapse are processed through the first algorithm, geofence set 

estimation. This step aims to approximate the missing person's location and reduce 

the search area.  

 

ii. Faces Detection in Video Frames 

A second algorithm, known as the tracking workflow, samples every 10th frame in 

the video feed and detects all faces within the assigned geofence using the Viola-

Jones detector. Three concurrent face detection methods, including Cascaded 

CART, Cascaded Haar, and Cascaded LBP, are employed. The faces detected 

undergo overlap analysis using a Proposed Face Fusion algorithm to minimize false 

negatives, especially as the total number of detected faces increases through 

cascading.  

 

Figure 2.2 Total Number of Faces Detected over Video Sequence in [7] 
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iii. Face Recognition 

All detected faces are processed through five recognition algorithms to assign 

scores and identification numbers. Faces that receive consistent identifications from 

multiple algorithms are matched to the database, assuming that the detected face is 

correct.  

 

iv. Missing Person Tracking 

The location of each identified face is recorded and tracked across consecutive 

frames. 

 

The study achieved notable success in recognizing and identifying missing individuals within 

large crowds. However, it has limitations when the missing person's face is obscured by certain 

head accessories. 
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2.3 A Cost-Efficient Real-Time Security Surveillance System Based on Facial 

Recognition Using Raspberry Pi and OpenCV [8] 

The system detailed in [8] shares similarities with the previously reviewed literature. Face 

detection employs the Haar Cascade algorithm for integral image construction, AdaBoost 

training, and Cascade Classifier creation, with the distinction that [8] employs a Raspberry Pi 

for computation. For face recognition, the system utilizes the Local Binary Pattern Histograms 

(LBPH) algorithm from the OpenCV library. 

 

Figure 2.3.1 Flow of LBPH Method [8] 

The process unfolds in three straightforward steps. First, a dataset is established by capturing 

images using a camera or importing stored images. The face detection algorithm categorizes 

faces as new or existing, assigns an ID, and integrates them into the dataset. After finalizing 

the dataset, the LBPH algorithm is trained to recognize the faces. The system is designed to 

remain passive if a recognized face is detected; however, if an unrecognized face is detected, 

it triggers an alert for security intervention.  

 

Figure 2.3.2 Basic Flowchart of How the System in [8] Works 

Primarily focusing on home security surveillance, the study also undertook a power 

consumption and price comparison analysis between Raspberry Pi and traditional computers. 

This aimed to guide homeowners in making informed decisions. Notably, the study's limitation 

lies in its testing approach, which assessed one person at a time. Consequently, its ability to 

handle larger crowds remained untested. 
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2.4 Analysis of Face Recognition: DLIB and OpenCV [9] 

Two often-used open-source libraries for face recognition are Dlib and OpenCV.  Dlib is a C++ 

library that handles management and manipulation of images. Dlib handles image processing 

with array2d objects containing any pixel types, including RGB, RGB Alpha, HSI, LAB, or 

Grayscale. OpenCV is one of the most popular machine learning and computer vision software 

libraries in the world, and it has more than 2500 optimized algorithms that includes image 

processing and facial recognition modules. [9] performed detailed analysis of these two 

software libraries for facial recognition, using metrics like speed and accuracy. The algorithms 

analyzed from Dlib were Convoluted Neural Network (CNN) and Histogram of Oriented 

Gradients (HoG), while the algorithms from OpenCV were Deep Neural Network (DNN) and 

HAAR Cascades.  

The study found that HoG was the fastest amongst the four algorithms, which took 0.011 

seconds per image processed, but had a low accuracy rate of 0% False Acceptance Rate (FAR) 

and 27.27% False Rejection Rate (FRR). The study also found that DNN scored the highest in 

the accuracy test with 2.6% FAR and 11.69% FRR, but was the slowest amongst the four 

algorithms at 0.119 seconds per image processed.  

  

Figure 2.4.1 Results from the Speed Tests and Accuracy Tests of CNN, HoG, DNN, 

HAAR algorithms conducted by [9] 
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The study provided great insights into the different strengths and weaknesses of each algorithm 

for the usage of facial recognition. There was no conclusive evidence of which algorithm is the 

best, as each had their own features that were suited to different use-cases. Developers would 

have to determine their project objectives in order to pick the best algorithm for their 

development. HoG and HAAR works best with cameras placed at eye-level where faces will 

have minimal pose variance in front of the camera, while DNN, CNN, and HoG are suitable 

for cameras placed in various angles like in the case of CCTV cameras. 

HoG may be the fastest algorithm, but it is weak in accuracy. DNN and CNN are more flexible 

in terms of detecting obscured faces with pose variants, but requires more high-quality images 

and processing time, which may not be too suitable for CCTV systems in low-cost 

establishments. Finally, HAAR Cascades is the third fastest algorithm and handles low quality 

images very well which is suitable of CCTV cameras but may be pose dependent.  

 

Figure 2.4.2 Summary of Processing Speed (per second) and Accuracy (FRR and FAR 

percentages) in [9] 
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2.5 FaceMe® Security System by CyberLink Corporation [10] 

CyberLink Corp, a Taiwanese software company, has developed one of the world's premier AI 

and facial recognition engines named FaceMe®. This engine is available in multiple forms, 

including an SDK (software development kit), an API (application programming interface) 

platform, and integrated solutions tailored for specific requirements [10]. CyberLink positions 

this technology as a business solution, especially in the security domain, asserting its capability 

to address diverse security needs. These encompass secure access controls, AI-powered 

intelligent monitoring, functioning as a VMS (video management system) plug-in, issuing 

notifications and alerts, and accommodating facial coverings and gear wearing [11]. 

The standout feature of the FaceMe® engine lies in its adaptability, closely followed by its 

extensive array of functionalities. Its seamless integration with pre-existing video management 

systems (VMS) employed by businesses for security surveillance adds to its appeal and 

scalability. The engine utilizes AI to continuously monitor faces, conducting real-time 

matching against blacklist or whitelist entries and issuing smartphone notifications upon a 

match detection. The FaceMe® system boasts flexibility in both scalability and features, and 

its smooth integration with existing VMS and other communication systems should be a prime 

consideration in the development of the project. 

 

Figure 2.5 FaceMe® Security Solution’s System Structure [11] 
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The system's developer-centric central console incorporates load balancing and failover 

functionalities to distribute workload across workstations, ensuring efficiency and 

effectiveness. This prevents system overload when crowd numbers surge, avoiding tracking 

challenges caused by excessive foot traffic. Continuous connectivity with Microsoft's SQL 

database enables face matches for recognized individuals. Moreover, the system's versatility 

extends to incorporating APIs for additional features like datetime and attendance tracking. 

Developer tools within the FaceMe® platform encompass comprehensive management 

requirements, including record management, data analysis, and person database administration. 

FaceMe® earned recognition as a premier facial recognition technology in the 2021 Face 

Recognition Vendor Test (FRVT) by the United States' National Institute of Standards and 

Technology (NIST) [12]. Notably, FaceMe® excels in both accuracy and speed, even under 

suboptimal lighting conditions and in the presence of facial accessories. The technology 

identifies faces by extracting n-dimensional vector sets and subsequently comparing them with 

connected databases or previously identified faces. The algorithm's precision extends beyond 

capturing basic human features such as age and race—it also demonstrates robust anti-spoofing 

capabilities. Anti-spoofing safeguards against security fraud where individuals attempt to 

deceive the system using face substitutes like masks or photos. FaceMe's ability to counteract 

this challenge is a significant achievement, considering the gravity of anti-spoofing 

vulnerabilities. 

The excellence of FaceMe® has propelled the evolution of face recognition technology. 

Serving as a pioneering solution, the software has been adopted by numerous global 

organizations, including financial services company Good Finance, which employs it for 

eKYC (Electronic Know Your Customer) processes in online banking services [13]. Lessons 

from FaceMe's rendition of facial recognition technology can be extrapolated to enhance crowd 

security measures, particularly in the domains of identity validation and tracking. 
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2.6 Public Security by Avigilon Corporation [14]  

Avigilon Corporation, a subsidiary of Motorola Solutions based in Canada, specializes in video 

surveillance software, equipment, and various access control devices. Avigilon offers a 

comprehensive ecosystem of video security solutions, encompassing a wide range of products 

in video infrastructure, software, and tailored systems to address diverse needs. One 

noteworthy aspect of Avigilon's approach is the integration of facial recognition and video 

analytics directly into their camera products, ensuring simplified installation and user-friendly 

operation. Their Artificial Intelligence and video analytics offerings encompass multiple 

features, including facial recognition, appearance search, unusual activity, or motion detection, 

among others [14]. 

At the heart of Avigilon's offering is the Avigilon Control Center (ACC), a cloud-connected 

software solution that seamlessly integrates their cameras, establishing a unified video 

surveillance system enhanced by AI-driven video analytics. Within ACC, security personnel 

can create a secure watch list or a database of individuals of interest. When these designated 

individuals are detected by the cameras, the system triggers alerts. ACC also leverages edge-

based technology and intelligence for features like Unusual Activity Detection and Unusual 

Motion Detection. This approach enables rapid real-time analysis and performance, as the 

software processes data in close proximity to the ACC location. This localization conserves 

resources and enhances the efficiency of video feed analysis and notification dissemination.  

 

Figure 2.6 Avigilon’s Focus of Attention (FoA) user navigation screen [14] 



Bachelor of Information Systems (Honours) Business Information Systems   

Faculty of Information and Communication Technology (Kampar Campus), UTAR 
    21 
 

Avigilon employs a self-learning algorithm that effectively distinguishes and categorizes 

various events, assigning them different-colored nodes for clear identification. This approach 

empowers users to swiftly assess and determine the significance of each flagged event without 

the need to sift through numerous camera screens. Instead, all alerts are conveniently displayed 

on a user-friendly dashboard, streamlining decision-making. 

The system grants security personnel the capability to personalize watch lists based on their 

specific security requirements. This can be achieved by uploading well-defined reference 

images of individuals or utilizing the advanced Appearance Search feature. This cutting-edge 

technology rapidly scans through extensive hours of video feed, using textual descriptions, 

photos, or video content to locate specific persons. The management of watch lists is endowed 

with robust access controls to ensure data integrity. Notably, Avigilon's ACC retains the 

identities of individuals found in watch list matches, facilitating convenient record-keeping. 

The process of managing secure watch lists through ACC is not only user-friendly and efficient, 

but it's also highly adaptable. Different faces within the database can be earmarked for distinct 

alarm triggers. For instance, individuals on a criminal blacklist can prompt one type of alert, 

while VIPs on a whitelist can trigger another. This level of flexibility simplifies and enhances 

the accuracy of security personnel's tasks, sparing them the effort of validating visual data on 

camera feeds. 
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Chapter 3 

System Methodology and Approach  

 

3.1 Methodology 

Figure 3.1 Agile Methodology 

The Agile methodology was adopted for project management due to its flexibility and speed in 

the development process. This approach allows for ongoing testing throughout the 

development cycle, ensuring the production of a high-quality product by promptly addressing 

any needed changes or potential issues. Agile is particularly suitable for small development 

teams, making it a fitting choice for this one-person project. 

 

The project development process consists of the following steps, which are repeated 

continuously: 

i. Analysis and evaluation of system. 

ii. Planning for system modifications or process improvements. 

iii. Development and execution based on discussion and evaluation. 

iv. System testing. 

v. Meeting with the project supervisor. 
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Bi-weekly meetings were conducted with the project supervisor after each iteration. These 

meetings served as a platform to discuss challenges encountered and to generate new ideas. 

Subsequently, these ideas were explored and implemented over the following two weeks. This 

iterative and collaborative approach allows for the project's evolution and adaptation based on 

feedback and emerging insights. 
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3.2 Project Timeline 

 

 

 
Figure 3.2.1 Gantt Chart of Project (1/4) 
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Figure 3.2.2 Gantt Chart of Project (2/4) 
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Figure 3.2.3 Gantt Chart of Project (3/4) 
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Figure 3.2.4 Gantt Chart of Project (4/4) 
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3.3 System Design Diagram 

 
Figure 3.3 System Use Case Diagram  
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3.3.1 Login Module 

 

Use Case Name:   

Login to System 

ID: 1 Importance Level: High 

Primary Actor: Security 

Administrator  

Use Case Type: Detail, Essential 

Stakeholders and Interests:   

Security Administrator:  log into security surveillance system 

 

Brief Description: This use case describes how the security administrator logs into their 

registered account in the surveillance system. 

Trigger: Administrator wants to perform their designated task – surveillance.  

 

Type: External  

 

Relationship: 

Association: Administrator 

Include:   

Extend:  

Generalization: 

 

Normal Flow of Events: 

1. Administrator enters their assigned username and password to log in. 

2. If the username or password is not correct, the system will prompt administrator to 

try again. 

3. If the username and password entered is correct, the administrator will be able to 

enter the system.  
Sub Flows:  

Not applicable  

Alternate/ Exceptional Flows: 

Not applicable 

                   
Table 3.3.1 Login Module – Use Case Description 
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Figure 3.3.1 Login Module Activity Diagram 

 

The user, which is a verified security personnel or administrator, will not be allowed to freely 

create accounts. An account will be created for them for security purposes, and they will be 

given their username and password. This is because this system is only for specific security 

personnel or administrators to enter. To login into the system, the administrator will enter their 

registered username and password. The system will verify that the credentials are correct. If 

either of them is wrong, the user will not be logged into the system and be prompted to try 

again. If the credentials are correct, they will be logged into the system and enter to the main 

dashboard. 
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3.3.2 View People Module 

 

Use Case Name:   

View Database of People 

ID: 2 Importance Level: High 

Primary Actor: Security 

Administrator  

Use Case Type: Detail, Essential 

Stakeholders and Interests:   

Security Administrator:  to view all persons logged into the database and make changes 

like adding or editing the information of people. 

 

Brief Description: This use case describes how the security administrator enters the 

database of people to perform a few tasks like adding or editing information of people. 

 

Trigger: Administrator wants to view the database of people or make changes to the 

database.  

 

Type: Internal  

 

Relationships: 

Association: Administrator 

Include:  Update Firebase, retrieve from Firebase 

Extend: Add new person, edit person’s information, search for person, sort display 

 

Normal Flow of Events: 

1. Administrator opens the database to view all people. 

2. If administrator performs any changes to the database, the database will 

automatically be updated. 

3. If administrator has no actions to perform, they can exit the database and go back to 

surveillance. 

Sub Flows:  

Not applicable  

Alternate/ Exceptional Flows: 

Not applicable 

                   
Table 3.3.2 View People Module – Use Case Description 
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Figure 3.3.2 View People Module – Activity Diagram 

When the admin opens the database of people, the system will retrieve records of all the people 

that are stored in Firebase and display it for the admin to view. If the admin does not perform 

any action other than to look at the information, they can just exit the database and the activity 

ends.  

If the admin wants to perform any action, the admin can add a new person into the database or 

edit an existing person’s information. This will automatically update Firebase and the new 

records will be displayed in the system. The admin can also search for any person based on 

information like name, nationality, status, and so on, and can also sort the display based on 

alphabetical order, status, or last detected. The admin can repeat any of these actions until no 

more actions are to be taken, and the activity ends when the admin exits the database.  
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3.3.3 View Video Feed Module  

 

Use Case Name:   

View Video Feed 

ID: 3 Importance Level: High 

Primary Actor: Security 

Administrator  

Use Case Type: Detail, Essential 

Stakeholders and Interests:   

Security Administrator:  to perform surveillance on all persons in the premises through 

live video feed from connected security cameras. 

 

Brief Description: This use case describes how the security administrator performs 

surveillance by monitoring the live video feed from connected cameras. 

 

Trigger: Administrator wants to perform surveillance.  

 

Type: Internal  

 

Relationships: 

Association: Administrator 

Include: Update Firebase, display people detected 

Extend: View information of person detected, contact emergency services 

 

Normal Flow of Events: 

1. Administrator opens live video feed from connected cameras. 

2. If there are no suspicious persons detected, administrator does not have to perform 

any action and may continue to just monitor the video feed. 

3. If suspicious persons are detected, administrator may view more information on any 

possible criminal records of the person. 

4. If there is no cause for concern, administrator may continue to just monitor the 

video feed. 

5. If there is cause for concern, administrator may not decide to contact emergency 

services but continue observing the person.  
Sub Flows:  

Not applicable  

Alternate/ Exceptional Flows: 

Not applicable 

                   
Table 3.3.3 View Video Feed Module – Use Case Description 
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Figure 3.3.3 View Video Feed Module – Activity Diagram 
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The figure 3.3.3 illustrates the activity diagram of the admin viewing the live video feeds from 

multiple cameras. The video feeds will be continuously updating the Firebase with the people 

detected, and the system will display an updated list of people currently being detected on the 

cameras by retrieving the information from Firebase. Considering that the primary 

responsibility of the administrator or security personnel accessing the system is typically 

limited to monitoring safety, the ideal scenario is one where no actions are required while 

observing the video feed. In such a situation, it implies that every individual in the public area 

remains unharmed by any potentially suspicious or hazardous individuals.  

However, in the event of any suspicious person being detected, like a missing person, the admin 

will click to view detailed information of the person and determine if there is any cause for 

concern. If there is, the admin will have to determine if they should contact emergency services. 

If they do not, the admin should maintain observation.  If the situation warrants contact with 

any emergency number like the head of security or law enforcement, the admin should maintain 

observation of the person while reporting to keep track of the person.  

This activity ends when emergency services arrive on scene to handle the situation. 
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3.3.4 View Reports Module  

Use Case Name:   

View Reports 

ID: 4 Importance Level: 

Medium 

Primary Actor: Security 

Administrator  

Use Case Type: Detail, Essential 

Stakeholders and Interests:   

Security Administrator:  to generate and view analytical reports of detected people for 

any decision making. 

 

Brief Description: This use case describes how the security administrator can generate 

personalized reports based on the database. 

 

Trigger: Administrator wants to generate reports. 

 

Type: Internal  

 

Relationships: 

Association: Administrator 

Include: Retrieve from Firebase 

Extend: View charts, view logs of detected people 

 

Normal Flow of Events: 

1. Administrator enters the reports generation section from dashboard.  

2. Admin will input the data range that they want to know more information on, like 

range of date and time, location, or status.  

3. The system will display the logs of detected people based on the input data and 

generate a chart and description based on the log. 

4. Admin can choose to print the log, which will generate a CSV file. 

5. Admin can also reset the input data fields and generate a new report.  
Sub Flows:  

Not applicable  

Alternate/ Exceptional Flows: 

Not applicable 

                   
Table 3.3.4 View Reports Module – Use Case Description 
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Figure 3.3.4 View Reports - Activity Diagram 
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The figure 3.3.4 shows how the administrator can generate and look at personalized reports 

based on the information in the database. When the admin clicks on view reports, they will be 

prompted to input data fields for data ranges like date time, location, or status. The system will 

then retrieve the data from Firebase based on the data input. The system will display the logs 

of detected people and generate a chart and description based on that. The admin can choose 

whether they want to print this. If they do, the system will generate a CSV file of the log based 

on their input data. Otherwise, the admin can choose to reset their input data and generate new 

reports. 
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Chapter 4  

 

System Design 
 

4.1 System Block Diagram 

s 

Figure 4.1 System Block Diagram  
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Numerous IP cameras will be configured to video designated locations in the premises and will 

be connected through WIFI, although the application of this in real scenarios would be through 

private networks to avoid intrusion from unauthorized people. The video feed will be sent into 

the surveillance system and each frame will be extracted one by one. This is so that the face 

recognition system can detect faces on each frame.  

This project uses Dlib’s pre-trained CNN-based face detector model, which is the 

mmod_human_face_detector.dat model, and it also implements Max Margin Object 

Detection (MMOD) for better results. For the image-preprocessing steps, images of labelled 

faces are loaded into the system’s local storage for the model to encode and perform matching. 

All images are also resized to have a fixed size of 216x216 pixels while maintaining the aspect 

ratio. The model also identifies faces using landmarks by two models that were also used in 

this project which are shape_predictor_5_face_landmarks.dat and 

shape_predictor_68_face_landmarks.dat. The model using 5 facial landmarks identifies 

the bottom of the nose and corners of the eyes and is used when the batch size is smaller. When 

the batch size is bigger, the model using 68 face landmarks will be used instead for higher 

accuracy. The video frames are also converted from BGR to greyscale to minimize noise and 

increase computation speed. 

Once there are faces detected in the video frames, the system will find the closest match in the 

encoded labelled faces and recognize the face detected in the video frame. With the recognized 

face, the system will log the date, time, name of the person based on their label, and location 

into Firebase. The system is then able to perform various functions by accessing these logs.   



Bachelor of Information Systems (Honours) Business Information Systems   

Faculty of Information and Communication Technology (Kampar Campus), UTAR 
    41 
 

4.2 System Flow Description  

 4.2.1 Main.py 

 
Figure 4.2.1 Main.py 

 

Upon starting the system, the user is prompted to log in with their assigned credentials. Users 

are not permitted to create accounts themselves as this is a security system with restricted 

access. If the user enters the correct credentials, in this case it is “admin” for both username 

and password, the user will be successfully logged in and will be directed to the dashboard.  If 

the credentials are incorrect, the user will be prompted to try again with a warning dialog box. 
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4.2.2 Dashboardui.py 

Figure 4.2.2.1 Dashboardui.py (1/4) 
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Figure 4.2.2.2 Dashboardui.py (2/4) 
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Figure 4.2.2.3 Dashboardui.py (3/4) 
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Figure 4.2.2.4 Dashboardui.py (4/4) 

 

Once the user is successfully logged into the system, the user will see the main dashboard. The 

main dashboard has a few different functions that will be carried out. There are three buttons 

that can be clicked that will redirect the user to other functions. One of the buttons is to redirect 

to the Database of People dialog (peopledbui.py), one is to view all camera surveillance 

(allcams.py), and another is to view reports (reports.py). There is also a datetime label that 

keeps track of the current time and logs the identity of the user that is logged in.  

One of the cameras providing live video feed will also be displayed on this dialog and the face 

recognition will be started. The system extracts each frame from the video feed to perform face 

recognition. An additional Cascade Classifier model from OpenCV is added to pick up on any 

faces that the CNN may not detect. Each frame is converted to greyscale so that the image is 
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simplified. The scale factor reduces the image size at each image scale to make detection more 

accurate. The minimum neighbours’ parameter specifies how many neighbours each candidate 

rectangle should have to retain it, and it is set to four neighbours. Once there are faces detected 

and a rectangle is framed on each detected face, the image frames will be converted back to 

RGB colour. It will then swap the blue and red channels within the image data to ensure it is 

correctly formatted in RGB. A QImage object is created, suitable for graphical applications, 

with the image data, width, height, and RGB888 format. This series of operations prepares the 

image frame for display or further image-related tasks, especially in Qt-based applications or 

graphical user interfaces. The image frames are then displayed in the QPixmap. 

With each recognised face, the system grabs the name from Firebase and displays it in the log 

entry together with the date and time detected, and location it is from. Location is based on the 

camera. 
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4.2.3 Peopledbui.py 

 

Figure 4.2.3.1 Peopledbui.py (1/6) 
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Figure 4.2.3.2 Peopledbui.py (2/6) 
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Figure 4.2.3.3 Peopledbui.py (3/6) 
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Figure 4.2.3.4 Peopledbui.py (4/6) 



Bachelor of Information Systems (Honours) Business Information Systems   

Faculty of Information and Communication Technology (Kampar Campus), UTAR 
    51 
 

Figure 4.2.3.5 Peopledbui.py (5/6) 
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Figure 4.2.3.6 Peopledbui.py (6/6) 
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The “StatusDelegate” class defines the colour schemes based on the status of the people. For 

example, the people with the status “Caution” will be red, “Missing” will be green” and others 

will be the default black. 

The “CustomProxyModel” class handles the filtering and sorting of the database. The 

‘set_status_filter’ method allow changing this filter to a specific status and it triggers a filter 

invalidation. The ‘filterAcceptsRow’ method defines the filtering logic. If the filter is set to 

“All”, it accepts all rows. Otherwise, it checks the status of the row in the source model and 

only accepted it if the status matches the ‘status_filter’.  

The UI_PeopleDBDialog class sets up the UI for the dialog, and also includes function 

definitions for the search bar, sorter and filters. The “add_new_clicked” function creates a new 

dialog when clicked. This dialog is an empty form with the fields ‘name’, ‘status’, ‘ic’, 

‘nationality’, ‘criminal_history’, ‘last_detected_time’, and ‘location’. When the fields are filled 

in and saved, the new data is pushed into the Firebase. 

The “row_item_clicked” function will grab the index of the row that the user clicked on and 

pass the index to personInfo.py where it will display the specific person’s detailed information 

by referencing the two tables in Firebase, namely ‘People’ and ‘DetectLog’, based on their 

index in the database. 
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4.2.4 PersonInfo.py 

 
Figure 4.2.4.1 PersonInfo.py (1/6) 
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Figure 4.2.4.2 PersonInfo.py (2/6) 
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Figure 4.2.4.3 PersonInfo.py (3/6) 
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Figure 4.2.4.4 PersonInfo.py (4/6) 
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Figure 4.2.4.5 PersonInfo.py (5/6) 
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Figure 4.2.4.6 PersonInfo.py (6/6) 

 

 

With the index passed from peopledbui.py, the relevant data is fetched from Firebase and 

displayed here. The person’s personal information like name, IC, status, and criminal history 

is shown in the format of a form, and their image blob is extracted from Firebase’s storage 

bucket to be displayed. The index will also match and retrieve all instances of the person being 

detected in the “DetectLog” table in Firebase and display them in the ‘detect_log_data’ table. 

The person’s last detected time and location will be displayed first from latest to oldest records. 

If any changes are made to the form, the key attribute will be used to update the data in Firebase.  
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4.2.5 Allcams.py 

 
Figure 4.2.5.1 Allcams.py (1/6) 
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Figure 4.2.5.2 Allcams.py (2/6) 
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Figure 4.2.5.3 Allcams.py (3/6) 
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Figure 4.2.5.4 Allscams.py (4/6) 
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Figure 4.2.5.5 Allcams.py (5/6) 
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Figure 4.2.5.6 Allcams.py (6/6) 

 

 

The “VideoWorker” class handles video processing tasks asynchronously. The class is 

initialised with a video source, set with ‘set_video_source’ so the system can be flexible with 

the number of video sources it takes. The ‘work’ method opens the video source using 

OpenCV, captures frames, and emits the ‘frame_ready’ signal for each frame. When a video 

frame is ready for further processing, the ‘frame_ready’ signal is emitted. If the video source 

fails to open, it prints an error message. Video processing is facilitated in a multi-threaded or 

event-driven application so that frames are processed as they become available. 

The same face recognition processing steps occur here as in Dashboardui.py but is replicated 

as many times as there are video feeds. As the faces detected in the video feeds are recognised 

and matched against the database, the person’s basic details like name and status, along with 

the current datetime and location is appended into a list and colour-coded according to their 

status so that the user can be alert to the statuses.  

Each item appended in the list is clickable. When an item is clicked, it matches the index in 

Firebase and opens the personInfo.py dialog with the information of the indexed person in 

detail. The information is updated in real-time. 
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4.2.6 Reports.py 

 
Figure 4.2.6.1 Reports.py (1/6) 



Bachelor of Information Systems (Honours) Business Information Systems   

Faculty of Information and Communication Technology (Kampar Campus), UTAR 
    67 
 

 
Figure 4.2.6.2 Reports.py (2/6) 
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Figure 4.2.6.3 Reports.py (3/6) 
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Figure 4.2.6.4 Reports.py (4/6) 
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Figure 4.2.6.5 Reports.py (5/6) 
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Figure 4.2.6.6 Reports.py (6/6) 
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Reports.py mainly references from the “DetectLog” table in Firebase. The ‘ReportHandler’ 

class handles the background processes of retrieving and processing the data from Firebase 

while the ‘ReportsDialog’ class defines the actions that can be taken by the user. A form with 

fields like “from date”, “to date”, “from time”, “to time”, and so on has its inputs passed to the 

handler class for processing when the “okay” button is clicked.  

All instances of the relevant data are first retrieved from the database and displayed in the table. 

The data is then filtered to only included unique detections so that a person is only counted 

once if they were already detected on that day. They are counted separately based on their 

status and location for ease of analysis. The unique counts are then used to plot a stacked 

clustered bar graph with the relevant label. The unique counts are also used to generate a basic 

summary of reports.  

When the “print” button is clicked, the table is generated into a CSV file and saved to local 

storage for further analysis. The “reset” button clears all form inputs to the default and clears 

the table and graph.
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Chapter 5 

 

System Implementation 
 

 

5.1 Hardware Setup 

 

The hardware used for the development of this project is an Asus laptop and an android 

mobile phone. The computer was used in system design, development, data analysis, 

implementation, and testing for this project. An android mobile phone acted as an 

alternative camera device to substitute for a CCTV camera when testing the module for 

multiple cameras. 

 

Description Specifications 

Model Asus A510U series 

Processor Intel Core i5-8250U 

Operating System Windows 10 

Graphic NVIDIA GeForce MX130  

Memory 7.88GB RAM 

Storage 446GB SSD 

Table 3.1 Specifications of laptop 

 

Description Specifications 

Model Huawei Mate 10 Pro (BLA-L29) 

Processor HiSilicon Kirin 970 

Operating System Android 10.0.0 

Memory 6.0GB RAM 

Storage 128GB 

Table 3.2 Specifications of android mobile phone 
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5.2 Software Setup 

5.2.1 Software, Modules and Libraries 

The Integrated Development Environment (IDE) utilized during the creation of this 

project is PyCharm Community Edition, version 2022.3.2. The project's programming 

language of choice for developing the facial recognition engine and surveillance system 

is Python, specifically version 3.9.1. QTDesigner version 5.9.7 was also used in the 

development of the security system with designing the user interface. It is a graphical 

user interface designer for Qt applications, which is suitable for Python programming. 

 

The interpreters and libraries below were installed to develop and run the facial 

recognition engine and the surveillance system: 

i. DLib – version 19.24.2 

Dlib, developed by Davis King, is a versatile C++ software library with cross-

platform capabilities. It finds application in various domains, including 

graphical user interfaces, machine learning, image processing, numerical 

optimization, and more. To integrate the dlib library into a PyCharm project, the 

following command was employed for installation: pip install dlib. This 

command allows for the straightforward inclusion of the dlib library within the 

PyCharm development environment, enabling developers to harness its 

capabilities for their projects. 

 

ii. Face-Recognition – version 1.3.0 

Author Adam Geitgey utilized dlib's deep learning algorithm to develop the 

face-recognition library, which boasts an impressive accuracy rate of 99.38% 

for detecting and identifying faces. To incorporate the face-recognition library 

into a project, the following command was employed for installation: pip 

install face-recognition. This straightforward command enables 

developers to readily integrate the face-recognition library into their projects, 

harnessing its high-accuracy facial detection and identification capabilities. 

 

iii. NumPy – version 1.25.2  

NumPy, developed by Travis E. Oliphant et al., is a powerful library that 

provides support for multidimensional arrays and matrices, along with a wide 
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range of complex mathematical functions. In this project, NumPy is imported 

to facilitate tasks related to machine learning, mathematical computation, and 

data analysis. Its capabilities enable developers to efficiently work with 

numerical data, perform various mathematical operations, and conduct data 

analysis tasks within the project.  

 

iv. OpenCV-python – version 4.8.0.76 

Originally created by Intel, opencv-python is a library primarily employed for 

real-time computer vision applications. In this project, its primary role is to 

execute tasks related to image and video processing, with a particular emphasis 

on tasks such as face recognition and tracking. To integrate this library into the 

project, the following command was utilized for installation:  

pip install opencv-python. This command ensures the incorporation of 

opencv-python into the project, enabling it to handle image and video 

processing tasks, particularly those related to face recognition and tracking. 

 

v. PySide2 – version 5.15.2.1 

PySide2 facilitates Python bindings for the QT cross-platform application and 

user interface framework. In other words, PySide2 was used to convert UI files 

created in QTDesigner into Python files that can be programmed and include 

defined functions. This was done by running PySide2-uic main.ui -o 

main.py in the terminal. 

 

vi. Matplotlib – version 3.7.2 

Created by John D. Hunter and Michael Droettboom, matplotlib is a Python 

plotting package that can aid in creating static, animated, or interactive data 

visualizations in Python. This library was used in the creation of analytical 

reports in the system. 

 

vii. Firebase-Admin – version 6.2.0 

As this project utilized the cloud storage created by Google’s Firebase, this 

packaged was installed so that the program can retrieve, read, and write data 

into the cloud storage. 
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5.3 Settings and Configuration  

 

To launch the system on the computer, the “Run” button on PyCharm IDE is clicked on the 

main.py file. As a substitute for IP CCTV cameras, a mobile app called iVCam Webcam 

version 7.0.8, developed by e2eSoft, was installed onto the android mobile phone from Google 

Play Store. For the external camera on the android phone, the device must allow the system to 

transfer files and enable USB debugging if it is connected through a USB cable. Otherwise, the 

system can also detect iVCam Webcam devices on the same Wi-Fi network and connect with 

IP addresses.  

The system also uses Firebase’s Realtime Database and Firebase’s Storage Bucket to store 

people’s information, images, and the detected faces logs. Since this development only uses 

the free version of Firebase, the real time databases will be available until 31st December 2025 

as configured. The reference URL to the Firebase is shown below. 

 

Firebase Realtime Database: 

https://security-surveillance-b3ea5-default-rtdb.asia-southeast1.firebasedatabase.app/ 

 

Firebase Storage Bucket folder path: 

gs://security-surveillance-b3ea5.appspot.com 

 

 
Figure 5.3 Rules configuration of Firebase’s Realtime Database expiring on  

31st December 2025   



Bachelor of Information Systems (Honours) Business Information Systems   

Faculty of Information and Communication Technology (Kampar Campus), UTAR 
    77 
 

5.4 System Operation  

 

 
Figure 5.4.1 Login Screen 

 

When the system is first launched, the user is prompted to log in with username and password. 

The current date and time are displayed on the screen, which is to keep logs of who uses the 

system at what time. There is no option of registering for an account because this is a system 

with restricted access and the main administrator will create the login credentials for the users.  
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Figure 5.4.2 Login Unsuccessful 

Figure 5.4.3 Login Successful 

The figures above show the different messages that will be displayed if the login credentials 

are incorrect or correct. If the credentials are incorrect, a warning message will be displayed 
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and the user will be prompted to try again. If the user is successful, the user will be logged into 

the main dashboard of the system.  

Figure 5.4.4 Main Dashboard Screen 

The main dashboard can be divided into quarters of the screen. The top left quarter of the screen 

has the identity of the user logged in and the current date time. There are also two buttons, 

which are “Check Cameras” and “Database of People”.  Another button on the bottom right 

corner of the screen, “Check Out Reports” leads to the report generation function. 

The first camera feed is displayed on the dashboard and face recognition starts here. A green 

rectangle frames any face that is detected and includes the name of the person. The bottom left 

of the screen is a list that is constantly being updated with every new face being detected in the 

camera feed. The list includes the date and time that the face is detected, the location (or camera 

source) that is it from, the name of the person, and their status. This is for the user’s quick view 

so they can see if there are any persons of interest that were detected. 
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Figure 5.4.5 All Cameras Surveillance with “Caution” Status Detected

Figure 5.4.6 All Cameras Surveillance with Faces Detected in Different Locations 

The figures above show the screens with all the surveillance cameras connected to the system. 

Each video feed is labelled with the camera source it is from, i.e., “Cam 1” or “Cam 2”. Every 

time a face is detected and recognised, it is appended to the list of people detected on the right 
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side of the screen with the date, time and location. If a face is detected from Cam 1, the location 

will be Cam 1, and vice versa for Cam 2. This would make tracing easier. For example, 

following the figures shown, “Tan Su Hua” is detected in Cam 1, thus her location is labelled 

as “Cam 1” in the appended list, and the same goes for “Tea Kaz” with Cam 2. 

When a person with any special status like “Missing” or “Caution” is detected, their entry is 

labelled according to a specific colour. Red is for “Caution” for people with suspicious or 

dangerous criminal histories like robbery, homicide, terrorism and so on. Green is for people 

who are labelled as missing to help the administrator notice if any missing persons are detected.  

If the user wishes to investigate more on a detected person, they can click on their entry in the 

appended list on the right and a dialog with the full details of the person will be displayed. 

Figure 5.4.7 View More Information on a Detected Person 

The figure above shows an example of a person’s information being displayed when clicked 

on from the list on the right. The user is able to look at their information like their criminal 

history, and the historical logs of when they were detected. This helps the user to determine 

what actions should be taken further, if any. 
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Figure 5.4.8 Emergency Contacts 

If the user determines that any action should be taken, perhaps a medical emergency is needed 

or a missing person was found on camera, the user can click on the button on the top right of 

the screen labelled “Emergency Services”. A dialog showing all the necessary contact 

information will be displayed as shown in the figure above. The administrator can choose to 

contact their immediate supervisors if they are unsure of what actions to take, or they can 

immediately contact local emergency services like police, medical, and fire rescue services. 

These numbers will follow the nearest emergency services according to the organisation using 

this system. 
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Figure 5.4.9 Database of People Screen 

From the main dashboard, the user will be directed to the screen shown in the figure above if 

they click on the button “Database of People”. The user can view all of the people that are 

recorded in Firebase database here. People who are recorded but do not have any history being 

detected will also be shown as such in the figure above, as seen by the person “Moh Ridwan” 

who has not been detected by the system.  
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Figure 5.4.10 Search by Name

Figure 5.4.11 Search by Status 

The figures above show how the user can use the search bar to search for any specific person 

or category just by typing. If the user wishes to only see people with the status “Caution”, 
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typing it into the search bar immediately filters through the database and only shows people 

with the wanted status.  

This can be done for any of the data fields as well. If the user wants to find people only from 

Malaysia, for example, the user can also type “Malaysia” in the search bar, and it will 

immediately filter out non-Malaysians and only display Malaysians. 
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Figure 5.4.12 Sort Database by Date Detected

Figure 5.4.13 Sort Database by Name 

The figures above show how the user can also sort te display of the database by date detected 

from the latest one detected and sort names by alphabetical order.  
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Figure 5.4.14 Detailed Information on a Specific Person 

The figure above shows an example of when a user clicks onto any person’s row of information. 

A dialog with detailed information will be displayed, including all historical logs of when they 

were detected. When the user clicks “Cancel”, the user will exit this detailed view without 

making any changes to the person’s information. 
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Figure 5.4.15 A person’s information before making changes 

Figure 5.4.16 The person’s information after making changes 



Bachelor of Information Systems (Honours) Business Information Systems   

Faculty of Information and Communication Technology (Kampar Campus), UTAR 
    89 
 

Figure 5.4.17 Changes made are saved 

The figures above show an example of if the user makes changes to update any person’s 

information. In this case, “Tea Kaz” has a new criminal history of homicide, and the status is 

now changed from “Clear” to “Caution”. Once the new information is updated and the “OK” 

button is clicked, the information is successfully updated and will be displayed in real time in 

the database. 
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Figure 5.4.18 Reports Generation Screen 

From the main dashboard, the user will be redirect to the screen shown in the figure above if 

they clicked on “Check Out Reports” button. The top left is a form for the user to input what 

the data ranges that they wish to generate reports from. The default view input is the current 

date time with all locations and statuses. The reset button will clear all inputs and change all 

data to the default. 
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Figure 5.4.19 Example of a report (1/2) 

Figure 5.4.20 Example of a report (2/2) 

The figures above show two examples of reports that can be generated based on the input. 

Based on the data input by the user, the table on the left will display all instances of detected 



Bachelor of Information Systems (Honours) Business Information Systems   

Faculty of Information and Communication Technology (Kampar Campus), UTAR 
    92 
 

people from the database. A stacked clustered bar graph will be displayed on the top right based 

on the data in the table. Each cluster is for a date and colours are separated by status. A summary 

of the report is also shown on the bottom right under “Detection Report” to show the numbers 

of people detected on different dates.  

 

 

 

 

Figure 5.4.21 Saving a report to CSV File 
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Figure 5.4.22 Example of saved CSV File 

If the user clicks on the “Print” button on the bottom right of the screen, the report will be saved 

as a CSV file of all instances of detected people according to the input data. This CSV file will 

be saved to local storage so that it can be used for further analysis. 
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Chapter 6 

 

System Evaluation and Discussion 
 

 

6.1 System Evaluation Survey Results 

 

After inviting 20 random students in UTAR to test out the system, they filled out a feedback 

survey form. The responses are as detailed. 

Figure 6.1.1 Respondents’ familiarity with Security Surveillance Systems 

 

The first question is to understand the respondents’ familiarity with any form of security 

surveillance systems. A majority of the respondents are familiar with security surveillance 

systems as seen above, with only two respondents who have never interacted with any security 

surveillance application. 
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Figure 6.1.2 Reasons for Using Security Surveillance Systems 

Most respondents used such systems for monitoring, followed by access control. Only one 

respondent used such systems for incident response. This may be because most respondents 

have basic home security surveillance systems and use them for monitoring the safety of their 

homes and families, and access control to entrances into their homes, rather than for any official 

incident responses. 

Figure 6.1.3 Comfort of respondents using face recognition technology 

Most of the respondents are somewhat comfortable with using face recognition technology. 

This may be due to the prevalence of such technology in everyday usage, even in just unlocking 

mobile phones. Only one respondent was somewhat uncomfortable with the technology. 
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Figure 6.1.4 How important respondents think face recognition technology is in security 

surveillance systems 

Most respondents believe that face recognition technology is very important for security 

surveillance systems. This shows that there is a demand for such an innovation. 

Figure 6.1.5 Ease and Intuitiveness of Navigation 

Most respondents found that the developed system is very easy to understand and could easily 

navigate the system upon first usage. This means that the system does not have any 

overcomplicated design and is suitable for any user to use. 
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Figure 6.1.6 Rating of User Interface 

Most of the users were satisfied with the UI design of the system, although many are neutral 

and there are also two respondents who are not satisfied with the UI. This means that there is 

room for improvement for the UI of the system.  

Figure 6.1.7 Overall Satisfaction While Using System 

Most of the users were satisfied while using the system, which shows a positive review of the 

developed system, although there are still much room for improvement as can be seen by the 

five respondents who felt neutral while using the system. 
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Figure 6.1.8 Valuable or Useful System Features 

As shown in the figure 6.1.8, fifteen respondents chose ease of navigation, thirteen chose 

accuracy of facial recognition, twelve chose clear presentation of information, eleven chose 

generated reports and analysis, nine chose categorisation of people based on status, eight chose 

access to emergency services, six chose extensive and thorough information and functions, and 

only three chose visual aesthetics and design. This shows that the system’s strengths lie in its 

ease of navigation, accuracy of facial recognition, and clear presentation of information, while 

it is weak in visual aesthetics and providing extensive functionality. 
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Figure 6.1.9 Value of categorising people based on status 

Most respondents find that the categorisation and display of people based on their status is 

helpful in maintaining security. This may be because it is easier to keep track and monitor 

safety when the system has an automatic colour filter to show different degrees of 

categorisation of people. 

Figure 6.1.10 Suggestions to Improve Categorisation and Display of People 

After omitting the blank response, 4 respondents provided replies to the question to whether 

there are any suggestions to improving or changing the method of categorising people based 



Bachelor of Information Systems (Honours) Business Information Systems   

Faculty of Information and Communication Technology (Kampar Campus), UTAR 
    100 
 

on their status. Two of the suggestions were to improve UI design, which is irrelevant to the 

question, but will be kept for general suggestions for the system. Two of the remaining 

responses questioned how people would be categorised and cited the possibility of 

discrimination. These are ethical concerns that must be seriously considered. A list of relevant 

crimes and their danger levels would have to be drawn up and followed to avoid any gender or 

racial discrimination.  

 

Figure 6.1.11 Accuracy of Face Recognition 

The majority of respondents found that the face recognition was accurate, and this would be 

due to the usage of the CNN-model. As this project was delivered for testing using the default 

webcam of the laptop it was developed on and an Android mobile camera, it can be assumed 

that the accuracy of the face recognition will be higher when it uses actual high-definition 

CCTV cameras. 
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Figure 6.1.12 Speed and Responsiveness of System 

Most of the respondents are satisfied with the speed and responsiveness of the system when 

processing face recognition data. However, one respondent is slightly unsatisfied. This may be 

due to the slow CPU power of the laptop that the system is deployed on when provided to 

respondents for testing.  

Figure 6.1.13 Value of Generated Reports and Analysis 

Most respondents are satisfied with the value of the generated reports and analysis. There may 

still be room for improvement and expansion of generated reports. 
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Figure 6.1.14 Suggestions for Other Reports 

After omitting the blank response, there are three suggestions for other reports that the system 

can generate that users would be interested to have. A respondent suggested having a report of 

phone numbers, although the context is unclear as to what they mean. Another respondent 

suggested having a report of administrators that access the system, which can be useful for 

internal analysis. Finally, another respondent also suggested having a report of the number of 

people detected during different times of day, which can be useful for high traffic public 

locations like shopping malls and train stations.  

Figure 6.1.15 Suggestions for Other Features or Improvements 

An open-ended question was also provided to respondents for any comments they have with 

the system or recommendations. After including the comments of improving the UI design 

from Question 10, there are four general suggestions of improvement for the system. 

Respondents suggested being able to capture the image of an unknown or unrecorded person 

from the video feed and saving their identity. This would be immensely useful and requires 

further exploration.  
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Figure 6.1.16 Likely Recommendation to Others 

Most of the respondents are highly likely to recommend this security surveillance system to 

others. However, one respondent was unlikely to. This means that the system still has room for 

improvement, and will take suggestions into consideration to improve, such as UI design and 

adding more features.   
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6.2 Testing Setup and Results 

 

 

6.2.1 Unit Test 1 – Login 

 

Objective: Ensure only authorised user logs into system. 

 

Input Expected Output Actual Output 

User login using authorised 

username and password. 

 

User successfully logs into 

the system. 

User successfully logs into 

the system. 

User login using 

unauthorised username or 

password. 

 

User is shown a warning 

message and is unable to log 

into the system. 

User is shown a warning 

message and is unable to log 

into the system. 

User login with no input. User is shown a warning 

message and is unable to log 

into the system. 

 

User is unable to log into the 

system. 

Table 6.2.1 Unit Test 1 – Login 

 

 

 

6.2.2 Unit Test 2 – Dashboard 

 

Objective: Ensure that user can interact with functionalities. 

 

Input Expected Output Actual Output 

Click “Check Cameras” 

button 

User is redirected to dialog 

with all camera feeds. 

A dialog with all camera 

feeds is opened.  

 

Video feed in Dashboard 

dialog is paused when 

camera source is used by 

new dialog showing all 

camera feeds.  

 

Click “Database of People” 

button 

User is redirected to dialog 

with people database.  

 

A new dialog with people 

database is opened. 

Click “Check Out Reports” 

button 

User is redirected to dialog 

to generate reports. 

 

A new dialog to generate 

reports is opened. 

Table 6.2.2 Unit Test 2 – Dashboard 
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6.2.3 Unit Test 3 – Viewing All Camera Feeds 

 

Objective: Ensure that user can interact with all functionalities while monitoring video feeds. 

 

Input Expected Output Actual Output 

Click on any detected person 

in the people detected list. 

User views detailed 

information of the person 

they clicked on. 

A dialog with detailed 

information of the person is 

opened. 

 

Click “Emergency Services” 

button 

User directly contacts 

nearest emergency services. 

 

A dialog showing different 

emergency contact 

information is opened. 

 

Click “Close” button in 

Emergency Services dialog 

The emergency contacts 

dialog is closed. 

 

The emergency contacts 

dialog is closed. 

 

Click “Back to Dashboard” 

button 

 

User is redirected back to 

dashboard. 

All cameras dialog is closed. 

Make any changes to a 

person’s information when 

clicked “Ok”. 

 

Changes saved successfully. Changes saved successfully. 

Table 6.2.3 Unit Test 3 – Viewing All Camera Feeds 
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6.2.4 Unit Test 4 – Viewing Database of People 

 

Objective: Ensure that user can interact with all functionalities while viewing database of 

people. 

 

Input Expected Output Actual Output 

Click into any row in the 

table. 

The correct person’s full 

information is displayed. 

A dialog displaying the 

person’s full information is 

opened and displayed.  

 

Make changes to 

information and clicked 

“Ok” button. 

The new data is saved 

successfully. 

A message box saying the 

data is saved successfully 

appears.  

 

The data is successfully 

updated in Firebase and 

displayed on the system.  

 

Click “Cancel” after making 

any changes to information. 

 

Changes are not saved. 

 

Person’s detailed 

information dialog is closed. 

Changes are not saved. 

 

Person’s detailed 

information dialog is closed. 

Type anything into the 

search bar. 

Table automatically filters 

and displays rows that have 

the keyword typed in the 

search bar.  

 

Table automatically filters 

and displays rows that have 

the keyword typed in the 

search bar.  

 

Click “Sort by Date 

Detected” radio button. 

Table automatically sorts 

itself by the date detected 

from oldest to latest.  

 

Table automatically sorts 

itself by the date detected 

from oldest to latest.  

 

Click “Sort by Name” radio 

button. 

Table automatically sorts 

itself alphabetically by name 

of person.  

 

Table automatically sorts 

itself alphabetically by name 

of person.  

 

Click “No Sorting” radio 

button. 

Table resets all sorting to 

default display following 

Firebase.  

 

Table resets all sorting to 

default display following 

Firebase.  

 

Table 6.2.4 Unit Test 4 – Viewing Database of People 
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6.2.5 Unit Test 5 – Generating Reports 

 

Objective: Ensure that user can interact with all functionalities while generating reports. 

 

Input Expected Output Actual Output 

Click “Ok” after input data 

fields in form. 

Graph is generated. Graph is generated. 

 

Summary of graph is 

displayed. 

 

Table of all instances based 

on data range input is 

displayed.  

 

Click “Reset” button. All fields in form are 

emptied. 

 

Table, graph, and summary 

of graph is cleared. 

All fields in form are reset to 

default inputs. 

 

Table, graph, and summary 

of graph is cleared. 

 

Click “Print” button. Save data output into CSV 

file. 

 

Data output is saved into 

CSV file in local storage. 

Click “Back to Dashboard” 

button. 

User is redirected back to 

dashboard. 

 

Reports dialog is closed. 

Table 6.2.5 Unit Test 5 – Generating Reports 
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6.3 Implementation Issues and Project Challenges 

 

Numerous challenges were faced during the development of this project. With the various 

options available, it was a struggle to find which algorithms would work best in the system 

with the computing resources on hand. Certain algorithms were better in terms of accuracy and 

speed, but the laptop used in the development of this project could not support their heavy 

resource consumption, especially of RAM.  

Testing of the system may also not be fully accurate as testing was not done with actual CCTV 

cameras, or with cameras placed in high location where these cameras would usually be placed. 

The testing was often done with faces closer to the camera, so the results may be skewed to 

have more positive results. Testing was also mostly done on the developers’ own face without 

testing on hundreds of faces at any one time. The greatest number of faces on frame was only 

five, thus the system could not be tested on how much it could handle face recognition 

processing. 

During the initial stages of the project, there were plans to make the system a web application 

by using Django or other similar web-service that support web applications. However, there 

were too many challenges in understanding how to utilise these services while juggling the 

development of the system. This was exchanged for creating a computer application instead. 

This may not be preferable since web applications are more flexible for actual deployment.   
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6.4 Objectives Evaluation 

From the survey results that were collected, 75% of respondents feel that the face recognition 

system is accurate, with 30% of them feeling that it is extremely accurate. The CNN model 

used also has a high accuracy rate. With high accuracy of face recognition, it would be more 

efficient and effective at detecting people in a blacklist or whitelist in a location, especially 

among crowds.  

Having a security system that is equipped with facial recognition is also without a doubt more 

beneficial than not at maintaining security access, especially in locations that necessitate access 

control like government buildings and concert halls.   

To reiterate, the project objectives are: 

• Enhance security measures for accessing sensitive facilities and venues through the 

implementation of facial biometric recognition technology. 

• Leverage a facial recognition system to identify suspects efficiently and accurately 

within densely populated areas. 

• Use facial recognition technology to identify potentially dangerous persons and missing 

individuals who may not be publicly recognised, thereby alerting authorities to potential 

threats. 

These objectives were mostly met by the system developed. Although there were difficulties 

in pushing the test limits for the second objectives due to project challenges, the project can be 

further explored to include additional equipment which can expand the scope of the project.
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Chapter 7 

 

Conclusion and Recommendations 

 
 

7.1 Conclusion 

 

This project involves developing a computer application system designed for security 

surveillance. It incorporates facial recognition algorithms to swiftly and accurately identify 

dangerous individuals and missing persons in public areas, ensuring crowd safety and security. 

While CCTV surveillance is prevalent today, traditional systems primarily serve as historical 

records of incidents, where recordings are referred when an unwanted situation has already 

occurred. In contrast, this project aims to proactively prevent crimes and incidents by detecting 

and recognising potential threats within crowds. Unlike existing surveillance solutions which 

are typically complex and costly, like Avigilon and FaceMe, the system developed in this 

project enables straightforward monitoring of individuals entering premises, flexible camera 

management, and prompt contact with emergency services upon identifying dangerous 

individuals. The system offers accessibility and scalability to various organisation and 

establishments, ensuring safety and peace in as many locations as possible.  

The main face recognition algorithm used in this project is Convolutional Neural Network 

(CNN) with Dlib and added Cascade Classifier after researching the many algorithms available. 

This Python programme is able to accurately recognise people that it has records of in its 

database. This system uses Firebase’s Realtime Database and Storage Bucket for efficient real-

time storage and data retrieval. The system is also able to generate reports with the data it 

collected for analytics purposes.  

Development was challenging, especially due to the lack of resources in terms of devices. 

There would have to be more testing to push the limits of the system by attaching more camera 

sources and from multiple angles, while having the computing power to process the numerous 

video feeds and face recognition. In conclusion, although system testers responded that they 

were overall satisfied with the application, there is still much room for improvement and 

exploration of more functionalities.   
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7.2 Recommendations 

 

Following the suggestions from survey respondents, the system’s UI design has much room 

for improvement. Design choices like colour schemes can be considered, especially for security 

personnel who may be tasked with monitoring the digital screens so having darker colours like 

dark blue or dark grey would be suitable. Since UI design was not at the forefront of the 

planning due to the focus of developing the functionalities of the system, future working on 

this project can have this aspect as a priority. 

More functionalities can also be added. As a respondent had suggested, an extremely useful 

function to have is to be able to save the image of an unknown person detected so that 

identification can be done. This would be an answer to questions raised of detecting unknown 

persons that may be suspicious. In addition to this, the project should also explore recording 

all video footage and storing it in a cloud server perhaps temporarily for six months. This would 

be useful for reference if any situations arise.  

Other than that, the project can also explore having more reports that can be generated, as 

suggested by survey respondents. Reports like checking the logs of all administrators and 

traffic during different hours of the days would be useful for various executive decision-

making.
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APPENDICES 
SURVEY FEEDBACK 
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4. SELF EVALUATION OF THE PROGRESS 

 

- More effort is needed to understand development 

 

 

 

 

 

 

                                                                                                     
    

 _________________________      _________________________ 

 Supervisor’s signature              Student’s signature 

 

  



Bachelor of Information Systems (Honours) Business Information Systems   

Faculty of Information and Communication Technology (Kampar Campus), UTAR 
    121 
 

FINAL YEAR PROJECT WEEKLY REPORT 
(Project II) 

 

Trimester, Year: 3, 3 Study week no.: 6 

Student Name & ID: Tia-Kaztenie Giam Hui Zhi 20ACB05262 

Supervisor: Mr Su Lee Seng 

Project Title: Facial Recognition System for Crowd Security 

 

 

1. WORK DONE 
[Please write the details of the work done in the last fortnight.] 

 

- Connect to Firebase Realtime Database 

- Continue development of system 

 
 

2. WORK TO BE DONE 

 

- Continue develop system features. 

- Connect more than one camera. 
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2. WORK TO BE DONE 

 

- Figure out lag and Firebase issues 

 

 

3. PROBLEMS ENCOUNTERED 

 

- Lag issues 

- Firebase issues 
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- Need better understanding and practice for coding. 
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- Many bugs in system 

 

 

4. SELF EVALUATION OF THE PROGRESS 

 

- More effort is needed to be on schedule. 
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