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ABSTRACT 

Bitcoin price prediction is the act of forecasting future value of Bitcoin. A successful 

prediction of Bitcoin future value will maximize investor’s gains. Over the past few 

years, Bitcoin has been a topic of many, from investors to researchers, even ordinary 

citizens. Bitcoin is the first, largest and most valuable cryptocurrency till today. 

However, Bitcoin’s nature is very volatile and highly fluctuate which makes investing 

in Bitcoin feels like gambling to investors. It is very risky to invest in it as its price go 

up and down a lot within 1 day interval. Numerous studies have conducted on Bitcoin 

price prediction using traditional time series forecasting algorithms. In recent years, 

researchers have started using deep learning models to predict Bitcoin price as well. 

This study proposes three types of machine learning algorithms (LSTM, GRU, and 

Prophet) with two types of architectural configurations (Sequence-to-Sequence and 

Sequence-to-One) to predict Bitcoin’s closing price based on 1 year of Bitcoin 

historical data, (2, April 2022 to 2, April 2023). The data is split into 335 days for 

training set and 30 days for testing set. Three experiment was conducted (Sequence-to-

Sequence Walk Forward, Sequence-to-One Walk Forward, and Sequence-to-One 

Rolling Origin). The performance of the proposed models is evaluated using Bitcoin 

price from 3, March, 2023 to 1, April 2023. The results on the models using various 

evaluation metrics such as RMSE, MAPE and MAE show that LSTM is the optimal 

model compared to GRU and Prophet. GRU is a second close. However, Prophet 

struggles to predict fluctuations and curvature in this highly unstable Bitcoin price 

prediction task. Having lower error metrics does not imply that the model is good. 
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CHAPTER 1 

In this chapter, the introduction, motivation, problem statement, research objectives and 

project scope of the thesis are presented. The contribution to the field and the outline 

of the thesis is to determine the optimal Bitcoin price prediction model among the three 

proposed models, namely LSTM, GRU and Prophet along with the implementation of 

various architectural configurations and hyperparameter tuning. 

 

1.1 Introduction 

Bitcoin is the world’s first decentralized digital crypto currency that one can 

buy, sell and exchange directly without the intervention of central authorities such as 

banks, or government. Satoshi Nakamoto, a group of anonymous developers introduced 

cryptocurrency in 2009. Fiat currencies are issued and regulated by governments or 

central authorities. Cryptocurrencies, on the other hand, are decentralized, and powered 

by a technology called blockchain. It is not owned by anyone. All bitcoin transactions 

are public, traceable, and immutable. When a user sends a payment, the transaction - a 

digitally signed message using cryptography is sent to all nodes in the Bitcoin network 

for verification. A group of participants know as miners, verify, and timestamp the 

transactions into a shared and distributed database, the blockchain. The miners are then 

rewarded freshly mined bitcoins for contributing their computing resources in 

validating the transactions. Bitcoin can be obtained by mining or trading, for example 

exchanging for products, services, or other currencies. 

 

1.2 Motivation 

Nowadays, cryptocurrencies are becoming a global phenomenon that attracts a 

significant number of investors worldwide. There are more than 6,000 different types 

of cryptocurrencies. Being the most popular, most valuable, and highest market 

capitalization, combined with its decentralized and immutable properties, Bitcoin 

shows a promising future. As of August 2022, the number of Bitcoin wallet users on 

Blockchain.com have reached 84 million users. That is approximately 43 million users 

more than in 2019 (a 93% increase). According to BUY BITCOIN WORLDWIDE, 65% 
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of cryptocurrency users are Bitcoin owners. Bitcoin has received a lot of attention due 

to its steep increased in value, from 2020 quarter 3 to 2021 quarter 1. Its value in 

November 2021 exceeded over 65,000 USD (approximately 291,000 MYR) and 

gradually falling as shown in figure 1.2.  

 

Figure 1.1: Number of Bitcoin wallet users on Blockchain.com 

 

Figure 1.2: Bitcoin Price (Google Finance) 
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1.3 Problem Statement 

The popularity of Bitcoin is growing rapidly, and Bitcoin is becoming a major money 

maker and an alternative to stock market because of its high availability and easy 

investment platforms. The community is using bitcoin for investment and trading. 

Investors are highly interested in knowing the future situation of Bitcoin to make profit. 

Despite being the major crypto currency, it is very risky to invest in Bitcoin because of 

Bitcoin’s highly volatile nature and fluctuations. (Fluctuation refers to a situation in 

which prices go up and down.) This caught the attention of many machine learning 

researchers and data scientists. Past studies have used traditional time series algorithms 

and deep learning algorithms such as ARIMA, LSTM and GRU to forecast Bitcoin 

price.  

 

1.4 Project Scope 

The thesis aims to investigate and develop a researched-based Bitcoin closing price 

prediction model using LSTM, GRU, and Facebook Prophet along with the 

implementation of various architectural configurations and evaluation methods. The 

scope includes data collection, data preprocessing, building model, hyperparameter 

tuning, evaluation, comparison and visualization of model predictions and actual 

Bitcoin price. Past closing price of Bitcoin is used as input for training the Bitcoin 

prediction models. External factors such as politics, economy, and news will not be 

considered. 

 

1.5 Research Objectives 

The research objectives involve evaluating and assessing the performance of LSTM, 

GRU and Prophet models of various architectural configurations and evaluation 

methods in Bitcoin price forecasting using evaluation metrics like RMSE, MAE, and 

MAPE. Additionally, the research aims to optimize the hyperparameters of each 

algorithm to improve prediction accuracy. The goal is to determine the optimal models 

among the three proposed algorithms. 
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1.6 Significance, Contribution and Novelty 

Past studies mostly used traditional time forecasting and deep learning algorithms. In 

contrast, this study introduces an additional algorithm, Prophet and conducts a 

comparative analysis with LSTM and GRU. Furthermore, this study employs two 

different architectures of LSTM and GRU (Sequence-to-Sequence, and Sequence-to-

One) and implements a sliding window approach for making predictions with Prophet. 

This provides insights into the strengths and weaknesses of each approach. Researchers 

and developers will have a broader range of options to choose for predicting Bitcoin 

price. 
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CHAPTER 2 

Literature Review 

Various machine learning models can be used to predict the price of Bitcoin. Time 

series models are widely used in time-based predictions based on historical data such 

as stock price prediction, weather forecasting, earthquake prediction and pattern 

recognition. The most used time series models are AR, MA, and ARIMA. Deep 

learning algorithms like RNN, GRU and LSTM has also received a lot of attention in 

recent years. 

 Amin Azari [1] applied ARIMA in forecasting Bitcoin’s future values based on 

a 3 year long past dataset. His study reveals that the model is efficient for short term 

prediction, for example, 1 day. However, the model has large prediction errors for long 

term prediction. The study shows ARIMA is unable to predict sharp fluctuations. I. M 

Wirawan et al. [2] study also build an ARIMA Bitcoin price prediction model based on 

data from 2013 to 2019. They perform hyperparameter tuning on the model and found 

out ARIMA (4,1,4) has the performance with the smallest MAPE value, 0.87 for the 

first day prediction and 5.98 for the seventh day prediction. They stated ARIMA model 

is better for short term predictions.  

In Shaily Roy et al. - “Bitcoin Price Forecasting Using Time Series Analysis” 

[3]. These researchers focused on creating a consistent time series to predict Bitcoin’s 

closing price for the next 10 consecutive days by applying different time series analysis 

models, namely ARIMA, AR, and MA. They compared the accuracy and found that 

ARIMA gives the most accurate predictions. MA model has the lowest accuracy among 

all 3 models. However, their research is not based on live data but 4 years of bitcoin 

closing price dataset from July 2013 to August 2017 from coindesk.   

Anshul et al. [4] applied Long Short-Term Memory (LSTM) to develop a 

predictive model to forecast Bitcoin price and compare the performance with existing 

ARIMA model of Irfan Ahmed Mohammed Saleem and Dr. S. Jaisankar (2018). Their 

study only focused on the closing price of Bitcoin dataset from Bitfinex Exchange from 

April 28, 2013, to February 2018. The data was normalized using MinMaxScaler 

package and then split into 67% for training set and 33% for testing set. In their study, 

LSTM model takes much longer time (61 millisecond) to compile because of its 
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complex calculations than ARIMA model (4 millisecond). The loss for LSTM model 

is also minimal, at the learning of 0.01. They stated the lower loss of LSTM combined 

with LSTM’s capability of recognizing longer-term dependencies make it a more 

suitable model for forecasting time series data of high fluctuations than ARIMA. They 

added, further study involving other machine learning models would confirm the result. 

Unfortunately, external factors such as economic, politics and news about Bitcoin were 

not considered and their prediction model only focused on the closing price of Bitcoin 

and is not based on live data but past data. Using live data would improve the 

performance and predictability of the model. 

  

Model Compilation Time (ms) 

LSTM 61 

ARIMA 4 

 Table 2.1 LSTM and ARIMA Compilation Time Comparison 

 

McNally et al. [5] proposed 3 prediction models on the return of investment 

using RNNs and LSTM and ARIMA models. The dataset used were from 19th, August 

2013 until 19th, July 2016 and split into 80% for training and 20% for test sets. Data 

standardization was chosen over normalization. RMSE is used to evaluate the accuracy 

of the model while precision represents how many positively classified predictions are 

relevant. Having precision of 100% does not mean good overall performance, but 

decent at identifying price direction change. Based on their study results, both RNN 

and LSTM models outperform ARIMA model. LSTM achieved the highest accuracy 

(52.78%) while RNN achieved the lowest RMSE (5.45%). ARIMA performs poorly in 

both accuracy and RMSE. The CPU used in their study was an Intel Core i7 2.6GHz 

and GPU used was an NVIDIA GeForce 940M 2GB. It was run on Ubuntu 14.04 LTS 

on an SSD. The models trained on GPU was faster than the CPU as shown in Figure 

2.1. Their study also found that LSTM takes longer to train model than RNN due to 

complex calculations and computations of LSTM. The limitation of their study is that 

the model is not implemented in real time settings, but past dataset. 
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Figure 2.1 Performance Comparison Between RNN and LSTM models 

(McNally) 

  

 Temesgen et al. [6] proposed 2 predictive algorithms using LSTM and GRU 

(Gated recurrent unit). The dataset was collected from Kaggle, from January 1, 2014, 

to February 20, 2018, normalized and split into 80% for training and 20% for testing 

set. Based on their study, LSTM (53ms) has higher compilation time than GRU (5ms). 

Their result shows that GRU has lesser MSE than LSTM. Based on their study, the 

RMSE and MAPE of GRU for 1 day and 3 days ahead is lower than that of LSTM. 

However, for 5, 7, 15 days ahead, LSTM has lower RMSE and MAPE. But overall, 

GRU model has better overall accuracy than LSTM model. Unfortunately, external 

factors such as economic, politics and news about Bitcoin were not considered in their 

paper. 

  

 

Model Compilation time (ms) 

LSTM 53 

GRU 5 

 Table 2.2 LSTM and GRU Compilation Time Comparison 
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Figure 2.2: Comparison of RMSE and MAPE values obtained using LSTM and 

GRU (Temesgen et al.) 

  

Karunya et al. [7] used a live dataset with open, high, low, and closing price of Bitcoin 

from quandl.com and applied decision tree and linear regression model to forecast the 

price of Bitcoin for the next consecutive 5 days. Their experimental result shows that 

linear regression model outperforms decision tree by high accuracy. In their study, the 

dataset is collected live and stored as .csv file which is split into 80% for training set 

and 20% for testing set. However, their prediction is too short, only 5 days.   

 Isil et al. [8] builds Prophet and ARIMA Bitcoin forecasting models in R based 

on past data from May 2016 until March 2018. 90 days is used as test set. Their result 

shows that Prophet outperforms ARIMA model which has lower RMSE, RMPSE, 

MAPE, MSE, and MAE values. 

 The past studies suggest that deep learning algorithms like LSTM, GRU and 

RNN indeed outperform the traditional machine learning algorithm like ARIMA, MA 

and AR. There is not much research about the Prophet performance. Therefore, this 

research paper aims to compare the Bitcoin price prediction performance of deep 

learning algorithms LSTM and GRU with Prophet. 
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CHAPTER 3 

Proposed Method/Approach 

This section provides an overview of the devices utilized and the algorithms employed 

for training the models. 

 

3.1 System Requirement 

3.1.1 Device 

The device utilized in this research project is a laptop with the following specifications. 

 

Description Specifications 

Model Acer Nitro 5 

Processor AMD Ryzen 7 3750h (4 cores 2.5GHz base) 

Operating System Windows 10 Home 

Graphics Processing Unit Nvidia GTX 1650m (4GB Vram) 

Memory 12GB  

Storage 500GB SDD 

Table 3.1 Device Specifications 

 

3.2 Machine Learning Algorithms 

3.2.1 LSTM 

Long short-term memory (LSTM) [9] is well known for time series forecasting. LSTM 

was introduced by Hochreiter and Schmidhuber (1997) and gained a lot of popularity 

in the past few years. It is designed to overcome long term dependency problem and is 

capable of remembering the historical patterns for long periods. 
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Figure 3.1: LSTM cell 

  

LSTM contains 3 gates: forget gate, input gate and output gate. Below shows how 

LSTM works: 

  

Step 1: Forget gate – decides which information to throw away from the current cell 

state. The information from the current input (xt) and previous hidden state (ht-1) is 

passed through a sigmoid function where 1 means pass through, and 0 means forget. 

 

Figure 3.2: LSTM Forget Gate 

  

Step 2: Input gate – decides which new information to add and store in the cell state. 

Them, the previous hidden state and current input are passed into the sigmoid function 

to decide which value will be updated, by transforming the values to [0,1]. 0 means not 

important while 1 means important. The same inputs are passed into tanh and squashed 

value to [-1, 1]. The sigmoid output and tanh output are multiplied. 



CHAPTER 3 

11 
Bachelor of Computer Science (Honours)  

Faculty of Information and Communication Technology (Kampar Campus), UTAR 
 

 

Figure 3.3: LSTM Input Gate 

  

Step3: Cell state is multiplied by forget gate output. Possible dropping value in the cell 

state if forget gate approaches 0. Take the output of input gate and update the cell state 

to new values. New cell state is formed. 

 

Figure 3.4: LSTM Cell State 

 

Step 4: Output gate – determines the value of the next hidden state. Current input and 

previous hidden state are passed into the sigmoid function. The newly formed cell state 

is passed into the tanh function. Finally, the tanh output multiplies the sigmoid output 

and the product is the next hidden state. 
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Figure 3.5: LSTM Output Gate 

  

3.2.2 GRU  

Gated recurrent unit (GRU) [10] is introduced by Kyunghnyun Cho in 2014. It is similar 

to LSTM with only 2 gates, forget gate and reset gate. Unlike LSTM, GRU does not 

have a cell state due to its simpler architecture.  

 

Figure 3.6 GRU cell 
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The reset gate is responsible for deciding what past information to forget from the 

previous hidden state. The purpose of update gate is to decide how much of new 

information to be passed. 

  

3.2.3 Facebook Prophet 

Facebook prophet [11] is an open-source algorithm for time series forecasting 

developed by Facebook data science team and released in 2017. Prophet is based on 

decomposable addictive model. The data frame needs two column, ds and y. which 

stores the date time series and the corresponding time series values respectively. The 

equation is:  

  

where,  

• g(t) refers to the trend 

• s(t) refers to the seasonality 

• h(t) refers to the effects of holidays 

• e(t) refers to the unconditional changes 

y(t) is the forecast 
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CHAPTER 4 

Preliminary Work 

This section outlines the preliminary work and accomplishments. 

 

4.1 Setting Up 

The construction of Bitcoin price prediction models involves the utilization of Python 

programming language. 

  

4.1.1 Software 

Prior to building the Bitcoin price prediction models, it is essential to have the following 

software installed and account registered: 

1. Anaconda 3 

2. Jupyter Notebook 

3. Google Colab account 

  

4.1.2 Libraries 

The following python libraries are essential:  

• math 

• pandas 

• numpy 

• matplotlib 

• tensorflow 

• prophet 

• yfinance 

• sklearn 

• os 

• google.colab   



CHAPTER 4 

15 
Bachelor of Computer Science (Honours)  

Faculty of Information and Communication Technology (Kampar Campus), UTAR 
 

4.2 Methodology  

4.2.1 Data Collection 

To begin, 365 days of Bitcoin dataset from 2022-04-02 until 2023-04-01 with 1 day 

interval is imported from Yahoo yfinance to Jupyter Notebook. 

  

4.2.2 Data Preprocessing 

Based on the collected dataset, it consists of several columns such as Open, High, Low, 

Close, Adjacent Close, and Volume. Only the close price of Bitcoin is considered in 

this research paper. For LSTM and GRU, the remaining column in the dataset is 

excluded. For Prophet, the date index is converted to column, the Date and Close 

columns are retained and renamed to ‘ds’ and ‘y’ respectively. The subsequent step is 

to identify the number of missing values in the dataset and there is no missing value.  

 

4.2.3 Data Splitting 

In the context of machine learning, x_train and y_train refers to the input features and 

output values used for training models. The dataset is split into 2 subsets - training and 

test set. Training set refers to the subset of a dataset used to fit (train) a model while 

test set refers to the subset to assess the performance of the trained model. In simple 

words, training set teaches the learning algorithm how to make prediction or perform 

specific task and test set tests the trained model. The dataset is split into 335 days for 

training data and 30 days for testing data. The training set contains data from 2, April 

2022 to 2, March 2022 while the testing set contains data from 3, March, 2023 to 1, 

April 2023. 

 

4.2.4 Feature Scaling 

LSTM and GRU Prophet 

Standard scaler is used to standardize the 

training data 

No feature scaling is performed 

Table 4.1 Data Normalization 
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The equation of standard scaler is as follow: 

  

where, 

µ = mean 

s = standard deviation 

 

4.2.5 Time Series Data 

The architectures of LSTM, GRU and Prophet are different. LSTM and GRU requires 

both x_train and y_train for model training. Each sample of x_train is a sequence of 

historical data points, whereas y_train contains the next value for each sequence in 

x_train. LSTM and GRU are designed to learn patterns and relationships within these 

sequences.  

In contrast, Prophet does not require a seperate y_train but the x_train contains 

two columns – namely ‘ds’ the timestamp and ‘y’, the target variables. Prophet utilizes 

the ‘y’ values to train model and learn the patterns and seasonality in the time series 

data. 

Sequence-to-One time series data: 

The dataset is divided into input windows and outputs. The training data length is 335. 

In this case, m = 60 days for input sequence, x_train and 1 day for output, y_train. This 

means that the previous 60 days of data will be used to predict the value for the next 

day. This adopts a sliding window approach, that is from (1 until m) for x_train, and (m 

+ 1) for y_train and the window moves forward one step at a time, until (335 – m – 1 

until 334) for x_train, and (335) for y_train. A total of 275 chunks of data are used to 

train the models. These chunks of data are reshaped into a 3-Dimentional array with 1 

feature. The shapes below illustrate the sliding window. 

 

   

 

1 2 … 60 61 

62 2 … 60 61 

62 … 90 

63 … 91 
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Sequence-to-Sequence time series data: 

The dataset is divided into input windows and outputs. The training data length is 335. 

In this case, m = 60 days for input sequence, x_train and 30 days for output, y_train. 

This means that the previous 60 days of data will be used to predict the value for the 

next consecutive 30 days. This adopts a sliding window approach, that is from (1 until 

m) for x_train, and (m + 1 until m + 30) for y_train and the window moves forward one 

step at a time, until (335 – m – 1 – 30 until 304) for x_train, and (305 until 335) for 

y_train. A total of 245 chunks of data are used to train the models. These chunks of data 

are reshaped into a 3-Dimentional array with 1 feature. The shapes below illustrate the 

sliding window.  

 

   

 

Prophet time series data 

The first 335 days of data was used for training. The date column is renamed to ds and 

closing price column is renamed to y. The rest of the columns are excluded.  

 

4.2.6 Evaluation Metrics  

The models are evaluated using RMSE, MAPE, and MAE. 

• Root mean squared error, abbreviated RMSE, is the root of the mean of the 

difference between actual and predicted values. 

  

Where  

 = actual values  

1 2 … 60 61 

62 2 … 60 61 
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 = predicted values 

N = the number of samples 

  

• Mean absolute percentage error (MAPE) is the mean of absolute percentage 

errors of a prediction. The lower the better. 

  

Where  

 = actual values  

 = predicted values 

N = the number of samples 

  

• Mean absolute error (MAE) is the mean of absolute errors between actual and 

predicted values. The lower the better. 

  

Where  

 = actual values  

 = predicted values 

N = the number of samples 
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4.2.7 Model 

The three models used for time series forecasting of Bitcoin price in this research are: 

• LSTM 

• GRU 

• Prophet 

The default settings were used to train the models and grid search hyperparameter 

tuning was performed. The following hyperparameter will be used in grid search: 

LSTM and GRU hyperparameter: 

1. Layer 1 unit represents the number of cells in the first layer that process the 

input. 

2. Layer 2 unit refers to the number of cells in the second layer that process the 

output of the first layer. 

3. Epochs refers to the number of complete passes through of the entire training 

dataset into the model. For example, 2 epochs mean the model learn the dataset 

2 times. 

Prophet: 

1. Changepoint prior scale controls the flexibility of the model in detecting 

changepoints in time series data. 

2. Seasonality prior scale controls the strength of the seasonal patterns captured. 

3. Holidays prior scale influences the impact of holidays on the model prediction.
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CHAPTER 5  

Architectural Configurations and Experiments 

Hyperparameters tuning was conducted using grid search and the models were 

evaluated against the actual closing price using the evaluation metrics RMSE. MAPE, 

and MAE.  

Two architectural configurations: 

1. Sequence-to-Sequence where a sequence of input data is utilized to predict a 

sequence of output data. 

2. Sequence-to-One where a sequence of input data is utilized to predict an output 

data. 

Two evaluation methods:  

1. Walk forward where the predicted output data is appended to the input batch 

and removing the initial data points while making it consistent length and move 

a step forward to predict the next values. 

2. Rolling origin uses the sliding window approach and the historical data for 

training. 

Three experiments were conducted in this research: 

1. Sequence-to-Sequence Walk Forward 

2. Sequence-to-One Walk Forward 

3. Sequence-to-One Rolling Origin  
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5.1 Experiment 1: Sequence-to-Sequence Walk Forward 

For LSTM and GRU, this approach employs a sequence-to-sequence time series data 

for model training (245 chunks of data). 25 distinct model configurations were explored 

for each model. Layer 1 and layer 2 units with the range of values (16, 32, 50, 64, and 

128). The dense layer was set to 30. In addition, a custom early stopping mechanism 

was implemented to monitor the training process and halt the training if the loss does 

not improve for five consecutive epochs. This helps prevent overfitting and saves time 

by stopping the training process when further optimization is unlikely to significantly 

improve the model’s performance. The number of epochs was set to 200. The last 60 

days of training data was used as input to forecast the next consecutive 30 days of 

Bitcoin’s closing price.  

The default architecture configuration of Prophet is Sequence-to-Sequence, the first 

335 days of data was used as training data to train a model and predict the next 

consecutive 30 days of Bitcoin’s closing price. 245 distinct model configurations were 

explored. The hyperparameters are as follow: 

• Changepoint prior scale of range of values (0.005, 0.01, 0.05, 0.1, 0.5)  

• Seasonality prior scale of range of (0.01, 0.05, 0.1, 0.5, 1, 5, 10) 

• Holidays prior scale of range of (0.01, 0.05, 0.1, 0.5, 1, 5, 10) 
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5.1.1 Experiment 1: LSTM 

 

Figure 5.1.1.1 LSTM Sequence-to-Sequence Sorted RMSE, MAPE, and MAE 

 

The dataframe from the figure above shows that LSTM Sequence-to-Sequence model 

with 16 layer 1 unit, 16 layer 2 unit and 72 epochs is the optimal model with the lowest 

RMSE (3730.464), MAPE (12.204), and MAE (3182.361) among 25 models. 
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Figure 5.1.1.2 LSTM Sequence-to-Sequence Models RMSE Visualization 

 

The figure above shows that LSTM Sequence-to-Sequence model with 16 layer 1 unit 

and 16 layer 2 unit has the lowest RMSE. 

 

Figure 5.1.1.3 LSTM Sequence-to-Sequence Models MAPE Visualization 

 

The figure above shows that LSTM Sequence-to-Sequence model with 16 layer 1 unit 

and 16 layer 2 unit has the lowest MAPE. 
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Figure 5.1.1.4 LSTM Sequence-to-Sequence Models MAE Visualization 

 

The figure above shows that LSTM Sequence-to-Sequence model with 16 layer 1 unit 

and 16 layer 2 unit has the lowest MAE. 

 

Figure 5.1.1.5 Comparison of Default and Optimal Sequence-to-Sequence 

Models with LSTM 
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 RMSE MAPE MAE 

LSTM Default Sequence-to-Sequence Model 5439.214 16.6140 4458.792 

LSTM Optimal Sequence-to-Sequence Model 3730.464 12.204 3182.361 

Table 5.1.1.1 Comparison of Default and Optimal Sequence-to-Sequence Models 

with LSTM 

 

Figure 5.1.1.1 shows the comparison of predicted price and actual price and table above 

show the comparison of Default and Optimal Sequence-to-Sequence Models with 

LSTM. Clearly, the optimal model outperforms the default model with lower RMSE, 

MAPE, and MAE.  
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5.1.2 Experiment 1: GRU 

 

Figure 5.1.2.1 GRU Sequence-to-Sequence sorted RMSE, MAPE, and MAE 

The dataframe from the figure above shows that GRU Sequence-to-Sequence model 

with 50 layer 1 unit, 16 layer 2 unit and 48 epochs is the optimal model with the third 

lowest RMSE (5366.641), lowest MAPE (15.302), and lowest MAE (4094.001) among 

25 models. 
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Figure 5.1.2.2 GRU Sequence-to-Sequence Models RMSE Visualization 

 

The figure above shows that GRU Sequence-to-Sequence model with 32 layer 1 unit 

and 32 layer 2 unit has the lowest RMSE while the model with 50 layer 1 unit and 16 

layer 2 unit has the third lowest RMSE 

 

Figure 5.1.2.3 GRU Sequence-to-Sequence Models MAPE Visualization 
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The figure above shows that GRU Sequence-to-Sequence model with 50 layer 1 unit 

and 16 layer 2 unit has the lowest MAPE. 

 

Figure 5.1.2.4 GRU Sequence-to-Sequence Models MAE Visualization 

 

The figure above shows that GRU Sequence-to-Sequence model with 50 layer 1 unit 

and 16 layer 2 unit has the lowest MAE. 
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Figure 5.1.2.5 Comparison of Default and Optimal Sequence-to-Sequence 

Models with GRU 

 

 RMSE MAPE MAE 

GRU Default Sequence-to-Sequence Model 5655.136 16.245 4340.016 

GRU Optimal Sequence-to-Sequence Model 4945.611 15.388 4135.137 

Table 5.1.2.1 Comparison of Default and Optimal Sequence-to-Sequence Models 

with GRU 

 

Figure 5.1.2.5 shows the comparison of predicted price and actual price and table above 

show the comparison of Default and Optimal Sequence-to-Sequence Models with GRU. 

Clearly, the optimal model outperforms the default model with lower RMSE, MAPE, 

and MAE.  
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5.1.3 Experiment 1: Prophet 

 

Figure 5.1.3.1 Prophet Sequence-to-One sorted RMSE, MAPE, and MAE 

The dataframe from the figure above shows that Prophet Sequence-to-One model with 

changepoint prior scale 0.005, seasonality prior scale 0.05 and holiday prior scale (0.01, 

0.05, 0.1, 0.5, 1, 5, 10) is the optimal model with the exactly same RMSE (2431.102), 

MAPE (7.884), and MAE (1781.180) among 245 models. 

 

Figure 5.1.3.2 Comparison of Optimal and Default Prophet Models 
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 RMSE MAPE MAE 

Prophet Default Model 2481.383 7.957 1790.358 

Prophet Optimal Model 2431.102 7.884 1781.180 

Table 5.1.3.1 Comparison of Optimal and Default Sequence-to-Sequence Prophet 

Models 

 

The Figure 5.1.3.2 shows that the optimal model of Prophet of default architectural 

configurations is slightly better than the default model. However, it looks like the 

prophet of the default architectural configurations is not capable of predicting curvature 

and trend of time series data. 
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5.2 Experiment 2: Sequence-to-One Walk Forward 

For LSTM and GRU, this approach employs a sequence-to-one time series data for 

model training (275 chunks of data). 25 distinct model configurations were explored 

for each model. Layer 1 and layer 2 units with the range of values (16, 32, 50, 64, and 

128). The dense layer was set to 1. In addition, a custom early stopping mechanism was 

implemented to monitor the training process and halt the training if the loss does not 

improve for five consecutive epochs. This helps prevent overfitting and saves time by 

stopping the training process when further optimization is unlikely to significantly 

improve the model’s performance. The number of epochs was set to 100. The input 

batch consists of the last 60 days of training data was used to forecast the next day of 

Bitcoin’s closing price. This prediction was appended to the input batch, while 

excluding the first data in the batch, making it consistent 60 data in the batch. This 

newly created batch was used to predict the next day of Bitcoin’s closing price again. 

The process is iteratively repeated, with the sliding window approach, moving one step 

forward, until it accomplished 30 days of prediction.  

It is worth noting that the architectures of Prophet and the two deep learning model 

LSTM and GRU are different. Hence, the way of training model is also different. In 

this sequence-to-one approach, Prophet does not require output variables and does not 

train on the entire training data, but train on the last 30 days of data as the training data 

to predict the next day value. Similarly, this prediction was appended to the training 

data, while excluding the first data, making it consistent 60 training data. This newly 

created training data was used to predict the next day of Bitcoin’s closing price again. 

The process is iteratively repeated, with the sliding window approach, moving one step 

forward, until it accomplished 30 days of prediction. 35 distinct model configurations 

were explored. The hyperparameters are as follow: 

• Changepoint prior scale of range of values (0.005, 0.01, 0.05, 0.1, 0.5)  

• Seasonality prior scale of range of (0.01, 0.05, 0.1, 0.5, 1, 5, 10) 
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Figure 5.2.1 Holiday Prior Scale 

Based on the figure above, holidays prior scale was not considered in this experiment 

since it has no effect on the performance of the model. 

 

5.2.1 Experiment 2: LSTM 

 

Figure 5.2.1.1 LSTM Sequence-to-One sorted RMSE, MAPE, and MAE 
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The dataframe from the figure above shows that LSTM Sequence-to-One model with 

128 layer 1 unit, 128 layer 2 unit and 15 epochs is the optimal model with the lowest 

RMSE (1934.700), MAPE (6.853), and MAE (1646.739) among 25 models. 

 

Figure 5.2.1.2 LSTM Sequence-to- One Models RMSE Visualization 

The figure above shows that LSTM Sequence-to-One model with 128 layer 1 unit, and 

128 layer 2 unit has the lowest RMSE. 

 

Figure 5.2.1.3 LSTM Sequence-to-One Models MAPE Visualization 
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The figure above shows that LSTM Sequence-to-One model with 128 layer 1 unit, and 

128 layer 2 unit has the lowest MAPE. 

 

Figure 5.2.1.4 LSTM Sequence-to-One Models MAE Visualization 

The figure above shows that LSTM Sequence-to-One model with 128 layer 1 unit, and 

128 layer 2 unit has the lowest MAE. 
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Figure 5.2.1.5 Comparison of LSTM Sequence-to-One Models: Default, Optimal, 

and Randomly Selected, Using Walk Forward 

 

 RMSE MAPE MAE 

LSTM Default Sequence-to-One Model Using 

Real and Appended Predicted Data 

3547.077 12.103 3166.228 

LSTM Optimal Sequence-to-One Model Using 

Real and Appended Predicted Data 

1934.700 6.853 1646.739 

LSTM Randomly Selected Sequence-to-One 

Model Using Real and Appended Predicted Data 

8994.597 26.474 7221.101 

Table 5.2.1.1 Comparison of LSTM Sequence-to-One Models: Default, Optimal, 

and Randomly Selected, Using Walk Forward 

 

Figure 5.2.1.5 shows the comparison of LSTM Sequence-to-One Models: Default, 

Optimal, and Randomly Selected, Using Real and Appended Predicted Data. Based on 

the result in Table 5.2.1.1, the optimal model outperforms the other two with the lowest 

RMSE, MAPE, and MAE, the randomly selected one is the worst among the three. 
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5.2.2 Experiment 2: GRU 

 

Figure 5.2.2.1 GRU Sequence-to-One Walk Forward Sorted RMSE, MAPE, and 

MAE 

The dataframe from the figure above shows that GRU Sequence-to- One model with 

50 layer 1 unit, 64 layer 2 unit and 13 epochs is the optimal model with the third lowest 

RMSE (2396.269), lowest MAPE (8.686), and lowest MAE (2165.021) among 25 

models. 
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Figure 5.2.2.2 GRU Sequence-to-One Walk Forward Models RMSE 

Visualization 

 

The figure above shows that GRU Sequence-to- One model with with 50 layer 1 unit, 

and 64 layer 2 unit has the lowest RMSE. 

 

Figure 5.2.2.3 GRU Sequence-to-One Walk Forward Models MAPE 

Visualization 
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The figure above shows that GRU Sequence-to- One model with 50 layer 1 unit, and 

64 layer 2 unit has the lowest MAPE. 

 

Figure 5.2.2.4 GRU Sequence-to-One Walk Forward Models MAE Visualization 

The figure above shows that GRU Sequence-to- One model with 50 layer 1 unit, and 

64 layer 2 unit has the lowest MAE. 

 

Figure 5.2.2.5 Comparison of GRU Sequence-to-One Models: Default, Optimal, 

and Randomly Selected, Using Walk Forward 
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 RMSE MAPE MAE 

GRU Default Sequence-to-One Model Using Real 

and Appended Predicted Data 

4360.300 13.566 3650.011 

GRU Optimal Sequence-to-One Model Using Real 

and Appended Predicted Data 

2396.269 8.686 

 

2165.021 

GRU Randomly Selected Sequence-to-One Model 

Using Real and Appended Predicted Data 

10466.985 38.150 9833.770 

Table 5.2.2.1 Comparison of GRU Sequence-to-One Models: Default, Optimal, 

and Randomly Selected, Using Walk Forward 

 

Figure 5.2.2.5 shows the comparison of GRU Sequence-to-One Models: Default, 

Optimal, and Randomly Selected, Using Real and Appended Predicted Data. Based on 

the result in Table 5.2.2.1, the optimal model outperforms the other two with the lowest 

RMSE, MAPE, and MAE, the randomly selected one is the worst among the three.  
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5.2.3 Experiment 2: Prophet 

 

Figure 5.2.3.1 Prophet Sequence-to-One Models Walk Forward Sorted RMSE, 

MAPE, and MAE 

The dataframe from the figure above shows that Prophet Sequence-to-One model with 

changepoint prior scale 0.005 and seasonality prior scale 0.01 is the optimal model with 

the lowest RMSE (2688.342), MAPE (10.0878), and MAE (10.0878) among 35 models. 
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Figure 5.2.3.2 Prophet Sequence-to-One Models Using Walk Forward RMSE 

Visualization 

 

The figure above shows that Prophet Sequence-to-One model with changepoint prior 

scale 0.005 and seasonality prior scale 0.01 has the lowest RMSE. 

 

 

Figure 5.2.3.3 Prophet Sequence-to-One Models Using Walk Forward MAPE 

Visualization 

The figure above shows that Prophet Sequence-to-One model with changepoint prior 

scale 0.005 and seasonality prior scale 0.01 MAPE. 
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Figure 5.2.3.4 Prophet Sequence-to-One Models Using Walk Forward MAE 

Visualization 

 

The figure above shows that Prophet Sequence-to-One model with changepoint prior 

scale 0.005 and seasonality prior scale 0.01 MAE. 

 

Figure 5.2.3.5 Comparison of Prophet Sequence-to-One Models: Default, 

Optimal, and Randomly Selected, Using Walk Forward 
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 RMSE MAPE MAE 

Prophet Default Sequence-to-One Model Using Real 

and Appended Predicted Data 

2865.918 10.228 2613.914 

Prophet Optimal Sequence-to-One Model Using 

Real and Appended Predicted Data 

2756.583 10.286 2542.478 

Prophet Randomly Selected Sequence-to-One Model 

Using Real and Appended Predicted Data 

2809.249 10.615 2584.270 

Table 5.2.3.1 Comparison of Prophet Sequence-to-One Models: Default, 

Optimal, and Randomly Selected, Using Real and Appended Predicted Data 

 

Figure 5.2.3.5 shows the Prophet prediction using walk forward. It indeed looks like 

the model struggle to predict curvature in time series data.  
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5.3 Experiment 3: Sequence-to-One Rolling Origin 

For the LSTM and GRU, the optimal and a randomly selected models from the LSTM 

and GRU walk forward was implemented in sequence-to-one forecasting using rolling 

origin. Meaning, the batch and sliding window consists of the actual historical price 

data, day (275 until 335) until day (304 until 364), total 30 chunks of data as input to 

predict 30 days of Bitcoin’s closing price. 

• The optimal LSTM model: 128 layer 1 units, 128 layer 2 units and 15 epochs 

• The randomly selected LSTM model: 128 layer 1 units, 32 layer 2 units and 27 

epochs 

• The optimal GRU model: 50 layer 1 units, 64 layer 13 units and 15 epochs 

• The randomly selected GRU model: 64 layer 1 units, 50 layer 2 units and 14 

epochs 

 

5.3.1 Experiment 3: LSTM 
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Figure 5.3.1.1 Comparison of LSTM Sequence-to-One Models: Default, Optimal, 

and Randomly Selected, Using Rolling Origin 

 

 RMSE MAPE MAE 

LSTM Default Sequence-to-One Model Using 

Actual Historical Data 

945.044 2.887 731.345 

LSTM Optimal Sequence-to-One Model Using 

Actual Historical Data 

862.353 2.641 658.524 

 

LSTM Randomly Selected Sequence-to-One 

Model Using Actual Historical Data 

977.840 3.092 781.609 

Table 5.3.1.1 Comparison of LSTM Sequence-to-One Models: Default, Optimal, 

and Randomly Selected, Using Rolling Origin 

 

Based on Figure 5.3.1.1, surprisingly, the optimal model used in the walk forward 

performs very well on the rolling origin approach with the lowest RMSE, MAPE and 

MAE whereas the randomly selected one is still the worst among the three. 
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5.3.2 Experiment 3: GRU 

 

Figure 5.3.2.1 Comparison of GRU Sequence-to-One Models: Default, Optimal, 

and Randomly Selected, Using Rolling Origin 

 

 RMSE MAPE MAE 

GRU Default Sequence-to-One Model Using Actual 

Historical Data 

1053.200 3.106 800.604 

GRU Optimal Sequence-to-One Model Using Actual 

Historical Data 

863.837 2.640 658.239 

GRU Randomly Selected Sequence-to-One 

Model Using Actual Historical Data 

1045.584 3.451 864.453 

Table 5.3.2.1 Comparison of GRU Sequence-to-One Models: Default, Optimal, 

and Randomly Selected, Using Rolling Origin 
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Similarly, the optimal GRU model from walk forward is still the optimal model in 

rolling origin. However, the randomly selected one and the default model 

configurations are very close to one another. 

 

5.3.3 Experiment 3: Prophet  

The optimal and a randomly selected models from the Prophet Architectural 

Configuration 2 was implemented in sequence-to-one forecasting using the actual data. 

Meaning, the batch and sliding window consists of the actual historical price data. 

• The optimal model: changepoint prior scale 0.005 and seasonality prior scale 

0.01 

• The randomly selected model: changepoint prior scale 0.5 and seasonality prior 

scale 10.0 

 

Figure 5.3.3.1 Comparison of Prophet Sequence-to-One Models: Default, 

Optimal, and Randomly Selected, Using Rolling Origin (Sequence-to-One Walk 

Forward Model) 
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 RMSE MAPE MAE 

Prophet Default Sequence-to-One Model Using 

Actual Historical Data 

1892.339 6.026 1508.703 

Prophet Optimal Sequence-to-One Model Using 

Actual Historical Data 

2677.689 10.033 2506.259 

Prophet Randomly Selected Sequence-to-One Model 

Using Actual Historical Data 

1578.573 4.776 1211.228 

Table 5.3.3.1 Comparison of Prophet Sequence-to-One Models: Default, 

Optimal, and Randomly Selected, Using Rolling Origin (Sequence-to-One Walk 

Forward Model) 

 

Based on Figure 5.3.3.1, and Table 5.3.3.1, the optimal model from walk forward 

performs poorly on rolling origin with the highest RMSE, MAPE, and MAE among the 

three, whereas the worst among the 3 models from walk forward performs quite well 

on the rolling origin. 

Since the optimal model from Prophet Sequence-to-One Walk Forward 

experiment failed to meet the expectation, the experiment was conducted again, using 

the same approach as Sequence-to-One Walk Forward, instead of appending the 

predicted values for training, this experiment used the actual data for training, a rolling 

origin approach to grid search again. Meaning, the batch and sliding window consists 

of the actual historical price data. 

 



CHAPTER 5 

50 
Bachelor of Computer Science (Honours)  

Faculty of Information and Communication Technology (Kampar Campus), UTAR 
 

 

Figure 5.3.3.2 Prophet Sequence-to-One Using Rolling Origin Sorted RMSE, 

MAPE, and MAE 

 

The dataframe from the figure above shows that Prophet Sequence-to-One model with 

changepoint prior scale 0.5 and seasonality prior scale 0.5 is the optimal model with the 

third lowest RMSE (1578.436), MAPE (4.775), and MAE (1210.886) among 35 models. 

 



CHAPTER 5 

51 
Bachelor of Computer Science (Honours)  

Faculty of Information and Communication Technology (Kampar Campus), UTAR 
 

 

Figure 5.3.3.3 Prophet Sequence-to-One Models Using Rolling Origin RMSE 

Visualization 

 

The figure above shows that Prophet Sequence-to-One model with changepoint prior 

scale 0.5 and seasonality prior scale 0.1 has the lowest RMSE whereas the model with 

changepoint prior scale 0.5 and seasonality prior scale 0.5 has the third lowest RMSE. 

 

Figure 5.3.3.4 Prophet Sequence-to-One Models Using Rolling Origin MAPE 

Visualization 
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The figure above shows that Prophet Sequence-to-One model with changepoint prior 

scale 0.5 and seasonality prior scale 0.5 has the lowest MAPE. 

 

Figure 5.3.3.5 Prophet Sequence-to-One Models Using Rolling Origin MAE 

Visualization 

 

The figure above shows that Prophet Sequence-to-One model with changepoint prior 

scale 0.5 and seasonality prior scale 0.5 has the lowest MAE. 
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Figure 5.3.3.6 Comparison of Prophet Sequence-to-One Models: Default, 

Optimal, and Randomly Selected, Using Rolling Origin 

 

 RMSE MAPE MAE 

Prophet Default Sequence-to-One Model Using Actual 

Historical Data 

1892.339 6.026 1508.703 

Prophet Optimal Sequence-to-One Model Using Actual 

Historical Data 

1578.436 4.775 1210.886 

Prophet Randomly Selected Sequence-to-One Model 

Using Actual Historical Data 

2612.316 9.759 2440.751 

Table 5.3.3.2 Comparison of Prophet Sequence-to-One Models: Default, 

Optimal, and Randomly Selected, Using Rolling Origin 

 

Based on Figure 5.3.3.6, the optimal model (seasonality prior scale 0.5 and changepoint 

prior scale 0.5) is the best performing out of the 3, with the lowest RMSE, MAPE, and 

MAE. 
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5.4 Comparison and Discussion 

A total of 2 architectural configurations (Sequence-to-Sequence and Sequence-to-

One) and 3 experiments were conducted. The following compares the performance of 

the optimal models obtained from grid search. 

5.4.1 Experiment 1: Sequence-to-Sequence 

 

Figure 5.4.1.1 Comparison of Sequence-to-Sequence Models 

 

 RMSE MAPE MAE 

LSTM  3730.464 12.204 3182.361 

GRU 4945.611 15.388 4135.137 

Prophet 2431.102 7.884 1781.180 

Table 5.4.1.1 Comparison of Sequence-to-Sequence Models 
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Based on Figure 5.4.1.1, and Table 5.4.1.1 above, in Sequence-to-Sequence 

architecture configuration, the Prophet model (depicted in purple) achieves the lowest 

RMSE, MAPE and MAE values compared to LSTM (green) and GRU (red). GRU has 

the highest RMSE,MAPE and MAE among the three models. However, it is important 

to note that having low RMSE, MAPE, and MAE does not necessarily mean the model 

prediction is good. In this experiment, the Prophet model is struggling to predict 

curvature and fluctuations in time series data. On the other hand, both LSTM and GRU 

models managed to forecast a decreasing trend in the first 6 days followed by an 

increase even though the precise price is far from accurate. In this case, Prophet’s lower 

error metrics do not indicate its superiority over the LSTM and GRU models.  



CHAPTER 5 

56 
Bachelor of Computer Science (Honours)  

Faculty of Information and Communication Technology (Kampar Campus), UTAR 
 

5.4.2 Experiment 2 Sequence-to-One Walk Forward 

 

Figure 5.4.2.1 Comparison of Sequence-to-One Walk Forward Models 

 

 RMSE MAPE MAE 

LSTM  1934.700 6.853 1646.739 

GRU 2396.269 8.686 2165.021 

Prophet 2756.583 10.286 2542.478 

Table 5.4.2.1 Comparison of Sequence-to-One Walk Forward Models 

 

Based on the data presented in Figure 5.4.2.1, and Table 5.4.2.1 above, in Sequence-to-

One Walk Forward architecture configuration prediction by appending prediction into 

input batch out of sample prediction, LSTM achieves the lowest RMSE, MAPE and 

MAE values while Prophet has the highest among the three models. Again, this 
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experiment shows that Prophet is poor at predicting Bitcoin price. LSTM and GRU 

struggle to forecast the decrease trend in the short term but show an upward trend in 

longer term. However, this method of evaluation, where the initial predicted data point 

is significantly inaccurate in the first place and is then appended to the input batch for 

subsequent predictions, it introduces noise into the model performance. This process 

accumulates errors, eventually causing the predictions worse over time. However, walk 

forward simulates real time scenarios. It reflects how a model would perform when 

used in real time. Predicting fluctuations in walk forward time series data can be 

challenging, especially when Bitcoin price is highly fluctuated, highly volatile, and 

highly unstable. 
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5.4.3 Experiment 3 Sequence-to-One Rolling Origin 

 

Figure 5.4.1.3 Comparison of Sequence-to-One Rolling Origin Models 

 

 RMSE MAPE MAE 

LSTM  862.353 2.641 658.524 

GRU 863.837 2.640 658.239 

Prophet 1578.436 4.775 1210.886 

Table 5.4.1.3 Comparison of Sequence-to-One Rolling Origin Models 

 

Figure 5.4.1.3 and Table 5.4.1.3 shows that Prophet has the worst performance, whereas 

LSTM and GRU is very close to each other in Sequence-to-One Rolling Original 

models using actual historical closing price data for prediction. However, this approach 

only works when the Bitcoin closing price is known. 
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5.4.4 Prophet Optimal Walk Forward Model Poor Performance Investigation  

 

Figure 5.4.4.1 Changepoint prior scale 0.005 

 

Figure 5.4.4.2 Changepoint prior scale 0.5 

Upon further investigation into the optimal model of Prophet in Sequence-to-One walk 

forward prediction performs poorly in rolling origin is because the changepoint plays a 

crucial role in determining the accuracy of forecast. Figure 5.4.4.1 and Figure 5.4.4.2 

illustrate the predictions and actual Bitcoin price in the input batch for Sequence-to-

One prediction. The actual Bitcoin prices are represented by black dots and the blue 

line represents the model’s predictions. In Figure 5.4.4.1 the changepoint prior scale is 

0.005, and the model has difficulty capturing the pattern in the Bitcoin price. The initial 

predicted data point is also highly inaccurate. Continuing with the walk forward method, 

the model introduces noises into the predictions, bringing them closer to the actual price. 
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However, this noise does not imply good learning by the model. In contrast, Figure 

5.4.4.2’s model with 0.5 changepoint prior has effectively learned the pattern of the 

Bitcoin price, making it superior. That explains why the optimal walk forward model 

performs poorly on the rolling origin approach. 

 

5.4.5 Experiments Summary 

LSTM stands out as the optimal choice among the three, in Sequence-to-

Sequence, Sequence-to-One walk forward or Sequence-to-One rolling origin Bitcoin 

closing price prediction. GRU comes in second place. The problem with Prophet is that 

the model is struggling to predict fluctuations and curvature in this highly unstable 

Bitcoin price prediction task. 
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CHAPTER 6  

Conclusion 

Due to Bitcoin’s market capitalization, value, volatility, and its decentralized 

properties. Bitcoin has caught the attention of many people, from ordinary citizen and 

investors to machine learning researchers and data scientist. Past studies mostly used 

traditional time series and deep learning algorithms for Bitcoin price prediction. This 

research paper proposed 3 machine learning algorithms with 2 different architectural 

configurations, namely Sequence-to-Sequence and Sequence-to-One with 2 different 

evaluation methods based on past 1 year of Bitcoin dataset and the models are evaluated 

using RMSE, MAPE, and MAE. A total of 3 experiments (Sequence-to-Sequence, 

Sequence-to-One walk forward or Sequence-to-One rolling origin) was conducted. In 

addition, hyperparameter tuning was performed to improve prediction accuracy. 

LSTM stands out as the optimal choice for Bitcoin price prediction among the 

three models and experiments, GRU comes in second place. The problem with Prophet 

is that the model struggles to predict fluctuations and curvature in this highly unstable 

Bitcoin price prediction task. Having lower error metrics does not imply that the model 

is good for prediction. 

It is important to note that, predicting highly volatile and unstable time series 

data like Bitcoin price is undoubtedly a very challenging task. This research has 

provided valuable insights into the different architectural configurations of algorithms. 

The limitation of this research is that it relies on historical Bitcoin data. It may not fully 

capture the rapidly changing nature of the market in real time settings. Relying solely 

on the closing price for training model may not be sufficient in forecasting with high 

precision and accuracy. Using only the closing price gives limited information about 

the behaviour of the financial market. Financial markets are influenced by a wide range 

of factors, from economy to news, social media, supply and demand, government 

regulations and even politics. Considering the mentioned factors in training model may 

lead to a potential performance improvement. Future research should consider 

exploring external factors and implementing the models to continuously gather and 

process real time Bitcoin price data. 
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APPENDIX 

Gantt Chart 
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• Explored hyperparameter tuning techniques. 

• Decided to use parameter grid and grid search. 

• Installed and imported necessary packages and libraries. 
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• Investigate and research the hyperparameters of LSTM. GRU and Prophet. 

• Designing experiments 

 

 

3. PROBLEMS ENCOUNTERED 

Jupyter notebook could not installed the required packages and libraries. 

 

4. SELF EVALUATION OF THE PROGRESS 

 

Exploring hyperparameter tuning techniques is a valuable initial step in machine 

learning projects. 
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• Decided to use Sequence-to-Sequence architecture for experiment 1 and 

Sequence-to-One architecture for experiment 2. Both uses walk forward 

validation method. 
 

2. WORK TO BE DONE 

 

• Begin experiment and testing various combination of hyperparameters using 

grid search on LSTM, GRU, and Prophet. 

 

 

3. PROBLEMS ENCOUNTERED 

 

Faced challenges while building the Sequence-to-Sequence architecture, but 

managed to resolve it. 

 

 

4. SELF EVALUATION OF THE PROGRESS 

 

Studying and understanding the functions of hyperparameter is crucial. Designed 

experiments. In the right direction. 
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• Completed the experiments. 
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experiment. 
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• Conduct a new experiment – try applying the optimal model of each 

algorithm of experiment 2 on rolling origin approach. 
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• Completed LSTM and GRU experiment 3. 
 

 

4. WORK TO BE DONE 

 

• Redo Prophet experiment 3 again using rolling origin approach. 

• Investigate the root cause of it. 

 

3. PROBLEMS ENCOUNTERED 

 

• The optimal model of LSTM and GRU from experiment 2 works well on 

experiment 3 but the optimal experiment 2 Prophet model performs poorly 

on experiment 3. 
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I should start writing report. 
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• Started writing report. 
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• Finish writing the report. 
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