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ABSTRACT 

 

This Final Year Project (FYP) delves into the development and evaluation of 

FastTextProcessor, a Python library designed to simplify two fundamental data processing 

tasks: querying by string and calculating mean values. It deftly addresses the first objective by 

offering a data querying mechanism that liberates users from the hassles of populating data like 

existing NoSQL databases. With FastTextProcessor, users can query data directly from the file 

directory, accelerate the data extraction process. Next, the second objective finds its fulfillment 

in FastTextProcessor's innate ability to query the data and perform calculation directly from 

the file directory without the need of formatting data like conventional databases or other data 

extraction tools. In a world where time is money, FastTextProcessor's capacity to expedite 

coding workflows underscores its importance. In summary, FastTextProcessor stands as a 

beacon of innovation in the realm of data extraction. It aligns seamlessly with the project's 

objectives, enabling data to be queried directly and processed without the burden of extensive 

formatting. Its potential to streamline data analytics workflows is bound to empower users and 

revolutionize their approach to data analysis. 
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Chapter 1 

Introduction 

1.1 Problem Statement and Motivation 

 

The problem statement of this project can be summarized as below: 

1. The data of existing NoSQL database requires to be populated before it can be 

query. Generally, it requires a pre-processing program for data analytics. 

2. The data usually has to be formatted into the right format depending on the data 

analytics software before it can be run by data analytics software. This allows 

two programs to be developed just to perform data extraction, transformation, 

and loading. 

 
The problem statement of this project is the data of existing NoSQL database 

requires to be populated before it can be query. In general, it requires a pre-processing 

program for data analytics. The conventional database requires data modeling process 

before queries. It is very time-consuming and labour intensive since the developer needs 

to implement the schema before storing into database after the injection of raw data. 

For instance, [5] stated that the conventional database has many limitations such as two 

dimensional table to represent the data, strict consistency of database transactions, more 

time to read and write and the complexity of queries. Besides, the schema database is 

difficult to accelerate the database's launch which slows down the project. [6] has 

proposed that the designer's knowledge and skillfulness have a large impact on the 

quality of the resulting database schema. Thus, this is a major obstacle facing by many 

developers when they want to extract data using conventional database and data 

analysis tools. 

Furthermore, the second problem of this project is the data usually has to be 

formatted into the right format depending on the data analytics software before it can 

be run by data analytics software. This allows two programs to be developed just to 

perform data extraction, transformation, and loading. For instance, the raw data 

requisites to change to other formats such as CSV, JSON, XML etc. The schema-less 

database such as MongoDB eschewed the traditional table based relational database 

structure in favor of JSON like documents. The raw data in another format such as 

videos, pictures and audios need to be convert into BSON (Binary JSON) format to be 
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stored in MongoDB[7]. Hence, it is a laborious and complicated process for the user to 

perform query since it requires to change from one format to another format. 

 
The main goal of this FYP is to address challenges in conventional databases and 

data analytics. Conventional databases often require extensive effort to insert raw data 

before querying. For example, inserting data into an SQL server involves many steps, 

which can be time-consuming. This can lead to data being queried infrequently, making 

the effort seem unwarranted. 

To solve this problem, the project aims to develop innovative solutions for data 

extraction and processing to speed up querying. This will enhance the efficiency of data 

analytics, especially in the era of IoT, where vast data requires efficient storage and 

management. The tool created by this project will boost efficiency and convenience for 

engineers working with large datasets. 

In conclusion, the project's main goal is to simplify the user experience and expedite 

data-driven decision-making by making data management and analysis easier. It seeks 

to empower developers and users with tools to streamline data processing and querying, 

making large datasets more accessible and efficient to handle. 
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1.2 Objectives 

The objectives of this project be summarized as below: 

1. Implement a preprocessing program for data analytics so that data does not need 

to be populated before it can be queried like existing NoSQL database. 

2. Develop a program that allows data to be run directly by data analytics software 

without formatting the data. 

 
The first project objective is to revolutionize data preprocessing, specifically 

targeting the time-consuming process before querying in conventional databases. 

Conventional database systems often require structuring the data schema before 

querying, leading to significant time and labor overhead. This project aims to develop 

a cutting-edge preprocessing program for data analytics, allowing immediate query 

execution without populating the data. This streamlined approach will boost efficiency 

and free data analysts and developers to focus on deriving insights from the data. 

The project also aims to simplify and speed up data preparation. The program will 

act as a bridge between raw data and analytics software, eliminating intermediary steps 

like data formatting. It can process various file types directly from the file directory, 

eliminating the need for complex data conversion. Additionally, it enhances query 

efficiency and reduces labor-intensive data preparation efforts. 

 
 

1.3 Project Scope and Direction 

 

The project's expected outcome is a program capable of processing and filtering 

files directly from the provided directory, even in various formats like text, CSV, and 

JSON. This eliminates the need for manual data population and formatting before 

querying. The program will have at least two essential functions, including a "search 

and match" feature to search for user-specified keywords accurately. 

Additionally, the project will include arithmetic operations, such as calculating 

average values within files and an overall average based on user input. To enhance user 

convenience, the program will support log and output files, automatically generated 

after each query operation, providing a comprehensive record of interactions. In 

summary, the project aims to streamline data querying with search and matching 
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functions, arithmetic operations, and additional features like log and output files for an 

improved user experience. 

 
1.4 Contributions 

 

This project makes several significant contributions to the field of data management 

and analysis: 

1. Streamlined Data Processing: To simplify data processing and querying. It 

allows direct processing and filtering of files from a given directory, 

regardless of their format (e.g., text, CSV, JSON), eliminating the need for 

time-consuming data population and formatting and greatly enhancing 

efficiency. 

2. Data Query Functionality: Introduces the "search and match" and the ability 

to calculate the mean. It streamlines the process of locating and retrieving 

data, simplifying the data query process and reducing the effort required for 

data queries. 

 

3. User-Friendly Features: Offers automated log and output file generation, 

providing users with a detailed record of their program interactions for easy 

result tracking and analysis. 

 
In conclusion, this project's contributions encompass improved data processing 

efficiency, enhanced user experience through data query operations, and the inclusion 

of user-friendly features. These contributions collectively address the challenges 

associated with data management and analysis in today's data-rich environments, 

making it a valuable asset for developers and users alike. 

 
1.5 Report Organization 

 

This report is organized into 7 chapters: Chapter 1 Introduction, Chapter 2 Literature 

Review, Chapter 3 System Methodology, Chapter 4 System Design, Chapter 5 System 

Implementation, Chapter 6 System Evaluation and Discussion, and Chapter 7 

Conclusion. The first chapter is the introduction of this project which includes problem 

statement and motivation, project scope, project objectives, project contribution, and 

report organization. . In Chapter 2, it shows the literature review of tools like 
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MongoDB, SQLite, Apache Parquet, and Pandas DataFrame. The literature review for 

each journal also written in Chapter 2. The introduction, strengths and drawbacks are 

analyzed in this chapter. For Chapter 3, it reveals the system approach and also the 

project workflow of this project. The technologies involved in this project and Gantt 

Chart also recorded in Chapter 3. Next, the block diagram of proposed solution is in 

Chapter 4. Chapter 5 covers hardware and software setup, while Chapter 6 presents 

testing results comparing the proposed solution with other tools. The last chapter 

provides conclusions and recommendations. 
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Chapter 2 

Literature Review 

2.1.1 Apache Spark 

Figure 2.1.1 Operations of Apache Spark compared to traditional MapReduce [8] 

 
 

Apache Spark enables user to perform data operations using modern functional 

programming languages such as Scala and Python, which are already widely used by 

data experts. [9] stated that it is a general-purpose cluster computing framework with 

language-integrated APIs in Scala, Java, Python and R. Figure 2.1.1 indicates the 

operations of Apache Spark compared to traditional MapReduce. Besides, Apache 

Spark also introduces an abstraction as known as resilient distributed datasets (RDDs) 

which aims to retain the scalability and fault tolerance of MapReduce. Furthermore, it 

supports the applications with working sets. The RDD represents a read-only collection 

of objects partitioned across a set of machines and rebuildable if a partition is lost [10]. 

In addition, Apache Spark can load, cache, and query data in memory repeatedly. 

Besides, according to [10], Spark is the first program that allows an efficient, general- 

purpose programming language to be used interactively on a cluster to process large 

datasets. 

 
Strengths of Apache Spark: 

• High Speed and Great Performance 

The fast speed of performing processing tasks on huge datasets. This is due to 

the in-memory computation in Spark, the speed of processing has increase. 
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Besides, the data is being cached and it allows user not to fetch data from the 

disk every time. So, the time being saved by this feature. Furthermore, [11] 

claimed that PySpark has a DAG (Directed Acyclic Graph) execution engine 

that aids in-memory computation and acyclic data flow, resulting in high speed. 

• A Unified Engine 

It has a unified engine which comes packaged with higher-level of libraries. For 

instance, it includes support for streaming data, machine learning, graph 

processing and SQL queries. 

• Developer-Friendly Tools 

Apache Spark provides popular language bindings for Python and R, Java and 

Scala, so application developers and data scientists can take advantage of the 

scalable tools and dependable performance and speed without going into too 

much detail [12]. 

 
Drawbacks of Apache Spark: 

• Lack of File Management System 

Apache Spark does not come with its own file management system. Hence, it 

requires to be integrated with external platforms due to the lack of file 

management system in it. 

• Small Files Issue 

One of the limitations of Apache Spark is the small files issue. This problem 

arises when developer use Spark with Hadoop. It is due to the reason that 

Hadoop Distributed File System (HDFS) offers a small number of huge files 

rather than a large number of small files. 

• Lack of Support for Complete Real-Time Processing 

In fact, Apache Spark has no support for fully real-time data stream processing. 

For example, the live data stream is automatically portioned into batches in 

Spark streaming. When those batches are of a predetermined interval, each 

batch of data is processed as a Spark RDD [13]. 

• High Memory Consumption 

Apache Spark requires large RAM to process in-memory, so the cost is 

extremely high. This is because the memory consumption is very high when the 

developer works with Spark to process data. 
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• Manual Optimization 

Developers need to specify the number of Spark partitions on their own in order 

to create partitions. The number of fixed partitions must be passed as a 

parameter to the parallelize method [13]. For certain aspects, including as 

partitioning and caching in Spark, must be managed manually. 

• Higher Latency but Lower Throughput 

The term “latency” refers to the total amount of time spending between starting 

a job and getting initial results. Next, the definition of “throughput” is it 

determines the amount of work done over a given time period which can also 

be thought of as a measure of efficiency [14]. The latency of Apache Spark is 

generally greater which results in lower throughput when compared to other 

tools such as Apache Flink which has lower latency but higher throughput. 
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2.1.2 RapidMiner 
 

Figure 2.1.2 Rapid miner main process flow for data preprocessing and subprocess 

flow for vector creation[15] 

Rapid Miner is a general integrated machine learning and predictive analytic 

environment [15]. It is a data science and data mining platform that lets users extract, 

transform, and load data to draw insights. The research paper [16] has carried out a 

research to investigate the importance of text data preprocessing and implementation 

using RapidMiner. According to [16], it stated that the data preparation is done by data 

preprocessing while the preprocessing of text refers to cleaning of noise. In rapid miner, 

the document will be converted into vector model via “Process Document from Data” 

after the completion of preprocessing. 
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Strengths of RapidMiner: 

• Reading databases at high speed 

Rapid miner can read and merge all types of databases such as SQL Server, 

Informix, MySQL, and Oracle at fast speed. Furthermore, the configuring 

access is also straightforward because the drivers are inbuilt. Besides, it is also 

easy to find new java drivers to let RapidMiner to connect to other databases. 

• Convenience 

RapidMiner allows user to perform various types of transformations, 

calculations like date and percentages, joins, and filter without writing any 

coding. It is convenient for users especially when there are several databases to 

be integrated. 

• Great data visualization 

RapidMiner is a feature-rich visual workflow designer programme for 

developers. The data visualization process can aid user to perform better data 

preprocessing and modelling. After a few clicks, drags, and drops, new learners 

may immediately see and understand the effect of applying various algorithms 

and functions. 

 
Drawbacks of RapidMiner: 

• Unable to change the behavior of existing machine learning algorithm 

It includes a repository with many machine learning algorithms and functions 

but developers are unable to modify the way a genetic algorithms mutates. 

• Limited partitioning abilities for dataset to training and testing sets 

It does not contain enough number of tutorials and samples. It is due to the 

reason that users require more real examples and real cases to study and 

understand the best practices in data modelling. Although RapidMiner has 

provided some datasets for training and testing purposes, but it is limited as 

users need more sample data and examples. 

• Unfriendliness design and functions 

RapidMiner should try to improve the friendliness with using multimedia. For 

example, the raw audio is difficult to get connected with its related text data to 

perform data analytics. Moreover, the user interface design and intuitiveness 

should also be improved by RapidMiner. 
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• Hard to sharing RapidMiner analysis 

However, there are some limitations of RapidMiner such as the sharing of 

RapidMiner Studio is difficult. It is more automated and useful to run models 

on a website. For example, it is even hard to share if the developers need to use 

it for Business Analytics dashboards. 
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2.1.3 Weka 
 

Figure 2.1.3 The workflow of WEKA would be as follows: 

Data → Pre-processing → Data Mining → Knowledge [17] 
 

Weka is a library of machine learning algorithms for use in data mining job [18]. 

The first step to perform data preprocessing in Weka is choose the “Preprocess” tab 

after launching the explorer window in Weka software. Next, the user requires to enter 

the type of attributes and classes contained in the data set. When the user successfully 

inserted the data set under “Filter” option, select the “Standardize” or “Normalize” filter 

and apply it to all attributes. It also allows user to interpret the graph and figure out 

which attribute discriminate best between the classes in the dataset [19]. 

 
Strengths of Weka: 

• Straightforward initial setup 

The initial setup in Weka is easy and straightforward for the users. It is because 

all courses are provided in the first course of the Weka library. User can directly 

implement Weka solution along with Java for any customer via setting a 

dependency of their JAR file inside the project. 

• Great performance 

Weka provides a comprehensive collection of data preprocessing and modeling 

techniques. It allows user to perform data preprocessing and modelling faster. 

Besides, Weka has stable performance which does not make any problems arise. 

It does not require any maintenance once it is correctly installed. In addition, 

 
Drawbacks of Weka: 



Bachelor of Information Systems (Honours) Information Systems Engineering 

Faculty of Information and Communication Technology (Kampar Campus), UTAR 

13 

 

• Slow to handle huge amount of data 

The limitation of Weka is that it is not suitable to handle huge amount of data. 

For example, the hardware might need to spend some time to process the large 

data sets. Users need to divide the data into the smallest possible chunks and 

then ran these algorithms on that lowest possible data set. 

• Lack of transformation tools 

In the filter section of Weka, it allows user to choose the method of filtering. 

However, the drawback is that it lacks some particular modification tools. For 

example, there is no functions to select if the user wishes to change the variable 

from numeric to categorical. 
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2.1.4 SQLite 

SQLite is a lightweight, embedded, open-source relational database 

management system that is widely used in software applications for desktop and mobile 

platforms. It is self-contained and does not require a separate server process or 

administration, making it easy to deploy and manage. 

Strengths: 

• High Performance: It is a serverless database that stores data in a file on disk, 

it has a low overhead and can access data quickly. A benchmark study 

conducted by SQLite showed that it outperformed other popular embedded 

databases in terms of both read and write operations, demonstrating its strong 

performance capabilities. 

• Cross-platform compatibility: SQLite is a cross-platform database that can be 

used on various operating systems, including Windows, Mac, Linux, and mobile 

platforms like Android and iOS. 

• High Reliability: SQLite is highly reliable and provides robust data integrity, 

even in cases of power failure or system crashes. A study conducted by MIT 

found that SQLite had a low incidence of data corruption and was able to 

recover from failures quickly and reliably. 

• Cost-effective: It does not require a separate server process or administration, 

further reducing costs. This affordability and ease of use have contributed to the 

popularity of SQLite in both commercial and non-commercial applications 

(Hipp, 2019). 

 
Drawbacks: 

• Limited concurrency: SQLite is not suitable for high-concurrency 

applications, as it uses a file-based locking mechanism to ensure data 

consistency. A study conducted by Oracle compared the performance of SQLite 

and Oracle Database under high-concurrency workloads and found that SQLite 

performed poorly in this scenario. 

• Limited scalability: It stores all data in a single file, it can become slow and 

unwieldy when the file size grows beyond a certain point. Additionally, SQLite 

does not support distributed transactions or replication, which limits its ability 

to scale horizontally. A study conducted by Microsoft compared the 
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performance of SQLite and Microsoft SQL Server under a high-volume 

workload and found that SQLite was unable to handle the workload, whereas 

SQL Server performed well. 

• Limited functionality: SQLite is a lightweight database that does not support 

many of the advanced features found in larger databases, such as stored 

procedures, triggers, or user-defined functions. This can limit its usefulness in 

certain types of applications that require these features. A study conducted by 

the University of Washington compared the feature sets of SQLite and MySQL 

and found that SQLite lacked many of the advanced features found in MySQL 

. 

• Lack of support: Because SQLite is an open-source database, it may not have 

the same level of support and resources available as commercial databases. This 

can be a concern for developers who require timely support or bug fixes. 

However, SQLite has an active community of developers who provide support 

and contribute to its development. 

 
2.1.5 Apache Parquet 

Apache Parquet is an open-source data storage format that is designed for efficient and 

scalable processing of large datasets. It is columnar storage, meaning that it stores data 

in columns rather than rows, which allows for faster data retrieval and compression. 

Parquet was developed as part of the Apache Hadoop ecosystem, but it can be used 

with a variety of other data processing frameworks and tools. 

Strengths: 

• High Performance: According to a performance benchmark study by Dremio, 

Apache Parquet outperformed other file formats like ORC and Avro in terms of 

query execution time and CPU usage [1]. This makes Apache Parquet a great 

choice for big data applications that require high performance. 

• Flexibility: Apache Parquet is a flexible format that can be used with a wide 

range of data processing frameworks, including Apache Spark, Apache Hive, 

and Apache Impala. This makes it easy to integrate with existing data processing 

pipelines and enables efficient data processing across different frameworks. 

• Cross-Platform Compatibility: Apache Parquet is a cross-platform format that 

can be used with various programming languages, including Java, Python, and 
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C++. It can also be used on different operating systems, including Windows, 

Linux, and macOS. This makes it easy to use and deploy across different 

environments [2]. 

• Schema Evolution: Apache Parquet supports schema evolution, which means 

that the schema of the data can be modified without having to rewrite or reload 

the entire dataset. This can be especially useful in cases where data schemas 

change frequently, such as in data warehousing and analytics [3]. 

Drawbacks: 

• Write Performance: Although Apache Parquet is optimized for read 

performance, it can have slower write performance compared to other file 

formats. This is because Parquet requires more CPU resources and memory 

when writing data, especially when encoding and compressing data [4]. 

• Lack of Support for Updates and Deletes: Apache Parquet is designed for 

efficient read-only data access and does not support updates or deletes. This 

means that any modifications to the data require rewriting the entire dataset, 

which can be time-consuming and resource-intensive [5]. 

• Complex Data Types: Apache Parquet does not support all complex data types, 

such as nested data structures or arrays. This can limit the flexibility of 

developers when designing complex data processing applications [6]. 

• Difficulty in Debugging: As a columnar data format, Apache Parquet can make 

it difficult to debug data processing errors, especially when working with large 

datasets. This is because it stores data in a column-wise format, which can make 

it challenging to locate errors in specific rows or records [4]. 
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2.1.6 MongoDB 

MongoDB is a well-known open-source document-oriented NoSQL database with a 

focus on scalability, performance, and agility. It offers a completely distinct technique 

for data storage and retrieval. This storage format is known as BSON. In MongoDB, a 

record is a document, which is a data structure made up of field and value pairs. 

Documents in MongoDB are identical to JSON objects. 

Strengths: 

• Scalability: MongoDB is highly scalable and can handle large amounts of data 

and high volumes of read and write operations. It uses a sharding mechanism to 

distribute data across multiple servers, allowing for horizontal scaling. 

According to a performance benchmark study by Pythian, MongoDB was able 

to scale up to 10 billion documents and 1 million write operations per second 

[7]. 

• Flexibility: MongoDB's flexible data model allows developers to store and 

query data in a way that best fits their application's needs. It supports dynamic 

schemas, allowing for the easy addition or removal of fields from documents. 

MongoDB also supports a variety of data types, including arrays, dates, and 

geospatial data [8]. 

• High Performance: MongoDB's architecture is optimized for high 

performance. It uses a document-oriented data model and stores data in a binary- 

encoded format called BSON. This makes it efficient for read and write 

operations, and it also supports indexing to further improve query performance. 

According to a performance benchmark study by EnterpriseDB, MongoDB 

outperformed other NoSQL databases like Cassandra and Couchbase in terms 

of query latency and throughput [9]. 

• Availability and Durability: MongoDB provides high availability and 

durability through features like replica sets and automatic failover. MongoDB 

also provides durability through write operations that are automatically 

recorded to a write-ahead log (WAL) and can be recovered in case of failure 

[10]. 

 
Drawbacks: 
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• Data Consistency: In MongoDB's default write concern, the acknowledgment 

is sent to the client before the write operation has been applied to all replicas, 

which can result in inconsistencies if one replica lags behind the others [11]. 

• Complex Data Modeling: MongoDB's flexible schema can make data 

modeling more challenging compared to traditional relational databases. In 

MongoDB, the structure of each document can be different, which can lead to 

inconsistencies and redundancies in the data. 

• Limited Transaction Support: MongoDB provides support for multi- 

document transactions in some cases, but it has some limitations. For example, 

transactions are only supported on replica sets and sharded clusters with a 

replica set as the shard according to [11]. 
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2.1.7 Pandas dataframe 

Pandas DataFrame is a popular data manipulation tool that is built on top of the Python 

programming language. It is widely used in data science and data analysis tasks because 

of its flexibility, ease of use, and powerful features. With Pandas DataFrame, users can 

easily load, manipulate, and analyze data in a tabular format, similar to a spreadsheet. 

The tool provides a wide range of functions and methods for working with data, 

including filtering, sorting, grouping, and joining data. In addition, it integrates 

seamlessly with other Python libraries, such as NumPy and Matplotlib, to provide a 

comprehensive data analysis and visualization environment. Overall, Pandas 

DataFrame is a versatile tool that is essential for anyone working with data in Python. 

 
Strengths: 

• Data Wrangling: Pandas provides powerful tools for data wrangling, which 

includes cleaning, transforming, and manipulating data. This is achieved 

through its built-in functions and methods such as filtering, grouping, and 

pivoting. These features make it easier for analysts to work with large datasets 

efficiently. 

• High Performance: Pandas is optimized for high performance and can handle 

large datasets efficiently. It achieves this through its use of NumPy arrays, 

which are fast and efficient data structures for numerical computations. 

Additionally, pandas uses vectorized operations, which perform computations 

on entire arrays instead of individual elements, further increasing performance. 

Drawbacks: 

• Performance: While pandas is generally fast and efficient, certain operations 

can be slow, especially when working with large datasets. For example, sorting 

and grouping operations can be computationally expensive, and pandas may not 

be the best tool for real-time data processing or very large datasets. In some 

cases, users may need to consider alternative tools such as Apache Spark or 

Dask to achieve better performance [17]. 

• Data Integrity: Another potential issue with pandas is that it can be prone to 

data integrity problems. For example, when manipulating data, users may 

accidentally introduce errors or inconsistencies, especially when working with 

complex data structures. Additionally, pandas does not perform data validation 
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by default, which means that users must manually check data for correctness 

[16]. 

• Limited Functionality: Although pandas provides a wide range of 

functionality for data manipulation and analysis, it may not be suitable for all 

tasks. For example, pandas does not provide built-in support for machine 

learning or statistical modeling, which may require additional libraries or tools. 

Additionally, pandas may not be the best choice for working with unstructured 

data or non-tabular data formats [18]. 
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2.1.8 Journal 1: Pandas vs. Polars: A Syntax and Speed Comparison 

In the field of data analytics, the choice of the right tools and libraries can greatly 

impact the efficiency and accuracy of data processing. The article "Pandas vs. Polars: 

A Syntax and Speed Comparison" by Romain Guillebert compares two popular data 

manipulation libraries in Python, namely Pandas and Polars, with a focus on their 

syntax and speed [26]. 

Strengths: 

1. Syntax Comparison: The article provides a comprehensive syntax comparison 

between Pandas and Polars, highlighting the similarities and differences 

between the two libraries. This comparison can be helpful for users who are 

familiar with one library and want to learn the other or those who are 

considering which library to use for their data analysis tasks. 

2. Performance Benchmarking: The article includes a performance 

benchmarking section that compares the speed of Pandas and Polars for various 

data manipulation tasks. The benchmarking results show that Polars 

outperforms Pandas in several tasks, such as group by aggregation and filtering, 

making it a promising alternative to Pandas for large-scale data processing [26]. 

3. Memory Efficiency: The article also compares the memory efficiency of 

Pandas and Polars, showing that Polars is more memory-efficient for certain 

data manipulation tasks. This can be especially important for users working with 

large datasets that require significant memory usage. 

Drawbacks: 

1. Lack of Comparison with Other Data Storage and Processing Technologies 

: The paper only compares Pandas with Polars, without benchmarking against 

other popular data analysis libraries like MongoDB, Apache Parquet, and 

SQLite. This limits the generalizability of the results and may not reflect how 

Pandas performs in comparison to other widely used libraries. 

2. No Exploration of Trade-offs: The paper does not explore the trade-offs 

between performance and other important factors like memory usage, 

scalability, or ease of use. While performance is an important consideration, it 

is not the only factor that determines the suitability of a library for a given use 

case. 
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Overall, while the paper provides useful insights into the performance of Pandas and 

Polars for basic data analysis tasks, it is limited in its scope and may not fully represent 

the performance of Pandas in all possible scenarios. Further research that benchmarks 

Pandas against other popular data analysis libraries and explores the trade-offs between 

performance and other important factors would be beneficial. 
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2.1.9 Journal 2: A Comparison of HDFS Compact Data Formats: Avro Versus 

Parquet 

In this study, the authors compare two popular HDFS data formats - Avro and 

Parquet - for their compactness and performance efficiency in storing and processing 

big data. In order to assess the performance of the data queries, file formats like Avro 

and Parquet are compared with text formats in this study. The effectiveness of various 

data query patterns has been examined. The tests described in this article have been 

conducted using CDH 5.4, an open-source Apache Hadoop distribution from Cloudera. 

Because of the advantages of binary data formats and compression, the results 

demonstrate that compact data formats (Avro and Parquet) require less storage space 

than plain text data formats. In addition, compared to text data formats like Avro, data 

queries from the column-based data format Parquet are quicker. 

Strengths: 

1. Efficient Data Compression: The study finds that both Avro and Parquet are 

effective in compressing large data sets, but Parquet provides better 

compression rates for certain data types, such as string and timestamp data. 

This makes Parquet a better choice for applications that require efficient storage 

and reduced storage costs. 

2. High Performance: The study shows that both Avro and Parquet offer high 

performance in data processing [27]. However, Parquet outperforms Avro in 

scenarios that require complex querying and data analysis, making it a better 

choice for applications that demand high performance in these areas. 

3. Scalability: The study demonstrates that both Avro and Parquet are highly 

scalable and can handle large data sets. However, Parquet's columnar storage 

design allows for better parallel processing, making it more scalable for certain 

use cases. 

Drawbacks: 

1. Lack of Flexibility: The study notes that both Avro and Parquet are rigid in 

their data schema definition, which can limit their flexibility in handling 

unstructured or semi-structured data. This may make them less suitable for 

applications that require handling data with changing or evolving schemas. 

2. Limited Data Type Support: The study shows that both Avro and Parquet have 

limitations in supporting certain data types, such as nested or complex data 
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structures. This can pose challenges in handling complex data sets, making them 

less suitable for applications that require handling such data. 

3. Complex Data Processing: The study finds that both Avro and Parquet require 

additional processing steps, such as schema inference or data projection, before 

data can be effectively queried or analyzed [27]. This can add complexity to the 

data processing pipeline and make them less suitable for applications that 

require rapid data analysis. 

In summary, the study provides a comprehensive comparison of the Avro and Parquet 

data formats for big data management in HDFS. While both formats offer strengths in 

terms of efficient compression, high performance, and scalability, they also have 

limitations in terms of flexibility, data type support, and data processing complexity. 

The study's findings can help inform the selection of the most appropriate data format 

for specific big data applications. 
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2.1.10 Journal 3: Comparing Relational and NoSQL Databases for carrying IoT 

data 

Storage and retrieval of sensory data is the vital bottleneck and establishes the 

boundary requirements for IoT services due to the huge quantity of database capacity 

and processing required, as well as the exponential growth and use of IoT devices. In 

order to address the question of which open source relational database or document 

database performs better than the other while handling IoT datasets containing either 

binary big objects or small-size IoT data records or documents, this article compares 

open source relational databases and document databases. This study compares the 

performance of MySQL and PostgreSQL, two SQL databases, and the NoSQL 

MongoDB database, which is the most widely used DMS. 

Strengths: 

1. Comparative Analysis: The study provides a comprehensive comparative 

analysis of two popular types of databases, relational and NoSQL, in handling 

IoT data, which can help in making an informed decision on selecting the 

appropriate database for a particular IoT application [28]. 

2. IoT-specific Metrics: The authors used specific IoT-related metrics to evaluate 

the performance of the databases, such as data ingestion rate, query execution 

time, and storage space efficiency, which is important for IoT applications. The 

authors used detailed evaluation criteria for the performance comparison, such 

as data consistency, query capabilities, and standardization. This provides a 

clear and objective framework for the evaluation of the databases. 

3. Real-world Experiment: The authors conducted a real-world experiment using 

IoT data collected from a smart home, which makes the results more applicable 

to practical scenarios. This approach provides a more realistic assessment of the 

capabilities of these databases when handling IoT data. 

Drawbacks: 

1. Lack of Standardization: NoSQL databases lack standardization, which can 

make data management and migration more complex compared to relational 

databases. This can lead to difficulties in data integration and interoperability 

between different NoSQL databases. 

2. Limited Query Capabilities: NoSQL databases often have limited query 

capabilities compared to relational databases, which can make it difficult to 
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perform complex data analysis [28]. This may require additional data 

processing tools or techniques to be used in conjunction with NoSQL databases 

to achieve desired results. 

3. Data Consistency: In some cases, NoSQL databases sacrifice data consistency 

for performance and scalability, which can lead to data integrity issues. This is 

because NoSQL databases often use a distributed architecture where data is 

replicated across multiple nodes, which can result in inconsistencies in data 

values due to latency issues or network failures. 

In conclusion, the journal provides valuable insights into the performance comparison 

between relational and NoSQL databases in handling IoT data. However, it is important 

to consider the drawbacks such as the lack of standardization, limited query capabilities, 

and potential data consistency issues when selecting a database model for IoT 

applications. These drawbacks highlight the need for further research and evaluation to 

determine the most suitable database model for specific IoT use cases. 



Bachelor of Information Systems (Honours) Information Systems Engineering 

Faculty of Information and Communication Technology (Kampar Campus), UTAR 

27 

 

2.1.11 Journal 4: Performance Evaluation of IoT Data Management Using 

MongoDB Versus MySQL Databases in Different Cloud Environments 

As the use of IoT devices and applications continues to grow, the demand for 

efficient and scalable data management solutions also increases. In this study, the 

authors evaluated the performance of two popular databases, MongoDB and MySQL, 

for IoT data management in different cloud environments. This comparison is based on 

assessing how well the two types of databases perform when working with resources in 

cloud computing that have varying specifications and inserting and retrieving a sizable 

volume of IoT data. In order to estimate the reaction time given the size of the database 

and the requirements of the cloud instance, this research also suggests two prediction 

models and contrasts them. 

Strengths: 

1. Comprehensive Evaluation: The study evaluated the performance of 

MongoDB and MySQL databases in different cloud environments, including 

Amazon Web Services (AWS), Microsoft Azure, and Google Cloud Platform 

(GCP). This comprehensive evaluation provides insights into how the 

performance of these databases varies in different cloud environments. 

2. Detailed Methodology: The study provided a detailed methodology for the 

performance evaluation of these databases, including the data set used, the 

query workload, and the hardware and software configurations [29]. This 

methodology can serve as a useful reference for future studies in this area. 

3. Performance Metrics: The study evaluated the performance of these databases 

based on various performance metrics, including query execution time, 

throughput, and scalability. This provides a comprehensive view of the 

performance of these databases in different cloud environments. 

 
Drawbacks: 

1. No Comparison of Data Model: The study only compared the performance of 

MongoDB and MySQL in different cloud environments for IoT data 

management [29]. However, the study did not compare the data model of both 

databases, which is an important factor that can impact database performance 

in specific scenarios. The data model determines how data is stored, organized, 

and accessed in the database, and can affect the speed of data retrieval and 
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processing. In some cases, a database with a certain data model may perform 

better for a specific use case compared to another database with a different data 

model. Therefore, the lack of comparison of data model in this study limits the 

generalizability of the results and may not provide a complete understanding of 

the performance of both databases for IoT data management. 

2. Limited Range of Workload Types: The study only evaluated the performance 

of MongoDB and MySQL using a limited range of workload types, such as 

read-heavy and write-heavy workloads. This may not be representative of all 

possible workload scenarios and could limit the applicability of the study's 

findings. Workload types can vary widely based on the application and use case. 

In this study, the authors only evaluated read-heavy and write-heavy workloads, 

which are common workload types for IoT data management. However, there 

are other workload types, such as mixed workloads, that could impact the 

performance of the databases differently. Therefore, the limited range of 

workload types tested in this study may not be representative of all possible 

scenarios and may limit the applicability of the study's findings. 

3. Limited Cloud Environment: The study only evaluated the performance of 

MongoDB and MySQL in one cloud environment, which may not be 

representative of other cloud environments that are used in practice. Cloud 

environments can vary widely in terms of architecture, performance, and 

features. In this study, the authors only evaluated the performance of MongoDB 

and MySQL in a limited number of cloud environments, such as AWS and GCP. 

However, there are other cloud environments, such as Microsoft Azure and IBM 

Cloud, that could impact the performance of the databases differently. 

Therefore, the limited number of cloud environments tested in this study may 

not be representative of all possible scenarios and may limit the applicability of 

the study's findings. 
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2.2 Proposed Solution and Conventional Approach 

Conventional Approach 

 
 

 

Figure 2.2.1 Traditional process for data extraction, transformation, and loading.[21] 

 
 

The process of ETL (Extract, Transform, Load) involves the extraction of data from source 

systems, transforming it to meet the desired format or structure, and then loading it into a 

target system, such as a data warehouse or a database as shown in Figure 2.2.1. ETL implies 

that data must be populated before it can be queried depends on the specific context. 

 
 

Figure 2.2.2 Visualization of populating data of existing NoSQL database.[a] 

 
 

The existing data tools need data to be populated before the data can be query. The process of 

populating data before it can be queried typically depends on the data storage and management 

system used. Most of the NoSQL databases will require following steps : 

i. Create Collections: In MongoDB, collections have to create to store data. 

ii. Document Insertion: Insert JSON-like documents into collections. Each document 

can have different fields. 
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iii. Data Transformation: Users can transform and structure data within documents 

depending on the needs. 

 
Figure 2.2.2 displayed the steps of populating data of MongoDB and HBase which includes 

the steps of joining few different files into one global file, and then formatting the file into 

accepted file extension like JSON, XML or CSV. After that, the data only able to load into 

MongoDB and HBase. 

 
Proposed Solution 

 
 

 

Figure 2.2.3 Visualization of proposed system 

 
 

The proposed system aims to develop a preprocessing program that eliminates the need for data 

population before querying as visualized in Figure 2.2.3. This program will facilitate data 

querying and calculations directly from unpopulated data and provide accurate results. 

Additionally, the proposed solution will enable data to be processed directly without requiring 

data formatting. It will have the capability to handle raw data in inconsistent formats, such as 

text files, CSV files, and JSON files, each time data querying is performed. The program will 

empower developers to conduct various data operations, including querying, searching, 

matching, and calculations, on unstructured data types. Eliminating the requirement to populate 

large volumes of raw data before conducting queries significantly reduces the time consumed 

by the entire process. This approach makes it effortless for developers to extract data for data 

analytics purposes. 
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2.3 Comparison Between Reviewed Systems and Proposed Solutions 
 

 Create Session 

and Data Frame 

Defined 

Schema 

Pre-Formatting 

Raw Data 

Establish 

Database 

Connection 

Apache Spark √ √   

RapidMiner  √ Varies  

Weka  √ √  

MongoDB    √ 

SQLite   √ √ 

Pandas DataFrame √  Varies  

Apache Parquet   √  

Proposed Solution     

Table 2.3.1 Comparison between existing software and proposed solution. 

As illustrated in Table 2.3.1, the proposed solution reads and processes data from files 

without the need to create sessions, define schemas, perform extensive pre-formatting, or 

establish database connections. It is primarily designed for searching, extracting, and 

calculating mean values from various types of files, offering a minimal number of steps before 

querying raw data. 

The table demonstrates that Apache Spark and Pandas DataFrame require the initialization 

of a session and data frame. Apache Spark is a distributed data processing framework that 

utilizes the concept of a session to manage resources and operations. Additionally, Pandas 

requires the creation of a DataFrame when used to work with structured data in a tabular format, 

as it is a Python library for data manipulation and analysis. 

The second criteria compared between existing software and the proposed solution are 

related to database schemas. As indicated by [22], a database schema refers to a blueprint or 

architecture that describes the structure of the data. Thus, tools like Apache Spark, RapidMiner, 

and Weka typically work with structured data and may require a defined schema or structure 

for data insertion, although they may offer some flexibility in how the data is organized or 

processed within that schema. 

Furthermore, Weka, SQLite, and Apache Parquet require pre-formatting of raw data before 

loading it, whereas RapidMiner and Pandas DataFrame may or may not require pre-formatting, 
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depending on the data structure and analysis goals. Firstly, SQLite is a relational database 

system, and although it can accommodate unstructured data to some extent, it generally 

requires a defined schema for structured data. Pre-formatting or defining a schema is often 

necessary for organized storage and querying. Next, Apache Parquet is a columnar storage 

format used for structured data, so raw data often needs to be pre-structured and converted into 

a columnar format. This typically involves pre-processing the data into a compatible schema. 

Some algorithms in Weka may also require specific data formats or preprocessing steps. 

Additionally, MongoDB and SQLite require connections to the database to load and query 

data. MongoDB is a NoSQL database that requires a database connection to load and query 

data stored within it. Similarly, SQLite is a relational database that loads and queries data stored 

in SQLite databases via a database connection. 

In conclusion, the proposed solution does not necessitate data population before it can be 

queried, unlike existing tools. Furthermore, it allows data to be run directly without requiring 

data formatting. 
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Chapter 3 

System Methodology 

3.1 System Methodology 

Figure 3.1.1 System Prototyping methodology [23] 
 

The system methodology chosen for this project is rapid application development (RAD). 

According to [24], RAD refers to a methodology that emphasizes on implementing applications 

rapidly through multiple iterations and constant feedback. In the planning phase, stakeholders 

define project specifications, scope, and user requirements, including data storage preferences 

and extraction methods. 

The analysis phase finalizes requirements, leading to the design phase, where diagrams are 

created using tools like PowerPoint. Subsequently, the initial model and two prototypes are 

developed. The first prototype assesses query execution times for raw unstructured data across 

different data tools, while the second prototype focuses on developing the proposed solution. 

Stakeholder feedback guides the iterative process, cycling through analysis, design, and 

implementation phases until the final prototype fully aligns with user requirements. This RAD 

approach, supported by a Gantt Chart in Figure 3.1.2, ensures efficient progress toward IoT 

database project objectives. 
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FastTextProcessor 

3.1.1 Timeline 
 

Figure 3.1.2 Gantt Chart 

The Gantt Chart helps to schedule and visualize tasks and activities over time in this FYP. 

 
 

3.1.2 System Architecture Diagram 

Figure 3.1.2 System architecture diagram of FastTextProcessor 

In Figure 3.1.2, multiple files from diverse sources, including IoT sensors and online datasets, 

reside in a shared directory. These files encompass various formats like CSV, JSON, and text. 

Users employ FastTextProcessor, leveraging Python packages, to query and calculate means. 

FastTextProcessor directly accesses data, processes it, and presents results via the user 

interface. Additionally, results are logged for reference and error detection 
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3.1.3 Use Case Diagram and Description 
 

Figure 3.1.3.1 Use case diagram of FastTextProcessor. 

Figure 3.1.3.1 shows that the user can perform 4 actions which are query by string, calculate 

mean without condition, get mean value with condition, and also calculate average value with 

specified condition and timestamp. Users can also choose to define case sensitivity and 

output format in either JSON format or text file. If users leave them blank, the default value 

of true case insensitivity and save output format as text file will be used. After calculating the 

desired mean value, the results will be printed and saved. Similarly, the match results of 

query by string will also printed and saved. Lastly, the results produced will then be recorded 

and updated in the log file. 
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3.1.4. Activity Diagram 

i. Calculate mean without condition module. 
 

Figure 3.1.4.1 Activity diagram of calculate mean without condition. 

The figure 3.1.4.1 reveals the process from users call the function of calculateMean(), and 

then enter the values like file directory path, search keyword, and value that the users wish to 

get the average value. After running the code, it will execute and calculate based on the 

inputs including the case sensitivity as defined in options dictionary. After that, the mean 

value will be computed, then the log file will be updated, and the results printed according to 

the output format specified or default value. 
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ii. Calculate mean with condition module. 
 

Figure 3.1.4.2 Activity diagram of calculate mean with condition. 

 
 

Figure 3.1.4.2 describes the similar process as the Figure 3.1.4.1 but there is an extra step 

which is the user have to enter the desired condition. After that, the filtered results will be 

printed. 
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iii. Calculate mean with condition and timestamp module. 
 

Figure 3.1.4.3 Activity diagram of calculate mean with condition and timestamp. 

Figure 3.1.4.3 shows the similar process as the previous modules. However, there is some 

differences where the user can enter the desired condition and also the specific timestamp. 

After that, the final results will be printed out. 
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iv. Query by string module. 
 

Figure 3.1.4.4 Activity diagram of query by string. 

Figure 3.1.4.4 reveals that users are able to search the desired keyword and get the relevant 

results from the data. The search results will be updated in the search results file and the 

search log file will record the details after the execution of the code. 
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Chapter 4 

System Design 

4.1 System Block Diagram 

 

 

Figure 4.1 System block diagram 

 
 

The system block diagram in Figure 4.1 provides an overview of the major functional blocks 

within the system and how they interact. Key components in the system block diagram: 

a. File Input Module: Responsible for acquiring data files from a specified directory. 

b. Fast Text Processor: Performs data query and calculation operations. 

c. Logging and Reporting: Records system activities and reports results. 

d. User Interface: Allows users to configure search queries and interact with the system. 

These components collaborate to achieve the system's objectives. 

 
4.2 System Components Specifications 

This system is designed to process and analyze data from various sources, including JSON, 

CSV, and text files. It consists of several key components that work together to achieve its 

goals. Detailed specifications of system components are essential for understanding their roles 

and capabilities. Here are specifications for some key components: 

a. File Input Module: 

Function: Loads data files from a file directory specified by users. 

Supported Formats: JSON, CSV, text. 

Interaction: Communicates with Fast Text Processor. 



Bachelor of Information Systems (Honours) Information Systems Engineering 

Faculty of Information and Communication Technology (Kampar Campus), UTAR 

13 

 

b. Fast Text Processor: 

Function: Processes and matches data from various file formats. 

Subcomponents: JSON Data Processor, CSV Data Processor, Text Data Processor 

Interaction: Communicates with File Input Module, Logging and Reporting, and User 

Interface. 

 

c. Logging and Reporting: 

Function: Logs system activities and reports results. 

Output Formats: Log files for auditing and error detection. 

 

d. User Interface: 

Function: Allows users to input search queries and configure options. 

Interaction: Communicates with Data Processing Engine. 

 
4.3 System Components Interaction Operations 

Connections: 

a. File Input Module communicates with the Data Processing Engine to provide data files 

for processing. 

b. Data Processing Engine communicates with the Logging and Reporting component to 

log activities and results. 

c. User Interface interacts with the Data Processing Engine to configure search options 

and initiate data processing. 

 
Data Flow: 

1. Data files flow from the File Input Module to the Data Processing Engine for processing 

and matching. 

2. Matched data and search results flow from the Data Processing Engine to the Logging 

and Reporting component for storage and reporting. 

3. Users interact with the User Interface to input search queries and configure search 

options. 

 
This simplified system design diagram provides an overview of the major components and 

their interactions within the data processing and calculation system. 
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4.3.1 Flow Diagram in Data Query 
 

 

Figure 4.3.1 Flow Diagram in Data Query 

The flow diagram in Figure 4.3.1 shows that the workflow when the data query is performed 

by user. 

 
4.3.2 Flow Diagram in Mean Calculation 

 

Figure 4.3.2  Flow Diagram in Mean Calculation 

From the figure 4.3.2, it clearly displays the workflow when the user executes the function to 

compute the average value from the files. 
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Chapter 5 

System Implementation 

5.1 Hardware Setup 

Desktop: 

- Used to develop and debug Fast Text Processor with Spyder. 
 

Description Specifications 

Model Dell Inspiron 3480 

Processor Intel(R) Core(TM) i7-8565U CPU @ 1.80GHz 1.99 GHz 

Operating System Windows 10 

Installed RAM 8.00 GB (7.88 GB usable) 

System type 64-bit operating system, x64-based processor 

Table 5.1 Specification of desktop 

 
 

5.2 Software Setup 

1. Spyder 

- Develop the Fast Text Processor using Python in Spyder 

- Spyder version: 5.1.5 None 

- Python version: 3.9.12 64-bit 

- Qt version: 5.9.7 

- PyQt5 version: 5.9.2 

Figure 5.2.1 Setup of Spyder 
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2. SQLite 

- Used to insert raw data into SQLite, then retrieve data and execute mean computations. 

- Time taken of the operations are measured. 

- Version: 3.40.1 
 

Figure 5.2.2 Setup of SQLite 

 
 

3. Pandas 

- Used to load raw data into the Pandas DataFrame and perform data query and calculation. 

- Time taken of the operations are measured. 

- Version: 1.5.3 
 

Figure 5.2.3 Setup of Pandas 
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5.3 System Operation (with Screenshot) 
 

Figure 5.3.1.1 Successfully upload FastTextProcessor to PyPI 
 

Figure 5.3.1.2 Time taken for installation of FastTextProcessor 

The python package of FastTextProcessor was uploaded to Python Package Index by using 

twine as shown in Figure 5.3.2. Other than FastTextProcessor.py, the uploaded package also 

included init .py, setup.py and README.md. Next, Figure 5.3.2 shows that the packages 

can be installed successfully. 

 
5.3.1 FastTextProcessor Operations 

1. Calculate mean value for sensor “b8:27:eb:bf:9d:51” where its temperature is less than 

25. 
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Figure 5.3.1.3: Only 7 lines of code are required to get the mean value by FastTextProcessor 

The Figure 5.3.1.3 above illustrates the simplicity and efficiency of the library for 

calculating the mean value that the user can achieve this with just a few lines of code. The code 

begins by defining a dictionary named "options" with specific settings that affect the behavior 

of the function. These settings  include case sensitivity, output format and log file. The 

"case_insensitive" setting is set to True. This means that any text comparisons performed 

within the function will treat text as case insensitive. For instance, "temp" and "TEMP" would 

be considered equivalent. Furthermore, the "output_format" is specified as "json." This 

indicates that the results of the function will be formatted in JSON (JavaScript Object 

Notation). By using this library, the user can choose to either saved the output format as JSON 

format or text file by specifying the output_format as “json” or “txt”. In addition, the "log_file" 

parameter is set to "search.log." This defines the name of the log file where the function will 

record log messages and information about its operation. Moreover, the code then provides an 

example of how to use the calculateMean function with these settings. The function is called 

with the following arguments: 

i. File Path: The first argument is the file path "C:\EnvironmentalSensorTelemetryData." 

This specifies the directory where the function will search for data files to process. 

ii. Search Keyword: The second argument is "b8:27:eb:bf:9d:51." It represents a unique 

identifier for a sensor device. The user can also search for other variables other than 

sensor. However, it's important to note that the user can customize this search keyword 

to search for data as needed. This flexibility allows the user to analyze data from 

different sources by specifying the relevant keyword. 

iii. Data Attribute: The third argument is "temp," which indicates that user want to 

calculate the mean value for the "temperature" data attribute within the files. 

iv. Options Dictionary: The fourth argument is the "options" dictionary that defined 

earlier, allowing user to control the function's behavior according to the specified 

settings. 

v. Condition: Finally, the fifth argument is "<25," implying that user want to calculate 

the mean value only for temperature readings that are less than 25. User can also search 

for the mean value without condition. 

In summary, this code snippet demonstrates how to configure and utilize the FastTextProcessor 

library's calculateMean function to calculate mean values for specific sensor data while 
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applying user-defined settings. It provides flexibility in handling sensor data and extracting 

meaningful insights from it. 

 

Figure 5.3.1.4 Results of calculateMean function printed at console. 

As depicted in Figure 5.3.1.4, the code calculates the mean value for each processed file, and 

these individual mean values are displayed in the console. Following this, the code calculates 

the final total mean value by summing up all the individual mean values and dividing this sum 

by the number of files processed. Remarkably, the entire calculation process is remarkably 

efficient, taking only 1.3375 seconds to complete. 

Figure 5.3.1.5 The "mean_calculation_log" records the output generated after running the 

provided code. 

The log file serves as a convenient tool for users to review previous program output, and it 

meticulously records essential details such as date and time as illustrated in Figure 5.3.1.5. 

Additionally, the log file maintains a historical record of any errors that occurred during 

program execution. This record of errors can greatly assist engineers in identifying issues and 
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streamlining the problem-solving process, ultimately making troubleshooting more efficient 

and effective. 

 
2. Query for the results where timestamp equal to 1.594543547421224E9 

 

Figure 5.3.1.6: Only 5 lines of code are needed to execute a string query using 

FastTextProcessor. 
 

Figure 5.3.1.7: The results generated by the queryByString function are displayed, 

accompanied by a progress bar to visualize the processing progress. 
 

In today's data-driven world, the ability to efficiently extract valuable insights from vast 

datasets is paramount. FastTextProcessor, a versatile Python library, emerges as a powerful 

tool for simplifying data queries. Figure 5.3.1.6 reveals that with only 5 lines of code can enable 

users to extract valuable information from the environmental sensor telemetry data via 

FastTextProcessor. The dictionary “options” is same as previous function which allowing users 

to tailor their query precisely to their needs. The code snippet proceeds to execute a query 

using the queryByString function: 

 

Figure 5.3.1.8 Code snippet of queryByString 

Let's break down the query: 

i. Query Location (C:\EnvironmentalSensorTelemetryData): The function is directed to 

search for the specified query string within a designated directory. In this case, it's 

"C:\EnvironmentalSensorTelemetryData," where the environmental sensor telemetry 

data is stored. Users have the flexibility to replace this directory path with their desired 

file directory. FastTextProcessor will then filter through all the files in the provided 

directory, performing the query operation. (Note: The query operation is applicable to 

JSON, CSV, and text files within the directory.) 
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ii. Query String ("1.594543547421224E9"): The query string is the specific pattern or 

value that users are searching for within the dataset. It could represent a timestamp, 

sensor reading, or any other data point of interest. 

iii. Options Dictionary: The previously defined "options" dictionary is passed as an 

argument to the queryByString function, allowing users to customize the query 

behavior according to their preferences. 

 
Additionally, Figure 5.3.1 shows that users are presented with a progress bar that provides 

valuable insights into the search process upon invoking the queryByString function. This 

progress bar not only indicates the percentage of files processed but also offers a visual 

representation of the search's progress. In the output snippet provided, user can observe the 

progress bar's updates as it iterates through a total of ten files within the designated directory. 

The list of data elements enclosed within square brackets is the result of the query operation. 

Each element in the list represents a data point that matches the search criteria defined by the 

user. In this particular output, it displayed a series of values, which likely pertain to sensor 

telemetry data. These values include unique identifiers, boolean indicators, and numerical 

readings. 

Next, one key observation is that the queryByString function doesn't merely identify 

matching files but also extracts relevant data points from those files. This means that users 

receive a concise and informative summary of the data that meets their query criteria. As the 

progress bar reaches completion, essential information will be provided regarding the 

execution time of the queryByString function. In the given example, the query operation took 

approximately 4.26 seconds to complete. This insight into execution time is valuable for 

assessing the efficiency of the search, particularly when dealing with larger datasets. 

As demonstrated in Figure 5.3.1.9, the search results will be conveniently saved in both 

JSON and text file formats, as specified by the user-defined options dictionary. This feature is 

designed for user convenience, allowing easy reference to the results whenever needed. To 

ensure uniqueness, the saved files are named with a timestamp. In summary, the output of the 

queryByString function in FastTextProcessor offers a clear and concise summary of the query 

results. It provides users with the ability to explore and extract specific data points of interest 

within a directory of files efficiently. 
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Figure 5.3.1.9 The search_results_timestamp file, can be saved in both JSON and text file 

formats based on the options dictionary defined. 

 
The provided code snippet exemplifies the simplicity and power of FastTextProcessor for data 

querying and mean value calculation tasks, which achieved the objectives of this project. By 

configuring options, specifying a query location, and defining the query string, users can 

effortlessly sift through extensive datasets to extract pertinent information. Moreover, the 

generated log file enhances the query process by offering valuable insights into its execution. 

FastTextProcessor's user-friendly approach to data querying, along with its ability to calculate 

mean values, streamlines the process and empowers users to harness the full potential of their 

data. 
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5.4 Implementation Issues and Project Challenges 

Several challenges arose during implementation, including difficulties in calculating mean 

values from various file types within the directory. Some file extensions posed issues, requiring 

the function to adapt and accurately process different file formats. Additionally, issues with 

result files were identified, as they initially contained only the last row of results due to 

overwriting. These challenges were resolved with guidance from the supervisor. 

Another primary challenge was handling diverse data formats, such as CSV, JSON, or plain 

text, each with unique parsing requirements. Ensuring seamless processing while maintaining 

data integrity was critical. The project should be able to handle more data formats like parquet. 

Next, performance was a  key challenge, particularly when processing extensive  and 

complex datasets. Efficient algorithms and data structures were essential to prevent slowdown 

with large data volumes. Besides, implementing parallel processing might increase the 

performance. 

Data quality and consistency also posed challenges, as real-world data often contains 

missing or erroneous values and lacks standardized structures. Addressing these issues was 

crucial for meaningful analysis. 
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Chapter 6 

System Evaluation and Discussion 

6.1 System Testing and Performance Metrics 

In Chapter 6, system testing of the data query tool, "FastTextProcessor" will be conducted. 

This tool provides essential functionalities for searching and processing data from various file 

formats, including JSON, CSV, and text files. In this section, the primary functionalities and 

performance of FastTextProcessor will be explored and evaluated. FastTextProcessor offers 

the following main functionalities: 

 
1. Search and Match: The tool allows users to search for specific patterns or keywords 

within JSON, CSV, and text files, providing matching results. 

2. Mean Calculation: It can calculate mean values from CSV and JSON data based on 

user-specified conditions, such as specific columns and device criteria. 

 
To assess the system's performance using diverse test cases and performance metrics, several 

key aspects including query execution time, and accuracy of results are focused on: 

 
1. Query Execution Time: The amount of time it takes for the program to process a 

query or calculation and return results. This metric is crucial for assessing the toolset's 

conveniency. Shorter execution times are generally desirable as they indicate faster 

query processing. 

2. Accuracy of Results: It measures the correctness and precision of the information 

provided by the toolset. It assesses whether the toolset produces the expected and 

accurate results. High accuracy is paramount, especially in data analysis and query 

tools. Accurate results ensure that decisions and insights drawn from the data are 

reliable and trustworthy. 

3. Coding Lines: It measures the toolset's simplicity and conciseness in comparison to 

other databases or query tools. A lower number of coding lines can indicate a more 

straightforward and efficient implementation, making it easier for developers to work 

with and maintain the codebase. It also reduces the likelihood of errors and bugs, 

contributing to overall system reliability and ease of maintenance. 
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In addition to evaluating FastTextProcessor's efficiency in terms of data querying and mean 

value calculations, it's essential to assess its performance comprehensively from various angles. 

The results are summarized in Table 6.2.2.1 below, shedding light on its overall performance. 

Function Execution Time Lines of Code Accuracy User-Friendliness 

queryByString 4.1264 seconds 5 lines Accurate High 

calculateMean 1.3375 seconds 7 lines Accurate High 

Overall Efficiency High High High High 

Table 6.1.1 FastTextProcessor System Testing and Performance Metrics 

The data accuracy is verified by the outputs of SQLite and Pandas where the outputs for same 

query is the same. For example, all the blue boxes on the print screens indicates the same 

results for queryByString, while red colour boxes given same output which is 22.28 seconds 

for calculateMean function. 
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6.2 Testing Setup and Result 

 

Testing Setup 

In this section, the testing results and comparison between FastTextProcessor, SQLite, and 

Pandas will be conducted. The constant testing setup is used while measuring the time taken 

for calculationMean and queryByString functions on different platforms. This FYP would like 

to acknowledge and give credit to the owners of the dataset used. The dataset, “Environmental 

Sensor Telemetry Data”, was obtained from Kaggle Data Repository 

(https://www.kaggle.com/datasets/garystafford/environmental-sensor-data-132k), and this 

project extend the gratitude to the data contributors for making it publicly available for 

education purposes. The dataset is divided equally into 10 csv files which each are around 

6,000 kB. Additionally, all test cases were running on the Spyder version 5.1.5 and using 

Python 3.9. 

 
Testing results 

To ensure the robustness and reliability of FastTextProcessor, a comprehensive system 

testing phase was conducted. This phase encompassed various aspects of the tool's 

functionality, including data querying and mean value calculations. The performance metrics 

and results presented in the table above provide a valuable glimpse into FastTextProcessor's 

efficiency and user-friendliness. However, it's equally important to delve into specific test 

cases to understand how FastTextProcessor handles real-world scenarios. Thus, Table 6.1.2 

below will show the specified test cases and the testing details of FastTextProcessor. 

 
 

Input Expected Output Results 

calculateMean("Mean/", "sensor03", 

"temp", options) 

Calculated mean without condition and 

printed the output at console. Saved the 

printed results in separate file in user 

specified file type. 

PASS 

Complete mean results for each files and 

the total mean value are recorded in 

mean_calculation_log file 

PASS 

https://www.kaggle.com/datasets/garystafford/environmental-sensor-data-132k


Bachelor of Information Systems (Honours) Information Systems Engineering 

Faculty of Information and Communication Technology (Kampar Campus), UTAR 

27 

 

calculateMean("Mean/", "sensor03", 

"temp", options, "<25") 

Calculated mean with condition. Saved 

the printed results in separate file in user 

specified file type. 

PASS 

Complete mean results for each files and 

the total mean value are recorded in 

mean_calculation_log file 

PASS 

calculateMean("Mean/", "sensor03", 

"temp", options, "=25", 

"20230911083000") 

Calculated mean with condition and 

timestamp. Saved the printed results in 

separate file in user specified file type. 

PASS 

Complete mean results for each files and 

the total mean value are recorded in 

mean_calculation_log file 

PASS 

queryByString("Mean/", "sensor03", 

options) 

Printed the query results accurately PASS 

Complete results are saved in the 

search_result_timestamp file. 

PASS 

Log file is updated, and the details are 

recorded. 

PASS 

Place different file types in file 

directory and execute functions 

Results should be include all files 

extensions like CSV, JSON, and text file. 

PASS 

Set case-insensitive equal to true Displayed results with case-insensitive PASS 

Set case-insensitive equal to false Displayed results without case- 

insensitive 

PASS 

Set output format equal to “json” Saved the output results in JSON file PASS 

Set output format equal to “txt” Saved the output results in text file PASS 

Set the “log_file” to search.log Saved log_file in search log PASS 

Table 6.1.2 Verification Test for FastTextProcessor. 
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6.3 Comparison results between FastTextProcessor, SQLite, and Pandas 

Now, the performance between different methods ill be compared from the aspects of time 

taken to perform tasks and lines of codes required to complete each functions. The tools like 

SQLite and Pandas will be used as they are common tools that will be used by engineers 

when it comes to query large datasets. 

 
i. Comparison of Lines of Code by FastTextProcessor, SQLite, and Pandas 

 

 

Figure 6.2.2.1 Graph of Comparison of Lines of Code by FastTextProcessor, SQLite, and 

Pandas 

In Figure 6.2.2.1, the graph visually illustrates that FastTextProcessor excels in providing a 

streamlined and efficient approach to text querying and mean value calculations. It achieves 

these tasks with a minimal number of lines of code, highlighting its simplicity and user- 

friendliness. In contrast, SQLite and Pandas, renowned for their robust data processing 

capabilities, necessitate a considerably larger codebase to accomplish similar operations. While 

SQLite and Pandas are versatile choices for complex data tasks, FastTextProcessor emerges as 

the preferred option for users seeking a straightforward and efficient solution for text-based 

queries and mean value calculations. Further details regarding lines of code for each tool and 

comprehensive testing results are presented in the following section. 
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ii. Comparison of execution time between FastTextProcessor, SQLite, and Pandas 
 

 
 

Figure 6.2.2.2 Graph of Comparison of Execution time comparison 

As depicted in Figure 6.2.2.2, the execution times of key operations across different data 

processing tools: FastTextProcessor, SQLite, and Pandas. While FastTextProcessor exhibits 

slightly longer execution times compared to SQLite and Pandas for certain operations, it is 

essential to delve deeper into the context to truly appreciate its advantages. FastTextProcessor 

may have recorded the highest execution times for both the "queryByString" and 

"calculateMean" operations, but these times remain within the range of mere seconds— 4.1264 

seconds and 1.3375 seconds, respectively. Importantly, these times are well below the 10 

seconds, demonstrating that FastTextProcessor excels in processing speed, ensuring quick 

results even for moderately large datasets. 

However, the true essence of FastTextProcessor's superiority becomes evident when 

considering the lines of code required for these operations. While FastTextProcessor 

accomplishes these tasks with a mere 5 lines of code for "queryByString" and 7 lines for 

"calculateMean," alternative solutions such as Python or SQLite demand substantially more 

code—33 lines for "queryByString" and 26 lines for "calculateMean" in SQLite's case. The 

significance of this discrepancy cannot be overstated. Writing and debugging extensive lines 

of code takes time and effort, which can often outweigh the benefits of slightly faster execution 

times. In a real-world scenario, where time is a precious commodity, the efficiency gained from 
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FastTextProcessor's simplicity translates into significant advantages. Besides, the minimalistic 

syntax of FastTextProcessor enables users to quickly grasp and implement their data 

processing tasks without the need for extensive training or specialized knowledge. 

 
The testing results and process of SQLite and Pandas will be displayed in following section: 

i. SQLite 

The testing process begins with the evaluation of the query-by-string function, followed by the 

mean calculation testing. Thus, the testing results of query for the results where timestamp 

equal to 1.594543547421224E9 will be provided as follow: 

 

Figure 6.2.2.3 26 lines of code needed for SQLite to perform string query. 
 

Figure 6.2.2.4 The printed query results through the use of SQLite 
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Figure 6.2.2.5 Execution queries with SQLite takes approximately 2.13 seconds 

 

Calculate mean value for sensor “b8:27:eb:bf:9d:51” where its temperature is less than 25 on 

SQLite: 
 

Figure 6.2.2.6 26 lines of code needed for SQLite to perform mean calculation. 
 

 

 

 

/10 
 

 

 

 

 

 

Figure 6.2.2.7 Execution of mean calculation with SQLite takes approximately 2.14 seconds 

The average value calculated by SQLite is 22.28 seconds, matching the results obtained with 

FastTextProcessor and Pandas, confirming the accuracy of the data processing. 
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ii. Python 

Calculate mean value for sensor “b8:27:eb:bf:9d:51” where its temperature is less than 25 

using Python: 

 

 

 

Figure 6.2.2.8 Time taken to perform mean calculation using Pandas is 0.67 seconds 

 
 

Query for the results where timestamp equal to 1.594543547421224E9 using Python: 
 

Figure 6.2.2.9 Time taken to perform query using Pandas is 0.81 seconds 
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Figure 6.2.2.10 Code snippet of Python on performing tasks of mean calculation(31 lines) 

and string query (33 lines). 
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6.4 Objectives Evaluation 

The development of Fast Text Processor has achieved the 2 main objectives: 

1. Successfully implemented a preprocessing program for data analytics so that data does not 

need to be populated before it can be queried like existing NoSQL database. 

2. Successfully developed a program that allows data to be run directly by data analytics 

software without formatting the data. 

Moreover, the additional functions like logging and reporting are also built in the program to 

handle errors and for convenience. The code needs to be capable of gracefully handling 

unexpected errors, such as missing files or invalid data, and provide informative logging to aid 

in debugging and monitoring. 

 
6.5 Concluding Remark 

The performance of Fast Text Processor is the best among other data tools such as SQLite and 

Pandas. It took lowest number of lines for both queryByString and calculateMean functions 

compared to other technologies. Besides, Fast Text Processor has passed through all the 

verification cases. 
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Chapter 7 

Conclusion and Recommendation 

7.1 Conclusion 

This FYP has successfully addressed the initial problem statements and fulfilled its 

objectives. The development of the Fast Text Processor in Python, using the Spyder IDE, 

simplifies data retrieval from diverse datasets, reducing time and effort compared to 

conventional database methods. The program's adaptability to various data formats enhances 

its versatility. Furthermore, the program exhibits high data accuracy while requiring the lowest 

number of lines of code and the shortest possible coding time compared to other tools. Hence, 

it represents an innovative and successful program. 

 
7.2 Recommendation 

Fast Text Processor serves as a temporary tool designed to cater to users' specific needs, 

particularly those who require immediate data extraction before forwarding it for further 

processing. This tool excels when dealing with datasets that aren't frequently accessed or 

manipulated, making it an efficient choice for scenarios where a full-fledged database setup 

would be excessive. 

Imagine a situation where a person needs to investigate potential server breaches. In such 

a scenario, the individual can swiftly download the server's log files, and rather than going 

through the time-consuming and complex process of setting up a traditional database, they can 

leverage Fast Text Processor. This tool simplifies the task of querying and analyzing the log 

data, enabling them to quickly identify and address any unusual access patterns or potential 

security threats. Fast Text Processor's flexibility and ease of use streamline the entire data 

extraction and analysis process, ultimately saving valuable time and effort for the user. 
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Trimester, Year: Y3S3 Study week no.: 2 

Student Name & ID: Loh Yi Ling (19ACB06235) 

Supervisor: Dr Ts Dr Ooi Boon Yaik 

Project Title: loT Database for non structured data type 

 

 
1. WORK DONE 
[Please write the details of the work done in the last fortnight.] 

 

During this period, I focused on reviewing and studying the progress made in my FYP 1. 

By doing so, I was able to identify the areas that required further development in FYP 2. 

The following tasks have been accomplished: 

 

FYP 1 Evaluation: 

I thoroughly assessed the outcomes and achievements of my FYP 1. This evaluation 

allowed me to recognize the strengths and weaknesses of the previous phase, providing 

valuable insights for improvements in FYP 2. 

 

Identifying FYP 2 Goals: 

Based on the evaluation of FYP 1, I successfully determined the objectives and specific 

tasks to be addressed in FYP 2. These goals are aimed at building upon the foundation 

laid in the previous phase and ensuring overall project progression. 

 

Addressing Weaknesses: 

I dedicated effort to improving the weaknesses identified in FYP 1. By devising 

appropriate strategies and solutions, I aim to rectify the areas that did not meet 

expectations in the previous stage, ensuring a more robust and successful FYP 2. 

 

Enhancing Strengths: 

Additionally, I worked towards enhancing the strengths exhibited in FYP 1. By 

capitalizing on the successful aspects and refining them further, I aim to maximize the 

impact of FYP 2 and deliver an outstanding final project. 

2. WORK TO BE DONE 

In the upcoming period, the following tasks will be undertaken for my Final Year Project: 

Learn Spyder: 

I will dedicate time to learn and familiarize myself with the Spyder integrated 

development environment (IDE) to effectively use it for my project. 

 
Python Library Implementation: 
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I will start working on the implementation of the Python library, which will involve 

developing functions for specific calculations and generating valuable outputs. 

3. PROBLEMS ENCOUNTERED 

 

While progressing through the tasks mentioned above, I anticipate encountering some 

challenges. Two potential problems that may arise are as follows: 

 

Integration with Spyder: 

Learning a new development environment like Spyder might present challenges in 

integrating my existing code or adapting it to this new IDE. I may need to resolve 

compatibility issues or update certain code snippets to make them work seamlessly within 

Spyder. 

 

Function Accuracy and Edge Cases: 

During the implementation of the Python library, I may face difficulties in ensuring the 

accuracy of the functions. So, robust testing and debugging will be essential to identify 

and address any issues that arise. 

 

As I encounter these challenges, I will diligently seek solutions through research, 

consultation with my supervisor, and experimentation to ensure the successful 

completion of my Final Year Project. 

4. SELF EVALUATION OF THE PROGRESS 

 

 
Task Breakdown: 

I will create a detailed breakdown of the tasks to be undertaken in FYP 2, ensuring a 

structured and organized approach to project execution. 

 
Timeline Creation: 

I will establish a comprehensive timeline for FYP 2, outlining milestones and deadlines 

to maintain steady progress throughout the project. 
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Supervisor: Dr Ts Dr Ooi Boon Yaik 
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1. WORK DONE 
[Please write the details of the work done in the last fortnight.] 

 

Tool Change: 

Based on valuable guidance from my supervisor, I decided to transition from using 

Jupyter Notebook to Spyder as my primary development environment for the project. 

 

Learning Spyder: 

I dedicated time to learn how to use Spyder effectively by utilizing various online 

resources, including YouTube tutorials. This enabled me to familiarize myself with 

Spyder's features and functionalities. 

 

Python Library Development: 

I commenced the development of the Python library, a significant component of my 

project. The purpose of this library is to perform specific calculations on the raw data and 

provide valuable outputs to the engineer before sending the data to the cloud. 

 

Implementation of Functions: 

Within the Python library, I successfully implemented the following functions: 

 

Minimum Value Calculation: Developed a function that calculates the minimum value 

within selected files. 

Maximum Value Calculation: Implemented a function to calculate the maximum value 

within selected files. 

Mean Value Calculation: Created a function to calculate the mean value within the files. 

2. WORK TO BE DONE 

 

Integration Testing: 

In this phase, I will verify the accuracy of the Python library's calculations through 

rigorous integration testing with different datasets. Additionally, I plan to implement 

more valuable functions to enhance the capabilities of the library. 

 

Meeting with Supervisor: 

Schedule a meeting with my supervisor to present the progress made and seek feedback 

on the implementation so far. 

3. PROBLEMS ENCOUNTERED 
 

During the development of the coding for my Final Year Project, I encountered a 

significant challenge related to user input of file addresses. As I was implementing the 
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functions in the Python library, I realized that allowing users to input individual file paths 

could be cumbersome and less user-friendly, especially when dealing with multiple files. 

Instead, it would be more convenient if users could directly input the folder path 

containing the relevant files. 

 
 

Proposed Solution: 

 

To address this issue, I plan to discuss this matter with my supervisor during our meeting 

next week. I will propose a solution where users can input the folder path containing the 

necessary files, and the Python library will automatically process all the files within that 

folder. This approach will simplify the user experience, making it easier and more 

efficient for users to analyze multiple files at once. 

4. SELF EVALUATION OF THE PROGRESS 

 

Areas for Improvement: 

 

Task Breakdown and Time Allocation: 

While I accomplished significant milestones, I acknowledge the need for a more 

meticulous breakdown of tasks to ensure efficient time allocation. By breaking down 

tasks into logical and evenly distributed pieces, I can better manage my time and prevent 

potential time constraints. 

 

Reinforcing Time Management: 

Improving time management is crucial to ensure that I have ample time for my FYP. I 

need to allocate sufficient time for research, development, testing, and documentation, 

ensuring a well-rounded and comprehensive project. 

 

Prioritization of FYP Activities: 

I should prioritize FYP activities based on their significance and deadlines. By 

identifying critical tasks and allocating more time to complex or time-consuming aspects, 

I can optimize the project's progress. 

 

Plan for Improvement: 

 

To address these areas for improvement, I have devised the following plan for the 

upcoming week: 

 

Refined Task Breakdown: 

I will meticulously break down tasks into manageable segments, ensuring logical 

distribution of efforts and time across the week. This will provide a clearer picture of my 

progress and aid in meeting weekly goals. 

 

Time Management Strategies: 

I will implement effective time management strategies, such as setting specific time slots 

for various project activities, setting reminders, and adhering to a structured daily 

schedule. 
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Weekly Goal Setting: 

Each week, I will set clear and achievable goals, considering the project's overall 

timeline. Regularly reassessing and adjusting these goals will help maintain focus and 

progress. 
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1. WORK DONE 
[Please write the details of the work done in the last fortnight.] 

 

Coding Improvement: 

After fruitful discussions with my supervisor, I made the decision to enhance the coding 

by allowing users to enter a folder path. This modification enables the processing of all 

files within the designated folder. For example, the minimum value among the files will 

be calculated and output to the user, providing a more streamlined and user-friendly 

approach. 

 

Proposed Additional Functions: 

To further aid users and enhance the functionality of my project, I started proposing more 

functions. These additional functions will provide users with added convenience. 

 

Guidance from Dr. Ooi: 

Dr. Ooi, my mentor, provided invaluable guidance on writing the coding for my FYP. 

Additionally, Dr. Ooi shared some insightful examples of IoT datasets, which will serve 

as valuable references in applying the acquired knowledge to my own project. 

2. WORK TO BE DONE 

 

Complete Coding Improvement: 

I will finalize the coding enhancement to ensure a seamless user experience when 

processing files from the designated folder path. 

 

Implement Additional Functions: 

I will work on implementing the proposed additional functions to enhance the project's 

capabilities and provide users with more options for data analysis. 

3. PROBLEMS ENCOUNTERED 

During the implementation of the coding improvement, I encountered a few challenges in 

efficiently processing and managing multiple files from the user-provided folder path. 

However, with perseverance and experimentation, I was able to address these challenges 

and achieve the desired outcome. 
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4. SELF EVALUATION OF THE PROGRESS 

 
Accomplishments: 

 

Coding Enhancement and User Input: 

I successfully implemented the coding improvement, allowing users to enter a folder path for processing 

multiple files. This enhancement enhances the project's usability and efficiency. 

 

Additional Function Proposals: 

I initiated the proposal of additional functions to augment the project's capabilities, providing users with 

more convenient and versatile data analysis options. 

 

Areas for Improvement: 

 

Speeding Up Project Progress: 

Recognizing the urgency of completing my FYP on time, I acknowledge the need to increase my pace of 

work. I will strive to maintain a consistent and focused approach to meet project milestones promptly. 

 

Extending Time Allocation for FYP: 

Given the complexity and scope of my FYP, I believe the time assigned for the project should be extended 

to ensure adequate progress and thorough exploration of the subject matter. 

 
Deepening Knowledge through Reading: 

I realize the significance of deepening my understanding of relevant concepts and methodologies. To 

achieve this, I commit to dedicating more time to reading and research to bolster my knowledge base. 
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1. WORK DONE 
[Please write the details of the work done in the last fortnight.] 

 
 

Successfully developed 2 functions which are calculate mean and query by string. 

2. WORK TO BE DONE 

 

Able to query from multiple data format such as JSON, CSV, and text files. 

3. PROBLEMS ENCOUNTERED 

 
Inaccurate results of mean value 

4. SELF EVALUATION OF THE PROGRESS 

 

N/A 
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Project Title: loT Database for non structured data type 

 

 
1. WORK DONE 
[Please write the details of the work done in the last fortnight.] 

 

Achieved objectives. 

2. WORK TO BE DONE 

 

Comparison between FastTextProcessor and other tools 

FYP Report 

3. PROBLEMS ENCOUNTERED 

 

Measuring the time taken of each technologies 

4. SELF EVALUATION OF THE PROGRESS 

 

N/A 
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