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CHAPTER 1 
 

 

 

 

1.1 MOTIVATION AND PROBLEM STATEMENT 
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Figure 1.1: Sample frames highlighting issues of underwater environments. a) 
unpredictable fish poses. b) colour cast and low contrast, blurry images due to 

sedimentation. c) rapid changes in background due to light diffraction or moving aquatic 
plants. d) Similarities between fish and background objects in terms of colours and shape 
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1.2 PROJECT SCOPE 
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1.3 OBJECTIVES 
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1.4 CONTRIBUTIONS 

 

We modified the YOLOv5 [12] architecture to learn the motion-based 

features from a specific data representation called trail. Its output is then merged 

with spatial features learned from the original YOLOv5 architecture to take 

advantage of using both spatial and temporal information. The main 

contributions of this project include: 

1) Pre-processing 

formed by overlapping or adding the frame differences of multiple 

frames. Because the camera is stationary, the frame differences contain 

mostly moving objects. Then, the trail images are used in the subsequent 

modules for further processing. This step is particularly useful to 

differentiate between fish and underwater non-fish objects. 

2) Modify the YOLOv5 architecture to generate the angle information, 

angle.

moving. 

3) Fuse the temporal and spatial information by combining the YOLOv5 

outputs and the outputs from our modified YOLOv5 operating on the 
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angle

candidates. Then, the low-confidence outputs are merged with the 

objects in addition to the original YOLOv5.  

 

1.5 REPORT ORGANIZATION 
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CHAPTER 2 
 

 

LITERATURE REVIEW 

 

2.1 GENERAL OBJECT DETECTION 
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Figure 2.1: The architecture of AlexNet[19]. The architecture is split into 2 branches to 

run 2 GPUs in parallel. The input image is subsampled to a 224 x 224 pixel tensor with a 
stride of 11 x 11 pixels. 
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Figure 2.4: An illustration of Faster R-CNN architecture [23]. 
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Figure 2.5: Illustration of SSD architecture. Several convolutional layers are added to 
the end of the base network [24]. 
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Figure 2.6: Four composite styles for Dual-Backbone architecture [29]. From left to 
right: Adjacent Higher-Level Composition (AHCL), Same Level Composition (SLC), 
Adjacent Lower-Level Composition (ALLC) and Dense Higher-Level Composition 

(DHLC) 
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Figure 2.7: The architecture of CARAFE [30]. CARAFE is made up of two components: 

1) kernel prediction module, and 2) content-aware reassembly module. 

 

 

 
2.2 YOLOV5   
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Table 2.1: Main improvements for each version of YOLO 

Model Changes from the previous version 
YOLOv6 
[34]  

 Different scales architecture varies, where small models 
use a plain single path backbone and larger models use 
efficient multi-branch blocks. 

 Self-distillation strategy is used with dynamically 
adjusted knowledge from the teacher and labels to help 
the student model learn knowledge more efficiently. 

 Quantization scheme is reformed with RepOptimizer 
and channel-wise-distillation for faster and more 
accurate detector. 

YOLOv7 
[35] 

 Proposed compound scaling method: The depth of 
computational block is scaled up by 1.5 times, and the 

 

 Proposed planned re-parameterized model: The 1x1 and 
3x3 convolutional layers in the  are 
reversed to fit their re-parameterized model design 
strategy. 

 Proposed assistant loss for auxiliary head: Before 
merging cardinality, the auxiliary head is connected 
after one of the sets of feature maps. This design allows 
the weights of the newly generated feature map to not 
be updated directly by assistant loss; thus, the pyramid 
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of the lead head can get information from objects of 
different sizes. 

YOLOv8 
[36] 

Authors of YOLOv8 have yet to write a paper about their 
findings, but they did a summary on their websites of the 
updates that are made for YOLOv8 as follows: a new backbone 
network, a new anchor-free split head, and new loss functions. 
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Figure 2.8: Left: Training box size and ratio distribution for VOC2007; Right: Training 

box size and ratio distribution for F4K dataset 

 

 

 
Figure 2.9: Left: Feature Pyramid Network (FPN); Right: Path Aggregation Network 

(PANet) [31]. 
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2.3 FISH DETECTION  
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2.3.1 TRADITIONAL MACHINE LEARNING METHODS 
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2.3.2 DNN-BASED SINGLE FRAME OBJECT DETECTION  

 

 

 

 

 

Figure 2.10: Flowchart of the proposed system by Liu et al [33]. 

 

 



23 

 

 

 

 



24 

 

 

 

 

 



25 

 

 

Figure 2.11: Overall network structure of Composite FishNet [46] 

  

2.3.3 DNN-BASED MULTIPLE FRAME OBJECT DETECTION  

 

 

 

 

Figure 2.12: Flowchart for a fish detection algorithm using motion information concepts 
[65]. 

 
 

The authors of [65] proposed a hybrid system combining motion-based 

features, optical flow, and GMM (Gaussian Mixture Modeling), which are 

then further combined with a raw greyscale image and fed to the CNN for 
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training. The other algorithms [63] [64], with concepts following the same 

structure as Salman et al. [65], Jalal et al. [63] similarly combined optical flow 

and GMM, but it went through CNN processing before going through a 

combination algorithm with another CNN-processed raw RGB image. 

 

 
Figure 2.13: Flowchart for another fish detection algorithm using motion information 

concepts [64]  
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2.3.4 SUMMARY 

 

 

 



28 

 

 

 

 

 

 

 

 

 

 

 

 

 



29 

 

 

 

Method Standard 
baseline 
model 

Dataset and 
description 

Metric 
used; 
Accuracy(
%) 

Baseline 
Accuracy 

Amount 
of 
improve
ment 

Cascade Mask 
R-CNN + 
ResNeXt152 + 
Triple 
Backbone  [29] 

Cascade 
Mask R-
CNN + 
ResNeXt 

-152 

COCO test-dev 
[68] (non fish) 

mAP@50; 
69.80 

67.00% 2.80% 

Mask R-CNN 
+ CARAFE 
[30] 

Mask R-
CNN + 
GUM 

COCO test-dev 
[68] (non fish) 

mAP@50; 
56.20 

55.70% 0.50% 

YOLO 
(without 
changes) [6] 

YOLO  Self-made 

 High 
turbidity 

 Part 
grayscale 

mAP@50; 
53.92 

- - 

Fish_AlexNet 
[54] 

AlexNet QUT_fish 

 

 Variable 
light 
condition 

 Controlled, 
steady 
condition 

 White 
background 

Accuracy =  

 

97.43 

93.35% 4.08% 

FFDet [56] SSD LCF-15 

 Complex 
background 

 Blurry 
scenes 

 Varying 
illumination 

mAP@50; 
61.40 

57.63% 3.77% 

Ghost-
YOLOv5 [58] 

YOLOv5 Undefined 

 Close ups 
 Complex 

background 
 Large 

number of 
fish 

mAP@50; 
76.10 

72.20% 3.90% 

SSD + Stereo + 
SVM [49] 

SSD Self-made 

 Stereo 
 Fish tank 

scene 

mAP@50; 
77.70 

76.41% 1.29% 
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Method Standard 
baseline 
model 

Dataset and 
description 

Metric 
used; 
Accuracy(
%) 

Baseline 
Accuracy 

Amount 
of 
improve
ment 

PVANET + 
SSD [52] 

SSD SeaCLEF 2017 

 Complex 
background 

 Blurry 
scenes 

 Varying 
illumination 

Counting 
score; 88.00 

87.00% 1.00% 

YOLO + 
GMM [63] 

YOLO LCF-15 [with 
extra ROI images 
included] 

 Complex 
background 

 Blurry 
scenes 

 Varying 
illumination 

F-score; 
95.47 

90.67% 4.80% 

Faster R-
CNN + 
Shared RPN 
fusion [64] 

Faster R-
CNN 

LCF-15 [with 
extra ROI images 
included] 

 Complex 
background 

 Blurry 
scenes 

 Varying 
illumination 

mAP@50; 
70.50 
F-score; 
80.22 

67.49% 
78.78% 

3.01% 
1.44% 

Hybrid 
System [65] 

R-CNN LCF-15 [with 
extra ROI images 
included] 

 Complex 
background 

 Blurry 
scenes 

 Varying 
illumination 

F-score; 
80.02 

77.30% 2.72% 

2RPN + 
LSTM [67] 

Faster 
RCNN 

Self-made 

 Varying 
illumination 

 Small sized 
fishes 

 Large 
number of 
fish (20-
200) 

F-Score; 
44.21 

28.43% 15.78% 

3D 
RetinaNet 
[66] 

Retina-Net Self-made 

 Large 
number of 
fish 

 Complex 
background 

mAP@50; 
73.30 

69.30% 4.00% 
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Dataset name Sample frames 
Description 
Papers that use it 
Self-made  

 

 

  
  

[56] 

QUT-Fish 

 

 

 

 
 

 

 
 

 
 Cropped 

[54] 

Undefined 

  

 

  
 

 
 

 

[58] 

Self -made 

 

  
  

[49] 
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Dataset name Sample frames 
Description 
Papers that use it 
Self -made 

 

 

 

 
 

  
 

 
 
 
 
 
 
 
 
 
[67] 
Self-made 

 

 

 
 

 
 

[66] 

 

 

 

 
 

  
 

 

[56][52][63][64][65] 
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2.4 MOTION HISTORY IMAGES  

 

2.4.1 MHI BASICS 

 

 

 

H (x, y, t),  
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Figure 2.14: Frame by frame MHI development [71]. 

 

 

Figure 2.15: Effect of different values of [71] 

 

Figure 2.16: Actions with different  values. Top row  bending action with different  
values, from left to right, the values are 1, 3, 5, and 10 respectively. Bottom row  

running action where the first left 2 images are  = 1, whereas the latter two are  = 3 
[71]. 
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Figure 2.17: Effects of unsuitable threshold value. An inappropriate threshold value will 

cause noise in the frame difference, which would cause noise in the final MHI. The 
threshold value is set at 30, 50, 74, and 150 from left to right, respectively. A noisy 

background is noted with a threshold value of 30, yet some motion information is missing 
with a higher value [71]. 
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Figure 2.18: Four different channels of optical flow are used to generate directional MHI 

[75]. 

 

 

 

 
Figure 2.19: Motion overwrite issue for sitting down and standing up motion (self-

occlusion) [71]. 
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Pi (D (x, y, :))

 

 

P1 = 010, P2 = 0110, P3 = 01110 PM = 01  10  (2-4)

Ci = bn1, bn2, . . . , bni

D (u, v, :) {D (u, v, :)}

D (u, v, :) 
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Figure 2.20: HMHH Algorithm, extracted from [78]. 

 

 
Figure 2.21: Left image: MHI of a handwaving action. Right image: is D(:, :, :) of the red 
line of the left image. Each row is D(u, v, :) represented as a fixed pixel (u, v). The green 

line is the motion mask of pixel (60, 50), through time, denoted as D(60, 50, :) [78]. 
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Figure 2.22: Samples of an HMHH. From left to right, there are four patterns - 

HMHH(:,:,P1), HMHH(:,:,P2), HMHH(:,:,P3), HMHH(:,:,P4) [78]. 

 

 

 

2.4.2 MHI AND DNN 

 

 

 

 
Figure 2.23: MHI is computed using an OpenCV library, and DNN is used to produce 

either one of the 4 action labels (None, Taking Money, Picking Up Receipt, Giving 
Receipt) [79]. 
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Figure 2.24: Flowchart of the creation of an RGB-MHI [80]. 
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Figure 2.25: Proposed methods [80]. a) I3D with RGB-MHI attention; b) I3D + RGB-
MHI fusion

Table 2.4: Results of the proposed method [80]
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Figure 2.26: Proposed methodology [81]. 
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CHAPTER 3 
 

 

PROPOSED METHOD 

 

 
Figure 3.1: System flowchart of our proposed method 
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3.1 TRAIL IMAGE FORMULATION MODULE 
 

 

 

 

Figure 3.2: Trail image subjectively highlights the movement of fairly still fishes better 
than frame difference.  
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Figure 3.3: YOLOv5 gives low confidence to flipping fish. 
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Figure 3.4: Top: YOLOv5 inability to assign a high confidence score to camouflaged fish. 
Bottom: Boxes from YOLO-Ang output act as a complementary system to support low-

conf YOLOv5 output.  

 



51 

 

 

 

 

 

3.1.1 TRAIL IMAGE CONSTRUCTION 

 

3.1.1.1 CONSTRUCTED WITH ADDITION 
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Figure 3.6: Steps to encode time information for each frame difference, before added 

together 

 
 
3.1.1.2 CONSTRUCTED WITH OVERLAP 
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3.1.2 GROUND TRUTH FOR TRAIL IMAGE  
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Figure 3.7: Illustration of determining the same fish instance from the previous frame 
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3.2 YOLOV5 WITH ANGLE 

 

 

Figure 3.8: Illustration of a single layer of the detection head  
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Figure 3.9: Architecture of YOLOv5, figure extracted from a paper by Dima and Ahmed 

[83] 
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3.3 POST-PROCESSING MODULES 

 

 

 

 

 

 

3.3.1 CLUSTERING MODULE 
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Figure 3.10: The clustering module is responsible for processing the YOLO-Ang output to 

generate support bounding boxes, which are then used by the fusion module 

 

 

Figure 3.11. Samples of the YOLO-Ang outputs. Multiple fish objects are shown in this 
image. Four steps are designed to generate the final support boxes. 
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Figure 3.12: Another sample of YOLO-Ang output. An instance of a fish object is shown 

to illustrate the operation of Step a.4. The original RGB frame is also shown here for 
reference. 
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---------------------------------------------------------------------------------------------------- 

 
 

 
 

 
 

 
 

 

 
 

 
---------------------------------------------------------------------------------------------------- 
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-------------------------------------------------------------------------------------------------- 

 
 

 
  [Angle estimated by YOLO-Ang] 

 

 
 

  [Keep this ] 
 

   
--------------------------------------------------------------------------------------------------- 
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------------------------------------------------------------------------------------------------------- 
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Figure 3.13: Sample of how the final supporting box is chosen in the case where angle 

data is omitted in clustering module 

 
 
3.3.2 FUSION MODULE 
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Figure 3.14: Fusion module flowchart: Low-confidence output that overlaps with the 
support boxes (satisfying certain criteria) is considered successful detection that 

eliminates FN errors. 
 

 

Figure 3.15: More detailed flowchart for fusion module  
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3.3.3 DEFAULT PARAMETERS 
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Figure 3.16: Successful cases picked up by the supporting boxes. Left row: ground truth. 
Right row: pink boxes represent high-confidence detections; yellow boxes represent final 

support boxes. 
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CHAPTER 4 
 

 

ABLATION STUDY AND EVALUTIONS 
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4.1 FISH DATASET  
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4.2 EXPERIMENTAL SETUP 
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4.3 YOLOV5 BASELINE EXPERIMENT 

 

 

 

Figure 4.2: Learning curves for training data 
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Figure 4.3: Learning curves for validation data 
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4.4 PARAMETER OPTIMIZATION  
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Table 4.1: Parameter values used for clustering and fusion modules
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Table 4.2: Optimized parameter performance: trail image with addition method, trained 
with angle data, cluster module with angle data  
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4.5 TRAIL IMAGE FORMULATION AND YOLO-ANG 
CONFIGURATION  
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Figure 4.4: Learning curves on training data for model 4f4bb 

 

Figure 4.5: Learning curve on validation data for model 4f4bb 

Figure 4.6: Learning curves on training data for model 5f5bb 
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Figure 4.7: Learning curves on validation data for model 5f5bb 

Figure 4.8: Learning curves on training data for model 6f6bb 

Figure 4.9: Learning curves on validation data for model 6f6bb 
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Table 4.3: Summary of best-performing models for different trail formulation methods.

4.6 OMITTING ANGLE INFORMATION IN YOLO-ANG AND 
CLUSTERING
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The figures below (Figure 4.12, Figure 4.13) are graphs of different 

models using different trail formulation methods under default parameters. 

The y axis represents the value of F1 score improvement, and the x axis 

represents the number of frames used to construct a single trail image. The 

brackets within each series in the legend show if angle information is used 

during trail image training and also if angle is used in the clustering module. 

, while 

clustering module,  
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Figure 4.12: Results of different models under default parameters for the addition 

method. 

 

Figure 4.13: Results of different models under default parameters for the overlap method. 
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Figure 4.14: Difference in output between with and without training with angle data for 
trail images 
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4.7 REPLACING TRAIL FORMULATION BY MHI 
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Table 4.4: Summary of the differences between trail image formulation and general MHI 

Method  Types of information 
Trail image 
formulation [proposed 
method] 

Time (H), movement location (V), magnitude of 
pixel difference (V) 

General MHI Time (V), movement location (V) 
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Figure 4.17: Results of different models under default parameters for the MHI method 

 

 

 

Table 4.5: Summary of best-performing models of different trail formulation methods and 
their corresponding configurations 
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4.8 COMPUTATIONAL COMPLEXITY  

 

 

 

 

 

Table 4.7: Computational complexity of different variations for trail formulation methods 

Trail Formulation 
Method  

Addition Overlap MHI 

Time (average of 50) 0.005 0.008 0.002 
Memory size (MB) 4.7 13.9 3.08 
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Table 4.8: Computational complexity of YOLOv5 and proposed variants 

YOLO 
Type 

 

YOLOv5  YOLOv5  YOLO_
Ang 

YOLOv5_single 
channel (For MHI) 

YOLO_Ang_s
ingle channel 
(for MHI)

No. of 
param
eters 
(M) 

21.0 21.0 21.1 21.0 21.0 

GFLO
PS 

51.3 51.3 51.5 49.6 49.8 

Memo
ry size 
(MB) 

737 802 802 739 739 

Infere
nce 
time 
(avera
ge of 
50) 

0.021 (s)  0.023 (s) 0.024 (s) 0.022(s) 0.025(s) 

 
 
 
Table 4.9: Computational complexity of different clustering and fusion methods 

Clustering type  With angle Without angle 
Inference time (average of 50) 0.020 0.016 

Memory size (MB) 0.2 0.5 
Fusion    
Inference time (average of 50) 0.004  

Memory size (MB) 0.2  
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Figure 4.18: Sample cases where an auxiliary system helps with detecting previously 
undetected fish. From left row to right; ground truth boxes; trail image YOLO-Ang 

output; clustering module output; final output (the green box is from the auxiliary system; 
the blue box is the high-confidence detection from the original YOLOv5)  

 

 

 

 

 

 

 

 



107 

 

CHAPTER 5 
 

 

CONCLUSION  

 

 

 

 

 

 



108 

 

 

 

 

 

 

 

 

 

 

 



109 

 

BIBLIOGRAPHY 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



110 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



111 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



112 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



113 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



114 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



115 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



116 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



117 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



118 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



119 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



120 

 

 

 

 

 

 

 

  



121 

 

APPENDIX 
 
 

Tables A2 to A5 show the results for the system using trail formulation 

with addition method and overlap method, respectively for 15 species. The 

number of TP and FP output produced by the whole system. The calculation 

includes adding extra TP and extra FP (from the auxiliary system) with the 

results from the original YOLOv5 RGB output. The original TP, FP and FN is 

6574, 4014, and 5115, respectively and the F1 score is 59.02. All of the results 

shown in the tables below use the default parameters. 

 
Table A1: Description and respective table number for referencing convenience 

Trail formulation method Model type Table number 

Addition nf(n-1)bb A2 

nfnbb A3 

Overlap nf(n-1)bb A4 

nfnbb A5 
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Table A2: Variations with angle information using nf(n-1)bb trail image with addition 
method.

Table A3: Variations with angle information using nfnbb trail image with addition 
method. 



123

Table A4: Variations with angle information using nf(n-1)bb trail image with overlap 
method. 

Table A5: Variations with angle information using nfnbb trail image with overlap 
method. 
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Table A6: Variations with angle information using nf(n-1)bb MHI. 

Table A7: Variations with angle information using nfnbb MHI. 


