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ABSTRACT

Network security has become a critical concern for organizations worldwide as
traditional security measures struggle to keep pace with the rapidly evolving landscape
of cyber threats. This project aims to develop an intelligent and comprehensive network
intrusion detection and alert system (NIDAS) to enhance network security and provide
real-time threat mitigation. NIDAS is security technology that enabling security
administrators to identify any abnormal or malicious network traffic in real-time.
NIDAS will consist of several key components, including deep network traffic packet
inspection, behavior analysis, a prevention rules intrusion detection engine, and an alert
prioritization and visualization module. The system will be trained on labeled datasets
to identify various types of network attacks and anomalies. By employing a multi-
layered approach, NIDAS will be capable of detecting both known and unknown
threats, ensuring comprehensive protection against various attack vectors.

The intrusion detection component will utilize a combination of signature-based and
anomaly-based detection techniques. Signature-based detection compares network
traffic packets with a real-time updated database of known attack patterns, while
anomaly-based detection algorithms learn normal behavior patterns and identify
deviations. This dual approach will enable the system to effectively detect and respond
to both known and zero-day threats.

Upon detecting a potential intrusion, the alert system will generate real-time
notifications with relevant details such as the nature of the threat, affected network
segments, and recommended mitigation strategies. By integrate Zabbix with IDS
capabilities system, the system can reduce false positives and improve the accuracy of
threat detection.

This research project aims to create a comprehensive and robust network security
solution that provides greater visibility, transparency, and protection against potential
threats. By delivering real-time threat detection and actionable insights, the system will
significantly enhance an organization's ability to protect its critical assets and maintain

secure network infrastructure in the face of ever-changing network threats.
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Chapter 1

Introduction

In this chapter, we present the background and motivation of our research, our contributions to
the field, and the outline of the thesis. This project proposes an integrated network monitoring
and intrusion detection system that combines Zabbix and IDS techniques to address the
challenges faced by traditional NIDS. By leveraging the information generated by IDS system,
the system combines contextual information to prioritize alerts based on risk level and potential
impact within the Zabbix configuration. This context-aware approach enables security analysts
to focus on the most critical threats, optimizing resource allocation and accelerating incident
response processes. The system provides automated mitigation recommendations and a user-
friendly interface for visualizing network traffic, alerts, and recommendations. Alert
notification mechanisms ensure timely communication of critical security events. By
integrating these components into a unified platform, the project aims to enhance the accuracy
and efficiency of intrusion detection, reduce false positives, and strengthen an organization's
cybersecurity defenses. The successful implementation of this system will contribute to

improving the effectiveness of network security monitoring and incident response processes.

1.1 Problem Statement and Motivation

In this rapidly evolving era of information technology, the challenges faced by network
security are becoming increasingly formidable. Traditional network security measures are no
longer sufficient to address the continuously evolving security threats, such as complex
attacks, malware infections, unauthorized access, and even data breaches. Moreover, current
intrusion detection systems often suffer from high false positive rates and limited scalability,
unable to effectively detect unknown and novel threats. As a result, security teams struggle to
accurately prioritize and respond to the vast number of alerts generated by these systems in a
timely and effective manner. Therefore, there is a pressing need for a comprehensive,
intelligent, and robust network security system that provides enhanced visibility,
transparency, and protection against potential threats, while offering real-time threat detection
and actionable insights to security personnel.

The motivation behind developing the Network Intrusion Detection and Alert System

(NIDAS) lies in addressing the challenges posed by the rapidly evolving landscape of
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network attacks. As network threats continue to evolve and become more sophisticated, the
methods of network intrusion are becoming increasingly diverse and complex. Such
intrusions can have devastating impacts on society, causing significant economic and
reputational losses to businesses and nations, and even posing serious threats to national
security. Thus, NIDAS aims to provide a powerful and proactive security system that utilizes
technologies such as Intrusion Prevention system, deep network packet inspection, and
behavioral analysis to accurately detect and classify both known and unknown security
threats. The goal is to protect any organization or individual with computers connected to the
internet or external networks from network threats, enabling security teams to respond swiftly
and effectively to intrusions while minimizing the impact of network attacks. Furthermore, by
significantly reducing false positive rates and providing prioritized alerts and actionable
measures to security personnel, NIDAS allows them to focus on the most critical incidents in
a timely manner. In summary, the motivation behind NIDAS is to develop a system that
integrates with existing security infrastructure, promoting a unified and efficient approach to
network security management. By providing organizations with a powerful, intelligent, and
effective solution for real-time detection and mitigation of network intrusions, NIDAS

ultimately aims to strengthen the overall cybersecurity posture of organizations worldwide.

1.2 Objectives

The primary objective of NIDAS is to develop an integrated network monitoring and intrusion
detection system that enhances the organization has the ability to detect and respond to cyber
threats effectively. Within combining the capabilities of Zabbix and IDS techniques, integrate
become a system that can provide visualize network traffic, alerts and mitigation
recommendations. By integrating Intrusion Detection system and Zabbix into NIDAS, can
achieve comprehensive network security monitoring and event response. IDS focuses on
detecting network-level intrusions and threats, while Zabbix provides flexible alerting,
correlation analysis, and reporting functionalities. Configure IPS rules and Zabbix monitoring
metrics to detect a wide range of network attacks and anomalies, including known and
emerging threats. This combination helps you promptly detect and respond to network security
incidents, enhancing overall security protection capabilities.

While in the task of alert prioritization and mitigation recommendations, by configuring Zabbix
sets the alerts that the threat detected by IDS, incorporating preset rules, threat intelligence and

historical data those variety contextual information to implement priority alerts, based on their
2
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risk level and potential impact to the organization so that the security teams enable to focus on
the most critical threats. With the detected intrusions and their severity, the system will
automated provide the recommendations for mitigation actions, enhance the efficiency of
network administrators in incident response processes.

By using Zabbix to design an integrated network traffic visualization, alarm monitoring, and
mitigation recommendations, it is more advantageous for network security administrator to
monitor the entire network. Zabbix's alarm notification mechanisms, such as email or SMS,
can notify security administrator in a timely manner, ensuring that critical security events are
promptly communicated to the network security team. This will greatly enhance the system's
performance and efficiency in handling large amounts of network traffic and alerts without
compromising accuracy or responsiveness. Compared to traditional intrusion detection
systems, the goal is to reduce alert handling time by 15%, thereby achieving faster incident
response. It is important to note that the project will focus on integrating Zabbix and IDS both
component as a system, as well as creating user interface and visualization components to
provide a comprehensive network security monitoring and intrusion detection solution. It will
not cover the development of the core Zabbix and IDS components themselves, as they are

mature open-source tools.

1.3  Project Scope and Direction

The aim of project is to develop NIDAS that can integrated network security monitoring,
intrusion detection and automated alert and mitigation recommendations. Although now there
are a lot of strong network security software and method, but once the intrusion successfully
access into the network it is hard to analyze out the severity of the intrusion immediately. The
data will exposed during analyze the intrusion, may cause huge impact to the organization. So
in this thesis, NIDAS aims to provide a comprehensive network security monitoring and
intrusion detection system that leverages the strengths of open-source tools like Zabbix, while
using the techniques of Zabbix to enhance alert prioritization and set mitigation
recommendations. By integrating these components, the system will enable real-time
monitoring, intrusion detection, and automated response recommendations, ultimately

improving an organization's ability to detect and respond to cyber threats effectively.
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Figure 1.1 Infographic Zabbix from Medium Blog

14 Contributions

Network security has always been a critical issue in the rapid development of networks. The
proposed integrated network monitoring and intrusion detection system can benefit
organizations of various sizes and industries. By breaking through the limitations of
traditional intrusion detection systems, this project aims to improve the overall effectiveness
of cybersecurity measures in the field of network security, contributing to the establishment
of a more secure and resilient digital ecosystem. The integration of Zabbix and OPNsense
technologies can bring several key benefits, such as improving the accuracy of threat
detection. Under OPNsense suricata detection and prevention rules, the system can compare
from historical data and effectively detect known and unknown threats. This approach can
significantly reduce false positive alerts, make the system more adaptable to evolving
network threats, and decrease the risk of undetected intrusions. Furthermore, alert
prioritization and incident response will also benefit overall network security, enabling
security teams to focus their efforts on the most critical threats, quickly obtain information on
key issues, and swiftly respond to incidents with appropriate measures. By providing
automated recommendations for mitigation actions, security incidents can be contained and
resolved more rapidly and effectively. The combination of network monitoring and intrusion
detection and prevention features improves operational efficiency, reduces the workload of

security teams, and enables them to manage security incidents more effectively. Moreover,
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through continuous monitoring of network traffic, the network security team within an
organization can analyze this data to identify potential security threats, not only effectively
reducing risks by staying ahead of emerging threats but also fostering a culture of
cybersecurity awareness and preparedness among the network security team.

The importance of this project extends beyond the direct benefits to individual organizations.
By enhancing the ability to detect and respond to cyber threats, it can indirectly help protect
sensitive data, intellectual property, and critical systems, safeguarding the interests of
businesses, governments, and society as a whole. By advancing cybersecurity research and
the application of intrusion prevention techniques in intrusion detection, the project has the
potential to drive innovation and inspire further developments in the field, ultimately
benefiting the broader cybersecurity community. In summary, the proposed integrated
network monitoring and intrusion detection system has the potential to make a lasting impact
in the field of network security by improving the accuracy of threat detection, enhancing alert
prioritization, streamlining incident response, benefiting organizations, fostering

cybersecurity awareness, and contributing to a more secure digital environment.

1.5  Report Organization

As the reliance on computer networks continues to grow, so does the need for effective security
measures to prevent malicious activities and unauthorized access. Network Intrusion Detection
Systems (IDS) have become a crucial component of network security, identifying and
responding to intrusion threats caused by security vulnerabilities through real-time monitoring
and analysis of network traffic.

Historically, early security measures primarily focused on access control and authentication
mechanisms. However, as networks evolved, expanded, and became more complex, it became
evident that additional layers of security were necessary. In the 1980s, James P. Anderson
introduced the concept of intrusion detection, which aimed to monitor system logs to detect
anomalies and suspicious activities [1]. This earliest and initial concept of intrusion detection
laid the foundation for the development of future intrusion detection systems. Over the years,
intrusion detection systems have evolved and made significant progress alongside the
development of computer networks. Early systems heavily relied on rules and predefined
signatures of known attacks to identify malicious activities, often leaving them very passive in
defending against network threats. New or unknown attacks frequently left systems and

organizations vulnerable to significant persecution. To address this issue, anomaly-based

5
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detection techniques were introduced, which involved creating a baseline of normal network
behavior and flagging any deviations as potential intrusions. In today's network security, even
machine learning and artificial intelligence techniques have been incorporated, enabling them
to adapt and learn from past events to enhance their detection capabilities.

The Network Intrusion Detection and Alerting System (NIDAS) is a project designed to
enhance network security by providing advanced intrusion detection and monitoring alert
capabilities. It builds upon the existing knowledge and techniques in the field of intrusion
detection while incorporating novel approaches to improve the accuracy and efficiency of
detecting and responding to security threats. NIDAS employs various techniques such as deep
packet inspection, real-time network traffic monitoring, behavioral analysis, and machine
learning algorithms to identify malicious activities and generate timely alerts for security
personnel to take appropriate actions. The four key concepts involved are: Intrusion Detection
System (IDS), which is a software or hardware system that monitors network traffic for
suspicious activities and alerts administrators when potential security breaches are detected;
Deep Packet Inspection (DPI), a technique used to examine the contents of network packets
beyond the header information, enabling the analysis of application-level data for security
purposes; Behavioral Analysis, the process of studying patterns and behaviors of network
entities to identify anomalies and potential security threats, triggering anomaly-based detection
and flagging any deviations from the established baseline as potential intrusions; and
Signature-based Detection, a detection method that relies on predefined patterns or signatures
of known attacks to identify malicious activities, which can significantly reduce false positive
alerts. The details of this project are shown in the following chapters. This report is organised
into 7 chapters: Chapter 1 Introduction, Chapter 2 Literature Review, Chapter 3 System
Methodology, Chapter 4 System Design, Chapter 5 System Implementation, Chapter 6 System
Evaluation and Discussion. The first chapter is the introduction of this project which includes
problem statement, project background and motivation, project scope, project objectives,
project contribution, highlights of project achievements, and report organisation. In Chapter 2,
NIDAS backgrounds are reviewed. Chapter 3 and 4 show the system architecture and activity
diagram. Chapter 5 will setup the system environment and Chapter 6 will be the penetration

testing. Chapter 7 concluded the project and given some recommendation.
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Chapter 2

Literature Review

2.1 Traditional Intrusion Detection System

Traditional Intrusion Detection Systems have been a vital component of network security for
several decades. Early works, such as the seminal paper by Denning [3], laid the foundation
for IDS research. Lunt [4] and Bace [5] further expanded on the concepts and architectures of
IDS. IDS typically operate using Signature-Based Detection, it compares network traffic with
a database of known attack patterns.

2.1.1 Signature-Based Detection

Signature-Based Detection was first implemented in 1987 from John McAfee an antivirus
programme by providing a function called “VirusScan”. It used a database of virus signatures
to identify and remove known viruses from infected. This is a common intrusion detection
and defense technique used in nowadays computer security to identify known malware by
searching for specific patterns or signatures in files or network traffic. According of the
signature characteristic that is unique from a specific piece of malware, it can derived by
analyzing the code or behavior and identify during in the future instances of the same

malware to do the blocking.

Signature-Based
Detection | A

Intrusion Detection
Engine

DERERBRREEBEEE

Syntax
of Attack Source Code

Figure 2.1 Signature-Based Detection
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2.1.2 Signature-Based Strengths and Weakness

Strengths:

High accuracy: Signature-based technology can accurately identify known attack
behaviors with almost no false positives

Efficiency: Signature-based technology is very efficient in detecting and defending
against known attacks and can respond quickly and block attacks.

Low Costing: Low computational overhead

Weakness:

2.2

Unable to detect unknown attacks: Signature-based technology can only detect known
attack behaviours, but ineffective against unknown attack, so it is vulnerable to zero-
day threats.

Easily bypassed by attackers: Attackers can evaded the detection of Signature-based
technologies by modifying the characteristics or rules of attack behaviors using
polymorphic malware or other techniques.

Maintaining the attack signature database: Signature-based technology needs to
establish and maintain a huge attack signature database and updated regularly so that

can remain effective, which requires a lot of work and resources.

Network-Based Intrusion Detection Systems (NIDS)

NIDS ability is to monitor and analyze network traffic for suspicious activities, technique such

as anomaly detection [16] and machine learning-based approaches [17], have improved the

accuracy and efficiency of detecting network-based attacks. The essential of anomaly detection

involves using various approaches such as statistical-based, machine learning-based, and

knowledge-based techniques to identify network-based anomalies and intrusions. Effective

anomaly detection in NIDS contributes to the overall security of computer networks by

detecting and alerting on potential threats. Snort is most widely used open-source NIDS.
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Figure 2.2 Network Intrusion Detection System

2.2.1 Anomaly Detection

Anomaly Detection typically detects anomalous behavior using machine learning algorithms
that automatically learn patterns of normal behavior and identify anomalous behavior that can
be applied to various data types, such as network traffic, system logs, user behaviour,
financial transactions and sensor data. This is a technique used in computer security to
identify unusual patterns or behavior that may indicate a security breach. The concept of
anomaly detection can be traced back to various fields such as statistics, data mining and
machine learning. This method was begin in 1990s by exploring more sophisticated methods
for anomaly detection in network security. One of the earliest machine learning-based
approaches was proposed by Mukkamala et al. in 2002 [10], which used a neural network to
detect network intrusions. Since then, anomaly detection has become a widely used technique
and an active area of research in network security, the new techniques and approaches are
continually being developed to improve its effectiveness and reliability. Although it produces
a high rate of false positives, it is still an important tool for detecting novel threats and

identifying suspicious behaviour in various fields.
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2.2.2 Anomaly Detection Strengths and Weakness
Strengths:
e Effective Detection: Can detect unknown or anomalous data points or events,
allowing for early detection of potential problems from zero-day threats
e Automation: Detection can be performed by the machine learning, doesn’t require
signatures or prior knowledge of the attack, reducing the work and manual
intervention and improving efficiency and accuracy
e Monitoring: Can be used to detect insider threats or unusual user behaviour in various
data types and fields, such as network security, finance, medical care
Weakness:
e High False Alarm Rate: May identify some normal behaviours as abnormal
behaviours and resulting in false positives
e Large Amount Dataset for Machine Learning: Requires a large amount of data to train
the algorithm in order to accurately identify abnormal behaviour
e High False Negative Rate: May be less effective against complicated attacks that
mimic normal behaviour and mistakes some truly abnormal behaviours for normal

behaviours, lead to under reporting

2.3  Behaviour Analysis

Behaviour analysis may have similar techniques and goals with Anomaly Detection in
cybersecurity to identify potential threats and malicious activity but there are different in their
approach and the type of data they analyze. Behaviour analysis more concentrate on users
activities that are out of the ordinary or suspicious, based on a baseline of expected behaviour
by analyzing historical behaviours and establishing behaviour models to detect abnormal

behavious. It provides a more proactive and adaptive approach to network security
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monitoring for security management, risk management and other fields, such as detecting
employee leaks, illegal command and control activties, or network-based attacks, such as
worm propagation and DDOS attacks, etc.

2.3.1 Behaviour Analysis Strengths and Weakness

Strengths:

e Effective Detection: Can analyze multiple indicators and comprehensively analyze the
user behaviour and activities to provide more comprehensive analysis results than
Anomaly Detection and detect unknown or zero-day threats

e Predict Behaviour: By analyzing historical data and trends can helps to provide
insights into the motives and methods of attackers

e Automation: Analysis can be performed by the machine learning to achieve highly
automated analysis and identification, greatly improving on efficiency and accuracy

Weakness:

e High False Alarm Rate (Refer 2.2.2)

e Large Amount Dataset for Machine Learning (Refer 2.2.2)

e Resources and Costing: Complex to implement and require significant computing

resources and expert skills

2.4  Machine Learning-Based

Machine learning techniques have gained significant attention in the field of network
security, particularly in the context of Network Intrusion Detection Systems (NIDS) and
Network Intrusion Detection and Alert Systems (NIDAS). Traditional NIDS and NIDAS rely
on signature-based and rule-based approaches, which have limitations in detecting novel and
evolving threats. Machine learning algorithms have the potential to enhance the detection
capabilities of these systems by learning patterns and anomalies from network traffic data

[11],[17].

2.4.1 Machine Learning-Based Strengths and Weakness
Strengths:
e Improved Detection Accuracy: Machine learning algorithms can learn complex
patterns and relationships in network traffic data, enabling them to detect intrusions

and anomalies with high accuracy
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e Adaptability to Evolving Threats: Machine learning models can adapt to new and
evolving threats by continuously learning from new data

e Reduced False Positives: Machine learning techniques can help reduce false positive
rates in NIDS and NIDAS by learning to distinguish between normal and malicious
network behavior accurately

Weakness:

e Dependency on Training Data Quality: The performance of machine learning-based
NIDS and NIDAS heavily relies on the quality and representativeness of the training
data. If the training data is biased, incomplete, or not representative of real-world
network traffic, the models may fail to generalize well and detect intrusions
accurately

e Need for Skilled Professionals: Developing, deploying, and maintaining machine
learning-based NIDS and NIDAS require expertise in both machine learning and
cybersecurity domains

e Resource Requirements: Training and deploying machine learning models for NIDS
and NIDAS can be computationally intensive, requiring significant processing power

and memory

2.5 Hybrid Approaches

Hybrid approaches refer to combine elements of signature-based detection, anomaly
detection, behaviour analysis, machine learning and other techniques to provide an overall
defense against cyber attacks. For example, Signature-based technology is used to detect
known attack behaviours, Behaviour Analysis technology is used to detect unknown attack
behaviours and zero-day attacks, and Machine Learning technology is used to train
algorithms to improve accuracy. With the combining multiple method, hybrid approaches are
getting important in recent years because of the cyber threats have become more
sophisticated and difficult to detect by using traditional approaches. Within the multiple
techniques and methods, hybrid approaches provide a more stronger and a wider range of
cyber threats detection and prevention. This technique will keeps increasing it’s important

and continue to evolve and become more complex in the future of network security.
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2.5.1 Hybrid Approaches Strengths and Weakness
Strengths:

e Increase Detection Accuracy and Reduce False Alarm Rate: By combining multiple
techniques, accuracy of detection get improved and low false alarm rate so that more
availability for the system

e Leverage: Due to the strength of multiple approaches, can upgrade a great level
security protection and detection in cybersecurity and provide a more comprehensive
network security

Weakness:

e Complexity: Combining multiple techniques require higher technical skill, significant
computing resources and that would be more costly than a single approach

e Maintenance and Performance: Because of multiple techniques will require more
times and resource to do tuning and optimization during the maintenance for

achieving optimal performance

2.6  Cloud-Based NIDAS
Cloud-based NIDAS refers to deploying Network Intrusion Detection and Alerting System
(NIDAS) in a cloud computing environment to leverage the scalability and flexibility so that
can provide more efficient intrusion detection and cyber threats prevention services. As
traditional NIDAS is usually deployed on a local or private network, requiring specialized
hardware and software support, while Cloud-based NIDAS can be deployed and managed on
the cloud through the virtualization technology provided by cloud service providers, without
the need to purchase, install and maintain additional hardware and software equipment so that
can be more flexible on organizations to handle large volumes of network traffic and scale
their defences up or down as needed. According of the benefits from Cloud-Based NIDAS,
there are more organizations move their IT infrastructure to the cloud and leverage their
cloud-based machine learning algorithms and artificial intelligence to improve threat
detection and prevention.
2.6.1 Cloud-Based Strengths and Weakness
Strengths:

e Scalability and Flexibility: Cloud resources can be dynamically adjusted as needed to

adapt to changing network traffic and attacks
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Costless: No need to purchase, install and maintain additional hardware or software
equipment, reducing costs and maintenance difficulties
Reliability and Stability: The cloud computing platform has high availability and fault

tolerance can provide real-time monitoring and analysis

Weakness:

2.7
2.71

Network Latency: Require high-speed internet connections to ensure real-time
performance

Data Secure and Privacy: The data is stored outside of the organization’s control, may
concerns the security and privacy of data

Manage and Control: Require specialized skills and knowledge, which increases the

difficulty of cloud management

Review of Existing Systems

Snort

Snort is an open-source Intrusion Detection System (IDS) and Intrusion Prevention System

(IPS) used to monitor network traffic in real-time. It works by analyzing network packets and

comparing them against predefined rules to identify and alert on potentially malicious

activities, such as port scans, malware, and suspicious behavior. Snort can operate in several

modes, including packet logging, network traffic analysis, and intrusion prevention, making it

a versatile tool for network security.

Strengths and Weakness

Strengths:

Signature-based Detection: Snort uses a rule-based system to detect known threats by
matching network traffic patterns to a library of attack signatures

Scalability: Snort is highly configurable and can be integrated into small or large
network environments, offering a balance between security and performance
Customizable Rules: Users can create custom rules to tailor Snort's detection

capabilities to specific needs and environments

Weakness:

Complexity: Require higher technical skill and understanding to pre setup rules
Unfriendly Interface: All the detected traffic or threats, alerts and log data are output
in the form of log files. These log files need to be processed, indexed and visualized

with the help of external tools (such as Graylog, Splunk or ELK stack) to provide
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administrators with a more intuitive chart and data analysis view. This is not intuitive
for monitoring, analysis and management, especially in large-scale network
environments, manual log analysis is very time-consuming

e Lack of monitoring functionality: Snort cannot monitor server resources, databases, or

application status which the network down or overload it did not know

2.7.2 Graylog

Graylog is an open-source log management and analysis platform used for collecting, storing,
and analyzing large amounts of machine data in real time. It helps organizations monitor their
IT infrastructure by centralizing logs from various sources (such as servers, network devices,
and applications) and enabling users to search, analyze, and visualize this data. is widely used
for log aggregation, monitoring, troubleshooting, and security analysis, providing IT teams
with insights into their systems' health and performance.

Strengths and Weakness

Strengths:

e Centralized Log Management: Graylog is designed for log collection, storage, and
analysis, which means it excels at dealing with large volumes of unstructured data
from various sources like servers, network devices, and applications

e Search & Filtering: allows to quickly filter through the alerts, helping isolate specific
events or patterns. This helps reduce the time spent on identifying real threats among
false positives

Weakness:

e Limited Real-Time Monitoring: Primarily designed to analyze historical data rather
than providing real-time system health monitoring

e Complexity in Configuration and Scaling: Limited on handling large-scale monitoring
environments. It will be complex to configure and scale in large environments. As the
volume of logs grows, it requires robust infrastructure and careful tuning to handle the
load efficiently

e Lack of Advanced Alerting: Alerts are typically triggered by specific log patterns or
conditions but are not as advanced when it comes to monitoring complex performance

metrics over time
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2.7.3 Pfsense

PfSense is a firewall and router software distribution based on FreeBSD. It was highly

popular for providing enterprise-level network security features at a low cost previously.

PfSense is known for its flexibility, performance, and rich feature set, which makes it a

comprehensive solution for managing network traffic and enhancing security. It is known for

its robustness and reliability, making it a trusted solution for protecting and managing

networks of all sizes. However, although Pfsense is closely similar with OPNsense but it

needs to be pay now.

Strengths and Weakness

Strengths:

Comprehensive Feature Set: The feature set is highly comprehensive, allowing
administrators to build complex networks without requiring additional tools. It packed
with a broad range of firewall, routing, and security features IDS/IPS that are
typically found in expensive, proprietary firewall solutions

Highly Configurable: Offers a high degree of customization, allowing network
administrators to tweak and fine-tune firewall rules, NAT, VPN configurations, and
routing to meet specific needs. Can control nearly every aspect of network's security
and performance with detailed configuration options

Extensive Plugin/Package System: Allows for the addition of extra features and tools,

enhance the flexibility

Weakness:

Compatibilty of IPv6: PfSense can be more difficult to configure for IPv6 in complex
network environments particularly in combination with advanced features like VPNs
and with regards to its configuration and functionality in dual-stack environments
(IPv4 + IPv6)

Costly: Previously is an open-source tools but now need to subscribe

Lack of UI: Harder to navigate and find certain configuration options. It will
overwhelming for new users to network management due to its complexity and lack

of modernization
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2.7.4 Zenarmor

Zenarmor (formerly known as Sensei) is a powerful, next-generation firewall plugin designed
for enhancing security on network platforms like OPNsense and pfSense. It provides advanced
network protection by offering deep packet inspection (DPI), application awareness, and cloud-
based threat intelligence. Zenarmor focuses on delivering enterprise-grade security features
without compromising performance, making it suitable for small to large-scale network
environments.

Strengths and Weakness
Strengths:

e Deep Packet Inspection (DPI): allowing it to analyze network traffic at a granular level.
This capability enables administrators to view, monitor, and control traffic at the
application layer, identifying specific apps and protocols being used. This deep insight
is useful for detecting and blocking unwanted applications or suspicious activity

e Layer 7 Visibility: Provides detailed insights into user activity, application usage, and
potential security risks. Provides administrators Layer 7 visibility, meaning it can

classify and monitor traffic at the application layer

Weakness:

e Limited Scale: Limited to environments that require network traffic monitoring. It is
not designed to scale across large IT infrastructures that require monitoring of
thousands of servers, network devices, and applications

e Historical Data : Lacks long-term trend analysis for system and network performance

e Limited Network Traffic Monitoring: Cannot directly monitor physical device, unable
for gathering standard monitoring data or network traffic from network devices such as

switches and routers. This makes it limited in managing network infrastructure
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Chapter 3
System Methodology
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Figure 3.1 Iterative Process Model

Iterative process model represents the project system development lifecycle diagram. In this
iterative model lifecycle of project development, each phase has clear tasks and objectives to
ensure successful implementation. This article will discuss the various stages of a typical
project lifecycle and their importance, covering aspects such as initial planning, detailed
planning, requirements gathering, analysis, design, implementation, testing, deployment, and
evaluation.

First, the preliminary planning phase is the starting point of the project. During this stage, the
broad objectives, scope, and feasibility of the project are determined. The main tasks include
preliminary discussions on the project's background, purpose, and expected outcomes, as well
as assessing the necessity and potential impact of the project. Although specific technical
details may not yet be clear at this stage, the overall framework and feasibility assessment of
the project will provide a basis for subsequent in-depth planning. This is followed by the
planning phase, which is crucial for developing a detailed project plan. This stage further
refines the project schedule, resource allocation, and risk analysis. The project's development
will be based on the results of the preliminary planning, establishing a detailed work plan and
clarifying task priorities. The success or failure of this phase directly affects the orderly

progression of the project.
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Entering the requirements gathering phase, the focus shifts to collecting and documenting
specific requirements for the project or system. This phase is particularly important as it
determines whether the project's final deliverables will meet expectations. During the
requirements gathering process, it's essential to ensure that all functional, performance, and
user requirements are fully considered and translated into clear documentation. After
completing requirements gathering, the analysis phase begins. In this stage, the collected
requirements undergo in-depth analysis to ensure that all system functions and performance
indicators are fully understood. During this phase, the feasibility and rationality of
requirements for development and design need to be carefully examined to avoid significant
deviations in subsequent design and implementation processes. Next is the design phase,
which is the process of creating the project architecture and system blueprint. Based on the
results of the analysis phase, this stage involves designing the system's structure and
functional modules. The output of the design phase includes not only the system's technical
architecture diagram but may also cover database design, interface design, and system
interaction processes. The design work at this stage lays the foundation for the subsequent
development.

Entering the implementation phase, the design outputs of the project are transformed into
actual code and functionalities. During this stage, code is written and various module
functions are implemented according to the technical solutions from the design phase. The
implementation phase is typically the core part of the project and also the most time-
consuming. Here, it's necessary to ensure that different parts of the system are seamlessly
integrated according to design requirements. In the testing phase, the system undergoes
comprehensive testing to ensure it meets requirements and functions properly. During the
testing process, the system's functionality, performance, compatibility, and other aspects are
verified, and potential defects are identified and fixed. The focus of this phase is to guarantee
the stability and reliability of the system, avoiding major issues after deployment to the
production environment.

Once testing is passed, the project enters the deployment phase. At this stage, the project
outcomes are installed and configured in the actual operating environment for end-user use.
The deployment process may involve system migration, data import, and infrastructure setup.
Ensuring the smooth launch of the system is the core objective of this phase.

Finally, there's the evaluation phase. After the system has been deployed and running for a

period, a comprehensive evaluation is conducted. If the system fails to meet business
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requirements in certain aspects, adjustments or updates may be necessary. The evaluation
work at this stage helps summarize the project's experiences and lessons, providing reference

for future project outcomes.

3.1 System Design Diagram
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Figure 3.2 Network Diagram

The network topology diagram illustrates a network architecture design that employs multi-
layered security protection and monitoring mechanisms, aimed at ensuring secure
communication and monitoring between internal devices and external services. This article will
analyze the components and functions of this network architecture in detail from the
perspectives of network device functionality, communication paths, and security measures.
Firstly, the network entry point is accessed through the Internet, with the network using
OPNsense Firewall as the first line of defense for network security. OPNsense is an open-
source firewall and routing platform that provides deep packet inspection, traffic filtering, and
network security monitoring capabilities. It ensures that traffic from external networks
undergoes strict inspection and filtering to prevent potential network attacks.

Connected to the firewall is a Switch 2960, responsible for managing data exchange between
devices within the internal network. This switch is connected through multiple interfaces to

different types of terminal devices, including Mac, PC, and Laptop workstations. The switch
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ensures efficient and secure communication between these terminal devices while allowing
different devices to access external networks through the firewall. On the other end of the
switch, it is connected to the Zabbix Server and OPNsense IDS (Intrusion Detection System).
Zabbix Server is an open-source monitoring tool mainly used for monitoring the performance
and health status of network devices and servers.

By configuring OPNsense Intrusion Detection's rule set to detect potential intrusions and
malicious activities, deploying OPNsense IDS at the network perimeter or critical nodes, and
configuring it to monitor inbound and outbound traffic by using port mirroring method, the
detected logs can be sent to Zabbix server for further processing by using zabbix sender. In this
network architecture, the Zabbix server can collect real-time performance data from internal
devices and generate alert notifications, helping administrators discover potential network
issues or device failures. On the Zabbix server, create a item key to receive by using zabbix
trapper and process the logs generated by OPNsense IDS. Create corresponding triggers in
Zabbix based on the severity and priority of OPNsense IDS alerts, setting appropriate
thresholds and conditions to trigger alarms. Configure alarm actions in Zabbix to determine the
method of sending alerts and the recipients from the security team based on the trigger
conditions and severity.

The OPNsense IDS serves as a second layer of security protection, responsible for monitoring
internal network traffic and detecting possible intrusion behaviors. The intrusion detection
system analyzes traffic patterns to identify abnormal behaviors and triggers security alerts,
further enhancing network security. Utilize Zabbix's graphing and dashboard features to
visually correlate OPNsense IDS alerts with other monitoring metrics, such as system
performance and network traffic, in a template. Finally, use Zabbix's reporting functionality to
generate statistical reports of OPNsense IDS alerts and events for periodic security audits and
compliance assessments, providing insights into network security trends and areas for
improvement. With this setup, whenever any abnormal network intrusion or threat occurs, the
IDS will detect it, generate logs with priority, and promptly send them to Zabbix, triggering
alerts to notify the security team members.

This network architecture also integrates OpenAl ChatGPT and Telegram services, including
the use of API to input IDS logs into GPT-3.5 to obtain mitigation suggestions, and using
Telegram as a communication method to inform network security administrators of current
issues and provide the best recommended solutions, implementing automated interaction

functions. Thus, communication between the Telegram Bot and administrators can achieve
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system status reporting, alert notifications, and the issuance of automated operation and
maintenance tasks, to obtain real-time security intrusion detection information and promptly
address high-priority critical threads. Through this approach, network administrators can
receive real-time system status updates anytime, anywhere, and take action when necessary.
The overall network design architecture demonstrated in this project combines firewall,
intrusion detection system, performance monitoring tools, and automated management
platforms to form a comprehensive security protection and management system. Each layer in
the network has a clear role and function, ensuring secure, stable, and controllable
communication between internal devices and external services. Through real-time monitoring
and management of network traffic, administrators can quickly identify and address issues,
thereby ensuring efficient network operation.

In summary, this network topology diagram shows a comprehensive security architecture that
ensures network stability and security by integrating firewalls, intrusion detection systems,
performance monitoring tools, and automated management platforms. This design is suitable
for various network environments with high security requirements and can effectively address

both internal and external security threats.
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Figure 3.3 Zabbix and IDS Activity Diagram
The activity diagram illustrates the protection mechanisms and automated response processes
that occur during a network attack, specifically describing a series of steps including attack

detection, alert generation and transmission, administrator notification, and system
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confirmation feedback. This article will analyze the workflow of the activity diagram and the
function of each component in detail from four aspects: attack detection, alert transmission,
administrator response, and system confirmation.

First, according to the activity diagram, it shows the process of an external attacker initiating
an attack through the Internet. The attacker exploits network vulnerabilities or weaknesses to
send malicious traffic or attempt unauthorized access to system resources. The attack request
is transmitted through the Internet to the OPNsense Firewall. At this point, the firewall serves
as the first line of defense for the network, responsible for filtering external traffic and
blocking potential threats.

When the OPNsense Firewall is breached by attack traffic, the attack will enter the second
line of defense and activate the OPNsense IDS (Intrusion Detection System) shown on the
right side of the activity diagram, while the firewall continues to process attack traffic,
preventing known attacks from further infiltrating the internal network.

The OPNsense IDS system, through in-depth analysis of network traffic, will identify
anomalous behavior and further confirm whether it is a malicious attack. If the IDS system
detects a threat, it generates an alert log and transmits the information to the Zabbix server
via the switch using the Zabbix Sender method.

After receiving the alert log from the OPNsense IDS system, the Zabbix server triggers an
automated alert mechanism. This server not only records these logs but can also send alert
notifications to network administrators based on preset rules. For example, when the Zabbix
server detects multiple attacks or certain types of attacks causing inbound or outbound traffic
to become massive, it sends more urgent alert notifications to administrators. At this point,
administrators may receive these alerts and suggested solutions on devices such as mobile
phones, prompting them to check the network status immediately.

At the center of the activity diagram, the switch's role is to ensure efficient transmission of
data and alert information between various network devices. When an attacker attempts to
attack terminal devices, steal information, or perform other attacks, after receiving an alert,
the OPNsense IDS will actively send logs (ACK) to the Zabbix server through the switch,
ensuring the reliability of information transmission. This communication mechanism ensures
that network administrators can respond promptly and take measures when necessary, such as
isolating attacked devices, closing vulnerabilities, or updating protection rules.

Finally, throughout the entire attack handling process, the network administrator, as the

ultimate decision-maker, will determine whether manual intervention or adjustment of the
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system's automated response mechanism is needed based on the received alert messages.
Administrators can view detailed attack logs, analyze attack patterns, and take
countermeasures based on the actual situation by accessing the management interface or
directly logging into the firewall and Zabbix server.

In summary, this activity diagram demonstrates a complete automated network security
protection process, from attack detection to alert notification and provision of solution
suggestions, to administrator response and confirmation. This architecture not only can
timely detect and respond to network attacks but also provides administrators with
comprehensive monitoring and management tools to ensure the security and controllability of
the network system. By integrating firewalls, intrusion detection systems, and automated
monitoring platforms, network administrators can effectively prevent various external threats

and quickly take countermeasures to ensure stable network operation.
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Figure 3.4 Zabbix Alert Activity Diagram

The activity diagram explains the workflow of an automated network monitoring and
notification system that interacts between the Zabbix server, ChatGPT, and Telegram using
API keys and tokens. The core functionality of this system is to utilize multiple components
such as firewalls, switches, Zabbix servers, and Telegram Bots to monitor network conditions
in real-time and send alert information to administrators through token requests and responses.
First, the Zabbix Server identifies abnormal behavior, such as excessive traffic or device
failures, or obtains logs through OPNsense IDS, and generates an alert message. In this
diagram, when sending alert information to network security administrators, the Zabbix server

uses API key requests and responses to communicate with ChatGPT. After the request message
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is sent from the Zabbix server, it is transmitted through the switch to the firewall. The firewall
is the first line of defense for the network, which can both filter external malicious traffic and
receive and forward request messages through API requests. Before sending the alert
information, the Zabbix server sends security threat log information to GPT-3.5 via API and
requests a response, providing suggested solutions for the security threat logs. This integration
can add more intelligent response capabilities to the system, providing analysis, suggestions,
or automated processing solutions for alert events to administrators through natural language
processing. Telegram service is used to notify network administrators. The Telegram Bot
establishes communication with the Zabbix server through token key requests and responses.
When abnormal behavior is detected in the network, alert messages are immediately sent from
the Zabbix server to the Telegram server and then sent to the administrator's device through
Telegram. Administrators can receive and view alert details in real-time on their mobile devices
and take corresponding measures.

The communication mechanism of the entire system is based on API key requests and
responses. Each component authenticates and communicates through secure API keys. This
method ensures the security and accuracy of information transmission and avoids unauthorized
access or tampering. At the same time, alert information is quickly transmitted from the
monitoring server to administrators and related systems through these requests and responses,
ensuring the system's immediate response capability. Finally, after receiving alerts through the
Telegram Bot, network administrators can quickly take action. Therefore, administrators can
remotely log into the network system, check the source and details of the alert, and take further
measures such as adjusting firewall rules, updating system patches, or adding additional
monitoring policies.

This model demonstrates an efficient automated network monitoring and alerting mechanism.
Through API key interactions, various components can communicate and collaborate in real-
time in a secure environment. The Zabbix server is responsible for generating and sending alert
information, while the external platform OpenAl ChatGPT helps administrators quickly
receive and analyze alerts. This design not only improves the security and reliability of the
network but also provides more intelligent support for network management, significantly

enhancing the response speed to network events.
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Chapter 4
System Design

4.1  System Block Diagram

4.1.1 SNMP services between Zabbix server and Switch
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SNMP Receive
(Zabbix Server)

Process SNMP
data
(Zabbix Server)

Visualize Data in
Dashboards
(Zabbix Server)

Trigger Alert if
applicable
(Zabbix Server)

Table 4.1 System Design of Zabbix Monitoring Switch using SNMP

From the table 4.1, Zabbix server will send SNMP request to the switch and waiting the
respond. Once the switch received the request, it will reply the SNMP request to the Zabbix
server. When Zabbix receive the SNMP from switch, it will start to process the SNMP data
and virtualize the data in dashboards. According to the SNMP data, Zabbix server will trigger
alert to the administrator if the data priority impact is high.
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4.1.2 OPNsense Zabbix Agent and SNMP services

SNMP Receive

(Zabbix Server)

Process SNMP
data
(Zabbix Server)

START

SNMP Request Send Pacsl(;e:\llz:aquest to
(Zabbix Server) (OPNsense Zabbix Agent)
Respond SNMP Respond Agent Packet
Request Request
(OPNsense) (Zabbix Server)

Agent Packet

Receive
(Zabbix Server)

Process Agent
Packet data
(Zabbix Server)

Visualize Data in
Dashboards
(Zabbix Server)

Trigger Alert if
applicable
(Zabbix Server)

Table 4.2 System Design of Monitoring OPNsense using SNMP and Zabbix Agent

In table 4.2, Zabbix server will send SNMP request to the OPNsense while Zabbix Agent will
send packet request to Zabbix server and both waiting the respond. OPNsense will reply
SNMP request to the Zabbix server once receive the request while Zabbix server will respond
Zabbix Agent packet request. When Zabbix receive the SNMP and Agent packet data from

OPNsense, it will start to process the data and virtualize the data in dashboards. According to

27

Bachelor of Information Technology (Honours) Communications and Networking
Faculty of Information and Communication Technology (Kampar Campus), UTAR



the SNMP and Agent packet data, Zabbix server will trigger alert to the administrator if the
data priority impact is high.

4.1.3 OPNsense Suricata IDS

START

Interface Port
Mirroring Process

IDS detect Interface
Port Mirroring

False

Threats =
IDS Rules

True

Write threats data
into syslog file

Table 4.3 System Process Design of OPNsense Intrusion Detection

Table 4.3 represents the process of intrusion detection detects threats with a port mirroring
network interface. Interface port will be setting up port mirroring in a switch and the IDS
monitors the mirrored traffic and detects any activity through the mirrored interface. If the
detected traffic matches any predefined threat rules or signatures, the IDS will write the
corresponding data into the syslog file for further analysis or alerting. If false the execution

will repeat detect the port mirroring interface.
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4.1.4 OPNsense Suricata Log Check Process

START

Wait for 30 seconds
for all services up

Execute Script
Services

Check IDS syslog
per 0.5 seconds

Read syslog last
position

New threat
syslog
detected?

YES

Sending Syslog Packet to
Zabbix (Zabbix Sender)

NO

Write syslog last
position

EXIT

Table 4.4 System Process Design of OPNsense Log Check

The Table 4.4 flowchart describes the process of OPNsense's monitoring system detecting
threats in system logs (syslog) and sending this threat information to Zabbix for processing.
After OPNsense starts, this bash script waits for 30 seconds to ensure all services are started
and the script service is executed. After the delay, a monitoring process begins every 0.5
seconds, where the system checks the Intrusion Detection System (IDS) syslog file every 0.5

seconds to detect any new log updates or changes. The system reads the last processed
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position of the syslog file and checks for new threat logs. After detection, it records the last
detected position of the syslog to ensure that only new log entries after this position are
processed. The system then repeats the cycle, continuing to read the last processed position of
the syslog file. If there are no new threats, the system process exits, waits for the next 0.5-
second monitoring process, and continues to monitor and detect whether there are new syslog
entries. If there are new threats, the newly detected threats will be sent to Zabbix for further
processing or alerting through Zabbix Sender. After this, the system writes the last position of
the syslog and continues the detection cycle. If there is no new threat information, the process
exits. This process avoids repeated processing of threat information and tracks the latest log

information in real-time.
4.1.5 Zabbix

START

Receive Syslog and Data Packet
from OPNsense (Zabbix Trapper)

Write Syslog Packet
into Database and Read Data
Assign Data Tag Packet

Virtualize Data in

Recovery Expression True No data=0 Dashboard

|
b
[N

False

Problem Event
Trigger Alert 15
seconds

False

Problem Event
Matching Tag

True

OK Event
Dismiss Alert

Table 4.5 System Design of Zabbix Monitoring
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The Table 4.5 illustrates a Zabbix monitoring system process. After receiving syslog and data
packets from OPNsense, the first step is to write the syslog data packet into the database and
assign data tags, while simultaneously determining if valid data has been received. If there is
no data (True), the process enters the Recovery Expression stage and proceeds to an OK
event, canceling the previous event alert. If there is data (False), it triggers a problem event
alert for 15 seconds. Typically, the alert signal continues for 15 seconds, after which it checks
if the problem event matches the previously assigned data tag.

If there's no match (False), the alert signal continues. If there is a match (True), it enters an
OK event to cancel the alert, marking the event status as "OK".

Concurrently, the second process when syslog data packets are received from OPNsense to
the Zabbix system is to read the data packets for further data processing and analysis, and to
visualize the data on a dashboard for system administrators to view and monitor.

In summary, syslog data packets from OPNsense are received by the Zabbix system,
processed, and alerts are triggered based on problem events. Finally, the system checks
whether the problem is resolved by matching tags or checking for new data, ultimately
canceling the alert. At the same time, the data is visualized on a dashboard for real-time

monitoring by administrators.
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4.1.6 Zabbix Access MySQL Database

START

Execute process per
minute

Access into MySQL
zabbix database

Retrieve data history_log
table; KEY: clock , value;

Process and calculate
threats per second

Visualize threats data
in dashboard

Table 4.6 System Process Design of Zabbix with MySQL
Table 4.6 flowchart illustrates an automated system that runs a process every minute to
ensure data and threat calculations are updated in a timely manner. After the process is
executing, the system connects to MySQL database associated with the Zabbix monitoring
system, which is used to store various monitoring data.
The system retrieves data containing clock (timestamp) and value (log threats data) from the
history log table (history log) in the zabbix database. The clock is used to record the time
when events occur, while the value represents specific monitoring data. The system then
analyzes and processes the data extracted from the database. Using a specific algorithm, it

calculates the threat level per second. Finally, the calculated threat data is visualized and
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displayed on a monitoring dashboard for administrators to view and analyze the current
security status of the system.

Through this system, historical log data is extracted from the Zabbix database every minute,
the number of threats per second is calculated, and the results are displayed on the dashboard.
This ensures that real-time data on system threats is available for convenient monitoring and

analysis.

4.1.7 Zabbix Trigger Alert with Recommendation

START

Problem Event
Trigger

Send Problem
Statement to OpenAl
by using API

OpenAl generate
solution

NO

Generate Alert
message with solution

Send the Alert message to
Telegram bot by using Token

END

Table 4.7 System Design of Zabbix Trigger Alert

From the Table 4.7, the flowchart illustrates an automated system for handling problem

events, integrating OpenAl's capabilities to generate solutions and using a Telegram Bot to
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send alerts and solutions to administrators. This design enables the system to automatically
generate solutions and quickly notify administrators when problems are detected, thereby
improving the efficiency of problem handling.

When a problem event is triggered, there is a decision point where the system determines
whether it meets the criteria to initiate this process. If it does not meet the criteria (NO), the
process ends. If it does meet the criteria (YES), the system sends detailed information about
the problem to OpenAl via API and requests a solution to be generated. After receiving the
problem description, OpenAl provides an optimal solution for the issue. The system then
combines the generated solution with the alert information to form a complete alert message.
Finally, the alert message is sent to the Telegram Bot using a token to notify network
administrators or relevant personnel. This allows for real-time understanding and receipt of
information about critical issues, thereby improving the efficiency of prioritizing and
handling problems.

This approach ensures that when the system detects a problem, it can automatically generate
a solution and quickly notify administrators, thus enhancing the overall efficiency of problem

management.

4.2 System Components Specification

4.2.1 Hardware Specification

i. Laptop
Table 4.8.1 Specifications of Laptop
Description Specifications
Model MacBook Pro 2018
Processor 2.6 GHz 6-Core Intel Core 17
Operating System macOS Sonama 14.4
Graphic Radeon Pro Vega 16 4GB
Intel UHD Graphics 630 1536MB

Memory 32 GB 2400 MHz DDR4
Storage Macintosh HD 500GB
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ii. Desktop PC

Table 4.8.2 Specifications of Desktop PC

Description Specifications
Model Acer
Processor Intel Core 15-4460 CPU @ 3.20GHz 3.20 GHz

Operating System

Windows 10 Pro

Graphic

Intel HD Graphics 4600

Memory

16,384 MB RAM

1i1. Cisco Switch 2960

Table 4.8.3 Specification of Cisco Switch 2960

Description Specifications
Model 2960-8TC-S
Forwarding Bandwidth | 50Gbps
Flash Memory 64MB
Memory DRAM 128MB
Forwarding Rate 2.7 mpps

Fixed Lan Ports

8 Ethernet 10/100 ports and 1 dual-purpose uplink (dual-
purpose uplink port has 1 10/100/1000 Ethernet port and
1 SFP-based Gigabit Ethernet port, 1 port active)

4.2.2 Software Components
i. PUTTY: A popular open-source terminal emulator, serial console, and network file transfer
application. It supports various network protocols, including SSH, Telnet, rlogin, and raw

socket connection. PuTTY is widely used for remote access to servers, network devices, and

other computing resources.

ii. SNMP: It is a widely used protocol for monitoring and managing network devices and
services, also widely supported by network devices, including routers, switches, servers,
printers, and more. Many network management systems and monitoring tools rely on SNMP
to collect and analyze data from network devices so that enables network administrators can

monitor device performance, traffic statistics, resource utilization, and other important metrics.
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iii. OPNsense: An open-source firewall with network intrusion detection system (NIDS) and

intrusion prevention system (IPS), is highly configurable and can be deployed in various

network environments. It is widely used for real-time traffic analysis and packet logging to

detect and prevent network security threats.

Table 4.9.1 Specification of OPNsense

Description Specifications
Model Virtual Machine
Processor 2 Processors
Operating System FreeBSD
Memory 8192MB
Storage 30.00GB
Version 24.19 4

iv. Kali Linux: A popular open-source Linux distribution designed for digital forensics and

penetration testing. It is widely used by security professionals, ethical hackers, and penetration

testers for assessing the security of networks, systems, and applications. It provides a

convenient and powerful platform for conducting security testing and identifying

vulnerabilities.
Table 4.9.2 Specification of Kali Linux
Description Specifications
Model Virtual Machine
Processor 2 Processors
Operating System Debian
Memory 2048MB
Storage 80.09GB
Version 2024.1
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v. Zabbix Server: An open-source monitoring software designed for monitoring the availability
and performance of IT infrastructure components, including servers, network devices, services,

and applications. It is highly scalable and can monitor thousands of devices and metrics in real-

time.
Table 4.9.3 Specification of Zabbix Server
Description Specifications
Model Virtual Machine
Processor 4 Processors
Operating System Red Hat
Memory 4096MB
Storage 10.00GB
Version 6.4

vi. Black-Arch Linux: Black-Arch Linux is a highly specialized Linux distribution focused on
penetration testing and security research. It provides a wide range of tools covering various
aspects of cybersecurity, making it a valuable resource for offensive security tasks.

Table 4.9.4 Specification of Black-Arch Linux

Description Specifications
Model Virtual Machine
Processor 2 Processors
Operating System Arch Linux
Memory 8192MB
Storage 98.05GB
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4.3 System Components Design and Interaction

L), \

Figure 4.1 Switch Interface
From Figure 4.1, Interface Fa0/1 will connected to the internet, while interface Fa0/2 will set

as port mirroring on interface Fa0/1

4

£ = s N
Figure 4.2 CPU Interface

In Figure 4.2, two network adapter interface need to be install physically. The top interface
will connect to the switch interface Fa0/3 to access internet and the down interface will

connect to the switch interface Fa0/2 to monitor the port mirroring.
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Chapter 5

System Implementation

5.1  Software and Hardware
Before starting implement NIDAS, there are few software and hardware need to be install and
setup
5.1.1 Software
1. PuTTY
. Oracle VM Machine
. OPNsense Firewall

2

3

4. Zabbix Server
5. Arch-Linux

6. Kali Linux

7. Telegram -Bot Father

8. Xampp

5.1.2 Hardware

1. Switch configuration and with SNMP services

2. Switch configuration with Port Mirroring

5.2  Hardware Setup

5.2.1 Setup and Configure Network Devices

1. Set Vlan1 IP address as 192.168.237.177/24, default-gateway as 192.168.237.254
2. Activate SNMP services with Read-Only community string

[snmp-server community ‘Any Name’ RO]

3. Enable SNMP traps by setting the host to which traps have to be sent
[snmp-server host ‘Zabbix server ip addr’ version 2c ‘community name set on above’]
4. Configure interface Fa0/2 as port mirroring of interface Fa0/1

[monitor session [ source interface Fa0/1]

[monitor session 1 destination Fa0/2]

5. Exit the configuration mode and save the setting

[write memory]
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EP COM1 - PuTTY - O X

Figure 5.1.1 Switch Configuration

6. Ensure the port is in the same VLAN

EP COMT - PuTTY - O X

Figure 5.1.2 Switch VLAN
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5.3  Software Setup

5.3.1 Install and Setup Zabbix Server

1. Go to the Zabbix website, choose Zabbix Appliance and select .ovf format download the
Zabbix server.

2. Open Oracle VM VirtualBox manager, select add and find the Zabbix folder downloaded
just now and select the ‘zabbix’ with format VirtualBox Machine.

3. Before turn on the Zabbix server, change the network adapter type to bridged network
connection and start the machine.

4. Refer the Zabbix manual appliance, access into the Zabbix server as a root user.

5. Set a static IP address for Zabbix server, input command

[vi /etc/sysconfig/network-scripts/ifcfg-eth0] open file, press ‘insert’ key to change

Replace ‘BOOTPROTO=dhcp’ to ‘BOOTPROTO=none’

Add the following lines into the file below the script:

[IPADDR=<IP address of the appliance>]

[PREFIX=<CIDR prefix>]

[GATEWAY=<gateway IP address>]

[DNS1=<DNS server IP address if no then remove this line>]

Press ‘ESC’ and input ‘:wq’ to write and save the file.
&

[BODTPROTO=none
M_CONTROLLED="no"
[PERS ISTENT_DHCLIENT=1

[DEFROUTE=yes
[IPEERDNS=yes
[PEERROUTES=yes
IPU4_FAILURE_FATAL=yes
INAME="ethB8"
IPADDR=192.168.237.178
[PREF I X=24
GATEWAY=192.168.237.254
[DNS1-8.8.8.8

"setcs/sysconf ig/network-scripts/ifcfg-eth@"” 15L, 242C written
[rootBappliance ~1#

)

&

0] B @& #richtcul

Figure 5.2.1 Zabbix Network Configuration
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6. Run [systemctl restart network] to reboot the network.

7. Setup MySQL database user and password for Zabbix server, using the command /mysq! -

u root -pJ and root password is blank

[AlmaLinux 8.8 (Sapphire Caracal)
[Kernel 4.18.8-477.27.2.e18_8.x86_64 on an xB6_64

Jappliance login: root

[Password :

Last login: Thu Sep 5 82:84:26 on ttyl
[Zabbix frontend credentials:

Username : Admin

[Password: zabbix

ITo learn about available professional services, including technical suppport and training, please visit https://uas.zabbix.comservices

0fficial Zabbix documentation available at https://uwa.zabbix.com/documentation/current/

Note?! Do not forget to change timezone PHP variable in setc/php-fpm.d/zabbix.conf file.

[root@appliance ~1# mysql -u root -p
Enter password:

elcome to the MySQL monitor. Commands end with ; or \g.
[Your MySQL commection id is 44132

[Server version: 8.8.32 Source distribution

[Copyright (c) 20888, 2823, Oracle and/or its affiliates.

Oracle is a registered trademark of Oracle Corporation and/or its
laffiliates. Other names may be trademarks of their respective

;' or '\h' for help. Type '\c' to clear the current input statement.

Figure 5.2.2 Zabbix MySQL

8. Create the user and password for Zabbix server to access zabbix databases in MySQL
[create user ‘zabbix’@ ‘localhost’ identified by ‘<password>']

[create user ‘zabbix1’@ ‘localhost’ identified by ‘<password>’]

9. Grant the full privileges access for ‘zabbix’ and ‘zabbix1’ in MySQL

[grant all privileges on zabbix.* to ‘zabbix’@ ‘localhost’;]

[grant all privileges on zabbix.* to ‘zabbix1’'@ 127.0.0.1°;]

10. Flush the privileges in MySQL

[flush privileges,]
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[rootBappliance ~1# mysql -u root -p

[Enter password:

Welcome to the MYSQL monitor. Commands end with ; or \g.
[Your MySQL connection id is 44882

[Server version: 8.8.32 Source distribution

[Copyright (c) 20088, 20823, Oracle and/or its affiliates.
[Dracle is a registered trademark of Oracle Corporation and/or its

jaffiliates. Other names may be trademarks of their respective
joumers .

IType 'help:' or 'Nh' for help. Type '\c¢' to clear the current input statement.

ysq1> create user ‘zabbix'@'localhost' identified by ‘starstar??’;
[Query OK, B rows affected (8.82 sec)

musq1> grant all privileges on zabbix.x to 'zabbix'@'localhost’;
[Query OK, 8 rows affected, 1 warning (8.82 sec)

ysq1> create user 'zabbix1'0'127.8.8.1" identified by 'starstar??':
[Query OK, B rows affected (8.81 sec)

ysq1> grant all privileges on zabbix.x to 'zabbix1'®'127.8.8.1';
Query OK, 8 rows affected (8.82 sec)

ysq1> flush privileges:
[Query OK, B rows affected (8.81 sec)

ysq1> exit
[Bue
[root@appliance ~1# _

Figure 5.2.3 Zabbix MySQL Configuration

11. Open Zabbix server .conf file

[vi /etc/zabbix/zabbix_server.conf]

rootBappliance " 1# vi setcrszabbixrszabbix_server.conf

12. After open the Zabbix server .conf file, input ‘/ListenIP’ to search ListenlP is activate and
set as 0.0.0.0
[ListenIP=0.0.0.0]

ittt Option: ListenIP
List of comma delimited IP addresses that the trapper should listen on.
Trapper will listen on all network interfaces if this parameter is missing.

13. Press ‘Esc’ and input ‘/StartTrappers’ to activate the StartTrappers in Zabbix server .conf
file
[StartTrappers=35]

it Option: StartTrappers

ud Number of pre-forked instances of trappers.

i Trappers accept incoming commections from Zabbix sender, active agents and active proxies.
i At least one trapper process must be rumming to display server availability and view gueue
it in the frontend.

i

#t Mandatory: no
: B-10808

[StartTrappers=5

14. Press ‘Esc’, input °/” and search the DBHost, DBName, DBUser and DBPassword locate
43

Bachelor of Information Technology (Honours) Communications and Networking
Faculty of Information and Communication Technology (Kampar Campus), UTAR



15. Ensure DBHost and DBName is correct and activate, set DBUser and DBPassword with
the user and password set in MySQL previously

[DBHost=localhost]

[DBName=zabbix]

[DBUser=zabbix]

[DBPassword=<password>]

16. Press ‘Esc’, input “:wq’ to write and save the file
Ei

t Mandatory: mo
It Default:
it SocketDir=/tmp

BocketDir=/run/zabbix

it Option: DBHost
Database host name.
If set to localhost, socket is used for MySQL.
If set to empty string, socket is used for PostgreSQL.
If set to empty string, the Net Service Name connection method is used to commect to Oracle database; also see
the TNS_ADMIN environment variable to specify the directory where the tnsnames.ora file is located.

t Mandatory: o
it Default:
DBHost=localhost

st Option: DBName
Database name.
If the Net Service Name conmection method is used to connect to Oracle database, specify the service name from
the tnsnames.ora file or set to empty string; also see the TWO_TASK environment variable if DBName is set to
empty string.

it Mandatory: yes
It Default:
i DBName=

DBName=zabbix

it Option: DBSchema
Schema name. Used for PostgreSQL.

it Mandatory: no
t Default:
i DBSchema=

gt Option: DBUser
Database user.

t Mandatory: no
it Default:

It DBUser=
DBUser=zabbix

it Option: DBPassword
Database password.
Comment this line if no password is used.

t Mandatory: no

it Default:

t DBPassword=
DBPassword=starstar??

ittt Option: DBSocket
1 Path to MySQL socket.

t Mandatory: no
it Default:

- Wy

Figure 5.2.4 Zabbix Server Configuration

17. Input ‘reboot’ to reboot the zabbix server with the new configuration

5.3.2 Install and Setup OPNsense
1. Go to OPNsense website download the .iso file, System Architecture select ‘amd64’,

image type ‘dvd’ and Mirror Location can be anyway.
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< G % opnsenseorg/download/

About Users Developers Partners Support Blog Download ~Official Shop

) Yes!, I'l make a Donation.

¥ & Relunchtoupdate i

Fast download selector

Architecture
System architecture.
amdé4 v
Select the image type:
© dvd: IS¢ ith live system capabilities running in VGA mode. On amdé4, UEFI boot is supported as well.

S ith live system capabilities running in VGA mode
« serial: USB installer image with live system capabilities running in seria

GPT boot. On amde4, UEFI boot is supported as well
nsole (115200) including UEFI support

* nano: a preinstalled serial image for USB sticks, SD or CF cards as MBR boot. These images are 3G in size and automatically adapt to the installed media size after first

boot.
dvd v

Mirror Location
OPNsense can be downloaded from a large range of mirrors located in different countries, you may want to select the fastest options for your location.
LeaseWeb v

Checksum verification

Checksum files next to the images may not prove authenticity of images on any particular mirror. The checksums can also be found in the forum annoucements, mailing lsts,

blog posts or GitHub. Please double-ched
OPNsense-24.7-dvd-amd6d4.iso.bz2 (SHA256) : 4452071641

Full OPNsense Mirror listing

2. Open Oracle VM VirtualBox manager, select new and select ISO image downloaded just
now, type select ‘BSD’ and change the version to ‘FreeBSD (64-bit)’, click Next.

¥ Create Virtual Machine

Virtual machine Name and Operating System

? X

Please choose a descriptive name and destination folder for the new virtual machine. The name you choose will be
used throughout VirtualBox to identify this machine. Additionally, you can select an ISO image which may be used

to install the guest operating system.

Name: |0PNsense

Folder:

C:\Users\user\VirtualBox VMs

ISO Image: C:\Users\user\Documents\OPNsense-24. 1-dvd-amdé4.iso

Edition:
Type: |BSD

Version: | FreeBSD (64-bit)

Skip Unattended Installation

@ OS type cannot be determined from the selected ISO, the guest OS will need to be installed

manually.

Help Expert Mode Back

3. Base memory set on ‘8192 MB’ and Processors set on ‘2 CPUs, click Next.

Cancel

4. Select ‘Create a Virtual Hard Disk Now’ and must set disk size on ‘96.00 GB’.
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V¥ Create Virtual Machine

Summary

The following table summarizes the configuration you have chosen for the new virtual machine. When
you are happy with the configuration press Finish to create the virtual machine. Alternatively you can

go back and modify the configuration.

% Machine Name and 0OS Type
Machine Name
Machine Folder
ISO Image
Guest OS Type
Skip Unattended Install

Q Hardware
Base Memory
Processor(s)

EFI Enable

Disk
Disk Size
Pre-allocate Full Size

OPNsense1

C:/Users/user /VirtualBox VMs/OPNsense 1

C:/Users/user [Documents/OPNsense-24. 1-dvd-amdé64.iso
FreeBSD (64-bit)

false

8192
2
false

96.00 GB
false

Help

Back Finish

5. Go to OPNsense virtual box setting and add 2 more adapter.

6. Adapter 1 set as Bridged Adapter, Adapter 2 set as Host-only Adapter and Adapter 3

Bridged Adapter. All adapter ‘Promiscuous Mode’ set as ‘Allow All’.

© OPNsensel -Settings

System

(W] ooy
storage
(S

P retvork
£ seralports
& v

[ steredroicers
[ wser nteroce

Network

Adepter 1 | Adspterz  Adspter3  Adspterd
Enable Network Adapter
Attached to: [Bndged Adapter v
tiome: Reatek PCle GBE Famiy Contraler
@ Agvanced
Adapter Type: [Intel PRO/1000 MT Desktop (825406
Bromiscuous Mode: [Alow AL

20 X | ® OPsenser-settings

© OPNsensel - Setings

Cancel

MAC Address: 080027120781

A cable Connected

7. Go to Display, slide the Video Memory to ‘128 MB’.

D Storage
Audio
Network
Serial Ports
usB

Shared Folders

User Interface

ALY Eoe N E

set as

- o X - =} X
[ ceneral Network ] cerera Network
] systen Adspter]  Adepter2  Adapter3  Adapterd ] systen Adspter 1 Adapter2  Adapter3 | Adepterd
=™ ] gable Network Adapter () osoey ) Enable Network Adepter
&) storece attached to: |FosEarly/ATetS] < Storage Attached tos |Brdged Adapter v
v Name:  VirtualBox Host-Only Ethernet Adapter #2 v Name: | Realtek PCle GBE Family Controller #3 v
Do Ao - On wso @ advanced
5 P Network ‘Adapter Type: | Intel PRO/1000 MT Desktop (82540EM) 5 ‘ﬂ Network ‘ ‘Adapter Type: |Intel PRO/1000 MT Desktop (62540EM) ~
A || seurors S—— S| y— — 3
) wAc Addres: [saoozzasas ] MAC Adeess: [Do0027E8 3007 )
& = [ cable Connected ﬁ = Cable Connected
[ p— [ PP—
[ [— [ [
= 1 = = | = Tz | = | =
Display
Screen Remote Display Recording
Video Memory: ' 128MB 5
i . . . _
0MB 128 MB
Monitor Count: ' 1[5
] 1 1 1
1 8
Scale Factor: | All Monitors ' 100% =
I I
100% 200%
Graphics Controller: |VMSVGA v
Extended Features: [_] Enable 3D Acceleration
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8. Start OPNSense VM and wait for the login prompt to display.

9. Login with the username ‘installer’ and password ‘opnsense’

10. Select ‘Continue with default keymap’

11. Select ‘Install (UFS)’ and click OK

12. Select ‘ada0 <VBOX HARDDISK 10> (96GB)’ as a disk to continue

13. UFS Configuration select “Yes’ to continue with a recommended swap partition of size
8GB

14. Select Yes to confirm to destroy the current contents of the following disks: ada0

15. Select ‘Root Password’ to change and confirm the new root password (Optional)

16. Select ‘Complete Install’ to exit the installer to reboot the machine

17. Before reboot the OPNsense, go to OPNsense virtual box setting ‘Storage’ and remove

the disk from the virtual drive ‘IDE Secondary Device 0: [Optical Drive] OPNsense.iso’

k) OPNsensel - Settings — a X
E General Storage
System Storage Devices Attributes
@ Displ e Controller: IDE Optical Drive: |IDE Secondary Device 0 v Q
isplay

OPNsense 1.vdi [ Live co/ovp E Choose/Create a Virtual Optical Disk...
Storage © OPNsense-24.1-dvd-amdé4.... SR EEGEL ] [@ Choose a disk fie...
({)3 Audio Type: Image Host Drive 'D:'

Size: 1.85GB
@ Network Location:  C:\Users\user\Documents\OPNsense-2¢ OPNsense-24, 1-dvd-amd64.iso
N Attached to: OPNsensel pfSense-plus-installer-24.06-BETA7-amd64-202406 14-1948.iso
@ Serial Ports zabbix_appliance-6.4. 12-netinstall.iso
O/ UsB @ Remove Disk from Virtual Drive
D Shared Folders
apter
‘f] User Interface k)
@
Cancel Help
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18. Login to the prompt with username root and root password set earlier

19. At the menu, enter 1 as the option to assign interfaces

20. Enter ‘no’ for ‘Do you want to configure LAGGs now?’ and ‘Do you want to configure

VLANS now?’

Logout

Assign interfaces

Set interface IP address
Reset the root password

Ping host
Shell

pfTop
Firewall log

Reset to factory defaults Reload all services

Pouver off systenm
Reboot system

nter an option: 1

Update from console
Restore a backup

Do you want to configure LAGGs nouw? [y/N1: n

Do you want to configure VYLANs nouw? [y/Nl1: n

interfaces are:

88:80:27:1a:87:b1 Intel(R) Legacy PRO/1888 MT 82548EM
88:80:27:39:b2:35 Intel(R) Legacy PRO/1888 MT 82548EM
88:80:27:eb:38:d7 Intel(R) Legacy PRO/1888 MT 82548EM

If you do not knouw the names of your interfaces, you may choose to use

auto-detection. In that case,

disconnect all interfaces nou before

itting 'a’ to initiate auto detection.

nter the HAN interface name or 'a’ for auto-detection:

Boh@do EEE - ®rhtcyl

21. Enter ‘em0’ as WAN and ‘em1’ as LAN, leave blank for Optional section and enter ‘y’ to

proceed

interfaces are:

A8:88:27:1a
98:808:27:39
B8:88:27:eb

If you do not knouw the names
auto-detection. In that case,
itting 'a’ to initiate auto
nter the WAN interface name
nter the LAN interface name
OTE: this enables full Fireu
(or nothing if finished): eml

nter the Optional interface
(or nothing if finished):

he interfaces will be assign

AN -> emB
AN -> eml

Do you want to proceed? [y/N]

:87:b1 Intel(R) Legacy PRO/1888 MT 82548EN
:b2:35 Intel(R) Legacy PRO/1888 MT 82548EHM
:38:d7 Intel(R) Legacy PRO/1888 MT 82548EN

of your interfaces, you may choose to use
disconnect all interfaces nou before
detection.

or 'a’ for auto-detection: emB

or 'a’ for auto-detection

alling/NAT mode.

1 name or 'a’ for auto-detection

ed as follous:

-y

B oo EilE - @rihtct

Figure 5.3.1 OPNsense Interface
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22. At the menu, enter 2 as the option to set LAN interface IP address

23. Enter 1 to configure LAN interfaces

24. Enter ‘n’ in ‘Configure IPv4 address LAN interface via DHCP?’

25. Enter ‘192.168.56.2 as new LAN IPv4 address and ‘24’ as new LAN IPv4 subnet
26. Enter ‘n’ in ‘Configure IPv6 address LAN interface via WAN tracking?’

27. Enter ‘n’ in ‘Configure IPv6 LAN interface via DHCP6?’

1 - LAN (eml - static, track6)
2 - WAN (emB - dhcp, dhcp6)

Enter the number of the interface to configure: 1
IPv4 address LAN interface via DHCP? [y/N]l n

new LAN IPv4 address. Press <ENTER> for none:
.56.2

Subnet masks are entered as bit counts (like CIDR notation).
e.g. 255.255.255.8 = 24

255.255.8.08 16

255.8.8.8 8

Enter the new LAN IPv4 subnet bit count (1 to 32):

., enter the new LAN IPv4 upstream gateway address.
., press <ENTER> for none:

IPv6 address LAN interface via WAN tracking? [Y/nl n
Configure IPv6 address LAN interface via DHCP6? [y/N]l n

ool BRd

[#] Right ctrl

28. ‘Do you want to enable the DHCP server on LAN?’ is optional choice, if ‘y’ input the
start and the end of [Pv4 client address range

29. Enter ‘n’ to not to change the web GUI protocol from HTTPS to HTTP

30. Enter ‘y’ to generate a new self-signed web GUI certificate and again ‘y’ to restore web

GUT access defaults
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onfigure IPv6 address LAN interface via DHCP6? [y/N1 n

nter the new LAN IPv6 address. Press <ENTER> for none:

Do you want to enable the DHCP server on LAN? [y/N]1 y

nter the start address of the IPv4 client address range: 192.168.56.18
nter the end address of the IPv4 client address range: 192.168.56.1688

Do you want to change the web GUI protocol from HTTPS to HTTP? [y/N]1 n
Do you want to generate a new self-signed web GUI certificate? [y/N]1 y
Restore web GUI access defaults? [y/N]l y

riting configuration...done.
enerating /etc/resolv.conf...done.
enerating /etc/hosts...done.
onfiguring LAN interface...done.
[Setting up routes for lan...done.
Starting DHCPv4 service...done.
[Starting Unbound DNS...done.
onfiguring firewall
[Starting DHCPv4 service...
btarting web GUI...done.

e B e @riohtctl
Figure 5.3.2 OPNsense LAN

31. Open the browser, enter the IP address set for LAN and login with user ‘root’
32. Go to the ‘Interfaces; Assignments’ in the menu bar

33. In ‘Assign a new interface’ section add ‘em2’ and name as Port Mirroring

S0P Do < |

o
Interfaces: Assignments

Interface Identifier @

+ Rssign anew interface

Device

G &8 M S o

Description

)

L]

-]
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34. Go to the [PortMirroring] section at Interfaces in menu bar, enable the interface and

promiscuous mode then click save

root@OPNsense.localdomain

Interfaces: [PortMirroring]

4 @l Olprevent interface removal
&
O dent 1
, er p
= a0 2
% @pescription \
=

Ul

© Speed and duplex

Default (no preference, typically autoselect)

Figure 5.3.3 OPNsense Port Mirroring

34. Go to ‘Power’ and reboot the system

5.4  System Setting
5.4.1 Install and Setup Plugin in OPNsense
1. Go to the ‘System; Firmware; Plugin’ section

2. Search ‘os-net-snmp’ and ‘0s-zabbix64-agent’, install them

System: Firmware

F D

Version  Size Tier

m oo ®

153 27.3KiB 3
1132 S0.0KiB 3

T8

+ + + + @ @

3. Go to the ‘Services; Net SNMP’ section

4. Enable SNMP service and the SNMP community ‘starstar’

5. Enable the Layer 3 Visibility and set the ListenIP as OPNsense ‘WanIP address’
6. Click Save button
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Z0PDsense < R |

0 Lobby .
Services: Net-SNMP
& Reporting
& system
& Interfaces General |
& Firewall full help @
Q@ ven @ Enable SNMP Service
& Services © SNMP Community tarsta
Captive Portal 4
@ SNMP Location
DHCRelay ®
Dnsmasq DNS ® @ sNMP Contact
ntrusion Detection [ -
@ Add AgentX Support a
SCOHCPVA )
© Layer 3 Visibility
SCOHCPYE ®
@ isplay Version in OID a}
Kea DHCP [new] ®
Monit o Olbtales 192.168.237.160
Network Time o]
nto.
Net-SNMP s
OpendNs >
Zabbix Agent -

Figure 5.4.1 OPNsense SNMP

6. Go to the ‘Service; Zabbix Agent’ section

7. Enable Zabbix Agent service and setup the configuration
[Hostname: OPNsense]

[Listen Port: 10050]

[Listen IPs: 192.168.237.160]

[Source IP: 192.168.237.160]

[Zabbix Servers: 192.168.237.178]

Enable sudo root permissions

8. Click Apply

root@OPNsense.localdomain

Services: Zabbix Agent: Settings

MainSettings | Tuning Parameters  ZabbixFeatures  Advanced ~
D advanced mode fllhelp
@ Enabled
@ Hostname OPsense
Captive Portal 4
@ Listen port 050
DHCRelay ® °
Dnsmasq DNS %  OLstenips 192.168.237.160
Intrusion Detection 1) Bre
SCDHCPVA ®  Osourcelp 162.168.257.160
ISC DHCPV6 @
© Zabbix servers 92.168.23
Kea DHCP [new] ® SZ0R R
Ociearall Fcopy Eret
Monit L)
@ Logtosyslog [u]
Network Time o]
© Debug Level 3, def
TR = ebug Level arnings (3, default
OpenDNS » ® Enable sudo root permissions
Unbound DNS > m
Zabbix Agent .

Setings.
LogFile

& Power

Figure 5.4.2 OPNsense Zabbix Agent
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9. Go to ‘Service; Intrusion Detection; Administration’ section
10. In setting section enable Intrusion Detection service and syslog alerts
11. Pattern matcher set as default and Interfaces choose PortMirroring

12. Rotate log set as Daily and saves logs set as 4

13. Click Apply

root@OPNsense.localdomain

Services: Intrusion Detection: Administration c m

a € e A

I1SC DHCPv4 @®  @Rottelog

1SC DHCPV6

Figure 5.4.3 OPNsense Intrusion Detection

14. In download section, select all rulesets and download

15. After downloaded rulesets, select all rulesets and click ‘Enable selected’

Q
- Services: Intrusion Detection: Administration c =
Settings | Download | Rules  Userdefined
Qe ] arch
Description Last updated Enabled Edit
> abuse.ch/Feodo Tracker 2024/09/06 0:00 v s’
4
3 ch/SSL Fingerprint Blacklist 2026/09/06 0:00 v ’
'S abuse.ch/SSL IP Blacklist 2024/09/06 0:00 v s
v sbuse.ch/ThreatFox 2024/09/06 0:00 v ,
2024/09/06 0:00 v ’
2024/09/06 0:00 v ’
2024/09/06 0:00 v ’
1SCOHCPY4 ®
2024/09/06 0:00 v ’
1SCDHCPY e
2024/09/06 0:00 v ’
Kea DHCP [new] e
2024/09/06 0:00 v ’
® 2024/09/06 0:00 v ’
OpenDNS » Download & Update Rules
Unbound DNS »

Figure 5.4.4 OPNsense Rulesets

16. Go to User defined section and select add rules action
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Services: Intrusion Detection: Administration

Download Rules User defined Alerts

O Enabled Action Description

@ Pass Telegram-Zabbix

«

<

Pass DNS-Zabbix

Q Q@

Alert ping

17. Setup the action rules for Zabbix-DNS to pass through IDS
[Source IP: 192.168.237.178]

[Destination IP: 8.8.8.8]

[Action: Pass]

[Description: Zabbix-DNS]

18. Enable the rule set and click Save

Rule details

© Enabled

© SourceIP 09 178 927
© Destination IP 8.8.8.8

© SSL/Fingerprint
© Action Pass

© Bypass O

© Description DNS-Zabbix

Figure 5.4.5 OPNsense Zabbix-DNS rule set

19. Setup the action rules for Zabbix-Telegram to pass through IDS
[Source IP: 192.168.237.178]

[Destination IP: 149.154.167.220]

[Action: Pass]

[Description: Zabbix-Telegram]

20. Enable the rule set and click Save
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Rule details

full help &

© Enabled

© Source IP

© Destination IP

© SSL/Fingerprint

© Action Pace .

© Bypass O

© Description Telegram-Zabbix

= -

Figure 5.4.6 OPNsense Zabbix-Telegram rule set

5.4.2 Setup OPNsense Firewall TCP and UDP Rule
1. Go to the ‘Firewall; Rules; Floating’ section

2. Add new rules

T S _

Firewall: Rules: Floating

s Reporting Select category v @lnspect
& system
& interfaces [u] Protocol Source Port  Destination port Gateway Schedule & Desa Becovo
o enerated rules LX)
Alases ®m O =50 1PyaTCP his Firewall 1 cs0u
Automat s 0O =70 1Pv4 UDP 161 (SNMP) . . 1 «es 0w
Cate > o »=%0 L Firewall 1 ¢ 700w
Group: s O reject 0 log - first match
NAT = O reject disabled ®  log(disabled — out 5 lastmatch
Rules v dit)
Flosting
Ly e action of the irs rule to match 3 packet will be executed) only if the "quick" option is checked on a ule. Otherwise they will only apply i no other rules match. Pay close attention to the rule order and
e or default rules are used.

Figure 5.4.7 OPNsense Firewall TCP and UDP rules

3. Preconfig the rules to establish connection between Zabbix server and OPNsense Zabbix
Agent

[Action: Pass]

[Quick: Apply the action immediately on match]

[Interface: WAN]

[Direction: any]

[TCP/IP Version: IPv4]

[Protocol: TCP]

[Source: Single host or Network, 192.168.237.178/24 (Zabbix Server IP address)]
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Firewall: Rules: Floating

Edit Firewall rule full help CD
© Action Pass -

@ Disabled Opisable this rule

@ Quick & Apply the action immediately on match

@ Interface / Invert (O use this option to invert the sense of the match.

O Interface WAN M

@ Direction any -

© TCP/IP Version

Pvd -
@ Protocol Tcp -
@ Source / Invert O use this option to invert the sense of the match.
@ Source Single host or Network v
192.168.237.178 24 -
Source Advanced

[Destination: This Firewall]
[Destination port range: from ‘any’ to ‘any’]

4. Click Save

192.168.237.178 2 -
Source Advanced
© Destination / Invert (O use this option to invert the sense of the match.
© Destination This Firewall e
© Destination port range from: to:
any - any -
@Log (OLog packets that are handled by this rule
O Category
@ Description
© No XMLRPC Sync m]
@ Schedule none -
O Gateway default N
Advanced features Show/Hide
Rule Information
Created 7/11/24 12:35:09 (root@192.168.56.1
Updated 8/2/24 16:08:30 (ro0t@192.168.56.1)

5. Preconfig the rules to establish connection between Zabbix server and OPNsense SNMP
service

[Action: Pass]

[Quick: Apply the action immediately on match]

[Interface: WAN]

[Direction: any]
56

Bachelor of Information Technology (Honours) Communications and Networking
Faculty of Information and Communication Technology (Kampar Campus), UTAR



[TCP/IP Version: IPv4]

[Protocol: UDP]

[Source: Single host or Network, 192.168.237.178/24 (Zabbix Server IP address)]

Firewall: Rules: Floating

Edit Firewall rule

@ Action

© Disabled
© Quick
O Interface / Invert

O Interface
@ Direction
© TCP/IP Version
© Protocol

O Source / Invert

O source

Source

© Destination / Invert

© Destination

Pass

O pisable this rule

® Apply the action immediately on match.

([ Use this option to invert the sense of the match.

WAN

any

IPv4

UDP

O use this option to invert the sense of the match.

single host or Network

192.168.237.178 24

Advanced

O use this option to invert the sense of the match.

This Firewall

[Destination: This Firewall]

[Destination port range: from ‘SNMP’ to

6. Click Save

Source

© Destination / Invert

© Destination

@ Destination port range

O Log

@ category
@ Description

© No XMLRPC Sync

@ Schedule
O Gateway
Advanced features

Rule Information
Created

Updated
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192.168.237.178 24
Advanced

O use this option to invert the sense of the match.

This Firewall

from:

SNMP -

O Log packets that are handled by this rule

o
none =
default -

Show/Hide

7/12/24 15:29:53 (r00t@192.168.56.1

7/12/24 15:29:53 (ro0t@192.168.56.1;

‘SNMP’]

full help D
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5.5  System Configuration

5.5.1 Monitoring OPNsense by using Zabbix Agent and SNMP

1. Open the browser and input the Zabbix server IP address that has been set in 5.3.1 to open
the front end of Zabbix server

2. Login with Username ‘Admin’ and Password ‘zabbix’

3. Once access in the front end, select Monitoring section in the menu and click on host

ZABBIX « = NGNS ®E

192.168.297.160:10050 EETR foiacs”ocT ciass-sowaretarge- roebsa]
192.160.297.163:10050 Jciass-os argot inus] a

161 [Siaee ] Enabied
ER [ciass: os] class: software Jtarget inux

192.168.2:

4. Select Create host, put the host name and select templates find ‘FreeBSD by Zabbix agent’
and ‘OPNsense by SNMP’, Host Groups select “Virtual machines’

5. Add Agent as an interfaces, input OPNsense WAN IP address and make sure port is 10050
6. Add SNMP as an interfaces, input OPNsense WAN IP address and make sure port is 161.
Select SNMP version ‘SNMPv2’ and input the SNMP community as ‘starstar’ set in 5.5 Install
and Setup Plugin in OPNsense

7. Click add and the host is created, check the Availability of OPNsense server and if the status

1s available now the Zabbix can monitor the OPNsense
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New host

Host IPMI Tags Macros Inventory Encryption  Value mapping

* Host name | OPNsense

Visible name | O s

ACLIEICE FreeBSD by Zabbix agent X | OPNsense by SNMP X Select

type here to search

* Host groups | RYLUETIET T =008 4 Select

type here to search

@®

Interfaces Type |P address DNS name Connect to Port Default
Agent | 192.168.237.160 B3 ovs || 10050 ® Remove
SNMP | 192.168.237.160 B os || e ® Remove

* SNMP version | SNMPv2 v

* SNMP community | starstar

Max repetition count @ | 10

v | Use combined requests

Description

Monitored by proxy | (no proxy) v

Enabled |v
Name a nterface Avaiabilty Tags Status Latest data Problems Graphs
OPNsense 192.168.237.160:10050 target: freebsd [ Enabled Latest data 147 (1] Graphs 22
Snort_Server 192.168.237.163:10050 i Disabled Latest data Problems Graphs 10
Interface Status  Ermor
Switch 192.168.237.177:161 Jeneric] Enabled Latest data 114 Problems Graphs 11
192.168.237.160:10050
Zabbix server 127.0.0.1:10050 (2] o Jtarget inux IO Enabled Latest data 147 Problems Graphs 25
Name o Interface Availabiity Tags Status Latest data Problems Graphs
OPNsense 192.168.237.160:10050 target: freebsd [IY Enabled Latest data 147 (1] Graphs 22
Snort_Server 192.168.237.163:10050 Disabled Latest data Problems Graphs 10
Interface Staus  Emor
Switch 192.168.237.177:161 [ stawe | Enabled Latest data 114 Problems Graphs 11
192.168.237.160:161
Zabbix server 127.0.0.1:10050 SNMPv2, Community: starstar Enabled Latest data 147 Problems Graphs 25

Figure 5.5.2 OPNsense Availablity Status
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5.5.2 Monitoring switch by using Zabbix SNMP

1. Select ‘Create Host’ to create host ‘Switch’

2. Put the host name and select templates find ‘Network Generic Device by SNMP’, Host
Groups select ‘“Template/Network devices’.

3. Add SNMP as an interfaces, input switch IP address and make sure port is 161. Select SNMP
version ‘SNMPv2’ and SNMP community input ‘starstar’ that configure in switch.

4. Click add and the host is created, check the Availability of switch and if the status is available

now the Zabbix can monitor the switch.
New host

Host IPMI Tags Macros Inventory Encryption Value mapping

Host name | Switch

Visible name
BCTTIEICE Network Generic Device by SNMP X Select
* Host groups | REWHEICHNET S EUE8 Select
Interfaces Type IP address DNS name Connect to Port Default

SNMP | 192.168.237.177 n pns || 161 ® Remove

* SNMP version | SNMPv2 v

* SNMP community | starstar

Max repetition count @ | 10

v Use combined requests

Add
Description
Monitored by proxy | (no proxy) v
Enabled |v
cancel
Name nterface Availat Tag Status atest data Problem Grap Dashboards
OPNsense 192.168.237.160:10050 Enabled Latest data 14 Graphs 22 Dashl
Snort_Server 192.168.237.163:10050 Latest data Problems Graphs Dashboards 2
Switch 192.168.237.177:161 ['snw | Latest data 114 Problems Graphs Dashboards 1
Zabbix server 127.0.0.1:10050 | z8x| Enabled Latest data 14 Problems Graphs 2 Dashboards 4
Mterface a E
g40
192.168.237.177:161 [ Avaiavic |
SNMPv2, Community: {SSNMP_COMMUNITY

Figure 5.5.4 Switch Availability Status
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5.5.3 Monitoring OPNsense IDS by using Zabbix
1. Login as root in OPNsense CLI and menu select 8 enter into Shell mode
2. Create a python script file in /ust/local/bin with using the command

[vim /usr/local/bin/ids.py]

aEEaE aEea
Hebsite: ://opnsense .org/ (GICICRRNY /77000
Handbook: ://docs .opnsense .org/ I ceeaeace
Forums: ://forum.opnsense .org/ aeas// \aeae
Code: ://github.com/opnsense aEEa aeEa@
Tuitter: ://tuitter.com/opnsense ARAAREREAQAQAARAEREAA

%% [PNsense.localdomain: OPHNsense 24.1.9_4 xx=x

LAN (em1) -> v4: 192.168.56.2/21
PortMirroring (em2) ->
HAN (emB) -> v4/DHCP4: 192.168.237.168/24

8) Logout 7) Ping host
Assign interfaces 8) Shell
Set interface IP address 9) pfTop
Reset the root password 18) Firewall log
Reset to factory defaults 11) Reload all services
Pouver off system 12) Update from console
Reboot system 13) Restore a backup

nter an option: 8

00t@0PNsense:™ # vim /usr/local/bin/ids.py

3. Write the script to send the ids log file data to Zabbix server, refer from the Appendix A

4. After complete the scripts, press ‘Esc’ and input “:wq’ to save the file

0s

time
datetime datetime

position_file =

current_date = datetime.nouw().strftime(
log_file = f

zabbix_server=
hostname=
key =

os.path.exists(log_file):
last_read_position =

last_read_date =
os.path.exists(position_file):
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5. Create a bash script file in /usr/local/bin with using the command

[vim /usv/local/bin/start _idstimer.sh]

oot@B0PNsense:”™ # vim fusr/local/bin/start_idstimer.sh

6. Write the script to automate run the python script 24 hours, refer from Appendix B

7. After complete the scripts, press ‘Esc’ and input “:wq’ to save the file

fdev/null

fusr/local/bin/python3 fusr/local/bin/ids.py

"“/usr/local/bin/start_idstimer.sh” 28L, 293B

8. Set the file full execute permission for both scripts in OPNsense by using the command
[chmod +x /usr/local/bin/ids.py]

[chmod +x /usr/local/bin/start_idstimer.sh]

oot@0PNsense:/ # chmod +x fusr/local/bin/ids.py

oot@0PNsense:/ # chmod +x fusr/local/bin/start_idstimer.sh
oot@0PNsense:/ # 1s -1 fusr/local/bin/ids.py

ruxr-xr-x 1 zabbix zabbix 1688 Sep 6 23:19 /fusr/local/bin/ids.py

o0t@0PNsense:/ # 1s -1 /fusr/local/bin/start_idstimer.sh
ruxr-xr-x 1 root wheel 293 Sep 4 13:18 /usr/local/bin/start_idstimer.sh
oot@0PNsense:/ # [

9. Using crontab service to run the bash script when every time OPNsense is up, open the
crontab file by using the command

[vim /etc/crontab]

oot@0PNsense:/ # vim /etc/crontab
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10. Add the command in crontab file
[@reboot root /usr/local/bin/start_idstimer.sh]

11. Press ‘Esc’ and input ‘:wq’ to save the file

SHELL=/bin/sh
PATH=/sbin:/bin:fusr/sbin:/usr/bin:/usr/local/sbin:fusr/local/bin

12. Input ‘Reboot’ to reboot the OPNsense server
13. Login as root in Zabbix server CLI
14. Create a python scripts file in /usr/lib/zabbix/externalscripts with the command

[vi /usr/lib/zabbix/externalscripts/threats.py]

[root@appliance ~1#t vi susr/lib/zabbix/externalscripts/threats.py_

15. Refer from Appendix C, write the script to calculate the threats data per seconds from the

TABLE ‘history log’ in MySQL zabbix database based on the key ‘clock’ and ‘value’

16. Ensure the script ‘db_config’, user, password and the host is the second preset user in
MySQL database at 5.3 Install and Setup zabbix server

[‘user’ = ‘zabbix1’]

[ ‘password’ = ‘starstar77’]

[‘host’ = “127.0.0.1"]

[ ‘database’ = ‘zabbix’]

17. Press ‘Esc’ and input ‘:wq’ write to save the file
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it /usr/binsenv python3

import mysql.commector
import json

ef load_last_processed_clock():
try:
with open('/tmp/last_processed_clock. json','r') as file:
data = json.load(file)
return data.get('last_clock',8)
except FileNotFoundError:
return @

ef save_last_processed_clock(last_clock):
with open('/tmp/last_processed_clock. json', 'w') as file:
Jjson.dump({'last_clock': last_clock}, file)

b_config ={
‘user': 'zabbixl',
‘password’: 'starstar??’,
‘host ' 127.8.8.1",
‘database’: 'zabbix'

onn = mysql.commector.commect (x=xdb_config)
ursor = comn.cursor ()

last_processed_clock = load_last_processed_clock()

uery = “SELECT clock, value FROM history_log WHERE clock > zs"

ursor .execute(query, (last_processed_clock,))
new_records = cursor.fetchall()
hew_value_count = len(new_records)
if new_records:
last_processed_clock = new_records[-11[81
save_last_processed_clock(last_processed_clock)

rint (f"{new_value_count}")

ursor.close()
om.close()

18. Set the file full execute permission for python script in Zabbix server by using the command

[sudo chmod +x /usr/lib/zabbix/externalscripts/threats.py]

[rootRappliance " 1# sudo chmod +x susr/librszabbix/externalscripts/threats.py

19. Input ‘reboot’ to reboot the zabbix server with the latest configuration
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5.5.4 Virtualizing Data by using Zabbix
1. Back to zabbix front-end web, login with Username ‘Admin’ and Password ‘zabbix’
2. Go to ‘Monitoring; Hosts’ section, click on host ‘OPNsense’ and select ‘Items’ in

configuration section

ZABBIX « & Hgl8§

\'
Name
Dashboards
Host groups
Monitoring
IP
Problems
DNS
Hosts
Port
Latest data
Severity Not classified
Maps
Information
Discovery
Services
Inventory o  Namea nterface Availabilit
OPNsense 192.168.237.160:10050 ZBX_SNMP
Reports e
Snort se - 050
Data collection . Dashboaras s
Switch Problems [ SNMP
] Alerts Zabbixse  Latest data EE3
Graphs
Users -
Administration Inventory
NFIGURAT
Host
Items
Triggers
Graphs
Discovery
Support
Web
Integrations SCRIPTS
Help Detect operating system
Ping
User settings Traceroute
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3. Create new item in host ‘OPNsense’

Items
Allhosts / OPNsense  Enabled ftoms 143 Triggers 41 Graphs 22  Discovery rules 4 Web scenarios
Host groups Select Type [al v Taos [T o
(= OPnsense x Select Type of information | all < Contains
Add
History
Name state [ Nomal | Notsupporied
Trends
Key status [ Enevies | Disaviea
Update interval
H— sooa ogers [ ves | Mo
nnertea [ ves | No
oiscovered [ ves | No
=
Subliter affects only filtered data

4. In item section set with the parameters
[Name: IDS log]

[Type: Zabbix Trapper]

[Key: ids.detect]

[Type of information: Log]

[History storage period: Storage period]
[Description: Detection]

5. Tick the ‘Enabled’

Items
Allhosts / OPNsense  Enabled ltems 143 Triggers 41  Graphs22  Discovery rules4  Web scenarios
tem Tags 1  Preprocessing
*Name | IDS log
Type | Zabbix trapper v
*Key | ids.detect

Type of information | Log v

* History storage period | Do not keep history [JETETIT SN 90d

Log time format
Allowed hosts

Description | Detection

Enabled [v|

C- I

6. In tags set with the parameters
[Name: IDS; Value: 0]

7. Click add to save and create the item

Items
Alhosts / OPNsense  Enabled EEXRNIE 'tems 145 = Triggers41 Graphs22 Discovery rules 4  Webscenarios
ftom Tags1 Preprocessing

[l innerited and item tags

DS [} Remove
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8. Go to ‘Monitoring; Hosts’ section, click on host ‘Zabbix server’ and select ‘Items’ in

configuration section

ZABBIX Hosts

VIEW
Dashboards
Name
Dashboards Problems
Latest data Host groups
Monitoring Graphs
IP
Problems HED
Inventory DNS
Hosts
CONFIGURATION Port
Latest data
Host Severity Not clas
Maps
ltems Informa
Discovery Triggers
i Graphs
Services
Discovery
Inventory o Namea Web Availa
OPNsense  scpipTs 0 E3
Reports
Snort Serwi Detect operating system 0
Data collection ~ Ping
Switch [ SNMH
Traceroute
Alerts Zabbix server 12r.v. i uoy [ zBX |
. . ¢ . ,
9. Create new item in host ‘Zabbix server
Items
Allhosts / Zabbixserver Enabled [ZX§ Items147 Triggerss4 Graphs2s Discoveryrules5  Web scenarios Fiter W
Host groups Select Type [al v N oo B
Hosts Select Type of information | all v Contains v Remove
Add
History
Name e state [JEJ Normar | Not supporiea
Key - staws [ enaviea | pisavies
Value mapping Select Triggers [ ves | no

innered [JE ves [ no
viscovered [ ves [ no

=3 s

Subfitter affects only filtered data
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10. In item section set with the parameters

[Name: Threats]
[Type: External check]
[Key: threats.py]

[Type of information: Numeric (float)]
[Host interface: 127.0.0.1: 10050]

[Update interval: Im]

[History storage period: Storage period]

[Trend storage period: Storage period]
11. Tick the ‘Enabled’ and click Add to save and create the item

ltems

All hosts / Zabbix server

ltem Tags Preprocessing

* Name

Type

* Key

Type of information
Host interface
Units

* Update interval

Custom intervals

* History storage period

* Trend storage period

Value mapping

Populates host inventory field

Description

Enabled

Enabled [ Items 147

Triggers 84  Graphs 28  Discovery rules 5

Threats
External check v
threats.py
Numeric (float) v
127.0.0.1:10050 v
m
Type nterval Period

200 Scheduling 505 1-7,00:00-24:00
Add

Do not keep history Storage period |ell]
Do not keep trends EESGELER UGN 365d

-None- v
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12. Go to ‘Monitoring; Hosts’ section, click on host ‘Zabbix server’ and select ‘Graphs’ in

configuration section

13. Select Create Graph to create new graph for item ‘threats.py’

ZABBIX Sl Hosts
Y VIEW
Dashboards
Dashboards Problems
Latest data
Monitoring Graphs
Problems &b
Inventory
Hosts
NFIGURAT
Latest data
Host
ST ltems
Discovery Triggers
_ Graphs
Services
Discovery
Inventory Name a Web
OPNsense SCRIPTS
Reports N
Snort_Sen Detect operating system
Data collection ~ ) Ping
Switch
Traceroute
/. Alerts Zabbix sefves e TvUoY

Users

14. In Graph section set with the parameters

[Name: Number Threats Detected]

[Width: 900]

[Height: 200]

[Graph type: Normal]

[Tick Show legend, Show working time and Show triggers]
[Y axis MIN value: Calculated]

[Y axis MAX value: Calculated]

15. Select Add for import items key

Name

Host groups

IP
DNS
Port

Severity Not cla

Informs

50 [ zBX |

50
[ SNM
| ZBX)
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Graphs

All hosts | Zabbix server

Enabled

Graph  Preview

* Name

* Width

* Height

Graph type

Show legend
Show working time
Show triggers
Percentile line (left)
Percentile line (right)
Y axis MIN value
Y axis MAX value

* ltems

Items 147

Triggers 84  Graphs 28 Discovery rules 5

Number Threats Detected

900

200

Normal v

v

v

Calculated v

Calculated v

Name

16. Select host ‘Zabbix server’ and tick ‘Threats’

Items

sda: Disk write rate

sda: Disk write request avg waiting time (w_await)

sda: Disk write time (rate)

v| Threats
Zabbix server: Configuration cache, % used

Zabbix server: Connector queue

Zabbix server: Historv index cache. % used

Select

vis.dev.write rate[sda)

vis dev.write awaii[sda]

vis.dev.write time rate[sda)

threats py
zabbix(rcache buffer pused]

zabbix[connector_queue]

zabbixlwcache.index.pused]

Web scenarios

Function Draw style

item

Dependent
item

Calculated

Dependent
item

External check
Zabbix internal

Zabbix internal

Zabbix internal

Bachelor of Information Technology (Honours) Communications and Networking
Faculty of Information and Communication Technology (Kampar Campus), UTAR

Y axis side

Numeric (float)

Numeric (float)

Numeric (float)

Numeric (float)
Numeric (float)

Numeric
(unsigned)

Numeric (float)

Color

Action

Enabled

Enabled

Enabled

Enabled

Enabled

Not
supported

Enabled
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17. Click add to save and create the graph

Graphs
All hosts / Zabbix server ~ Enabled ltems 147  Triggers 84  Graphs28 ~ Discovery rules 5 Web scenarios

Graph  Preview

* Name ‘ Number Threats Detected

Show legend [v|

Show working time [v|
Show triggers [v|
Percentile line (left) | |

Percentile line (right) | |

Y axis MIN value | Calculated v
Y axis MAX value | Calculated v

* ltems Name Function
£ 1: Zabbix server: Threats |aII V‘ ‘Line VHLeﬂ V‘ .

Draw style Y axis side Color Action

18. Go to Dashboard section in the menu, and click the ‘All dashboards’

19. Click Create dashboard
Create dashboard E

Dashboards
[] Namea
(] Global view [ Shared |
[] 1DS Threats Detection
] Zabbix server
( 1+ Shavea

Zabbix server health
Displaying 4 of 4 found

20. Select the ‘Admin’ as the Owner and name the dashboard then click Apply

IDS Threats Detection

All dashboards / DS Threats Detection Dashboard properties ?x
DS Performance  Network Performance  System Pl
RS i (w0 Adminsiraton x] || seeat
“Name [|DS Threats Detection ]
Defautt page display period [1nowr |

Start sideshow automatically [v|

Average Waming

Recipient Message Status

Total Time v Action Media type

Available Not available Unknown
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21. Click ‘“+Add’ in the dashboard and select ‘Add widget’ to create the graph

22. Create the widget with the following parameters

[Type: Graph]
[Name: Switch ICMP Response]
[Refresh interval: 10 seconds]

[Data set #1: Select host ‘Switch’, Select item ‘Generic SNMP: ICMP response time’]

Add widget

Type | Graph v

Name | Switch ICMP Response

Refresh interval |10 seconds v
140ms
120ms
100ms
80ms
60ms
40ms
20ms

0

9-09 12:11 9-09 12:16 9-091

I~
N
[N)

9-09 12:28 9-09 12:33 9-09 12:39

Switch: Generic SNMP: ICMP response time
Dataset 1 Axes

Displaying options  Time period ®

Legend @ Problems  Overrides

Data set #1 v

+ Add new data set

Select

Show header |v

9-09 12:45 9-09 12:50 9-09 12:56 9-09 13:02 9-09 13:07
min avg max
1.25ms 13.13ms 125.76ms

Generic SNMP: ICMP response fime X Select

23. In Data set #1, design the dashboard with following information

Dataset 1 Displaying options ~ Time period ®

ost pattern

Draw m Points Staircase Bar

Axes Legend e Problems  Overrides

Data set #1 A

Stacked
Width —@ 1
Point size
Transparency ———@ 3
Fill ———— —— — 7
Missing data m Connected | Treatas 0 | Lastknown

Data set 1 Displaying options

Time period @

Select Generic SNMP: ICMP response time X

Select

Y-axis QK@ Right
Time shift | none
Aggregation function | none v

Aggregation interval
Aggregate

Approximation |avg

Data set label @ | Data set

Set custom time period |v
From | now-1h

To | now

Axes

v

Legenc
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Switch: Generic SNMP: ICMP response time 1.25ms 13.13ms 125.76ms

Dataset 1  Displaying options  Timeperiod® Axes Legend e Problems  Overrides
Show legend |v Number of rows @ 1
Display min/max/avg |v Number of columns

5.5.5 Setup Trigger and Alert by using Zabbix

1. Go to the Trigger section on host ‘OPNsense’ and select Create trigger

Triggers Create rigger
Alhosts / OPNsense  Enabled [ENSEIY ltems 45 Trggers41 Graphs22 Discovery rules4 Wb scenarios Fiter ¥
Host groups Select Tags [IEETH o
Hosts R Select Contains v Remove
Add
Name inneried [JE ves | no
Severity Not classified Warning High Discovered n Yes | No
Information Average Disaster

i cepancencies [ ves | o
sute [ oma | unomn

s [ vavoa | owiea
vae [ o | Proven

2. In trigger section set with the parameters and Enabled
[Name: IDS Alert Detected]

[Severity: High]

[Problem expression: nodata(/OPNsense/ids.detect, 1s)=1]
[PROBLEM event generation mode: Single]

[OK event closes: All problems if tag values match]

[Tag for matching: IDS]

[Enable Allow manual close]

[Description: IDS Alert]
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Triggers

Allhosts / OPNsense Enabled Ppa:y@SNNE) Items 148  Triggers 41 Graphs 22 Discovery rules 4

Trigger Tags 1 Dependencies

“Name | IDS Alert Detected
Eventname | IDS Alert Detected

Operational data |

Severity | Notclassified | Information | Warning | Average m Disaster

* Problem expression | nodata(/CFNsense/ids.detect,13)=0

Expression constructol

OK event generation Expression None

* Recovery expression | nodata(/CPNsense/ids.detect,13)=1

PROBLEM event generation mode m Multiple

OK event closes | All problems EETGHEENEELRETE E G

* Tag for matching | IDS
Allow manual close |v
Menu entry name @ | Trigger URL
Menu entry URL |

Description | IDS Alert

Enabled |v

3. In Tags section set with parameters
[Name: IDS; Value:0]
4. Click add to save and create the trigger

Triggers

Allhosts / OPNsense  Enabled EZZ@NIT Mems 143 Triggers41 Graphs22 Discovery rules 4  Web scenarios

Trigger  Tags 1 Dependencies

et nd ngger e

Name Value

DS [ Remove

Add

Bachelor of Information Technology (Honours) Communications and Networking
Faculty of Information and Communication Technology (Kampar Campus), UTAR

Add

Add



5. Create another 2 triggers, ‘Port Mirroring Traffic SNMP’ and ‘Pflog Outgoing Traffic’
with the following parameters

[Name: Port Mirroring Traffic SNMP]

[Severity: Average]

[Problem expression: abs(last(/OPNsense/net.if.infem2]))>6000000]

[OK event generation: Recovery expression]

[Recovery expression: abs(last(/OPNsense/net.if.in[em2]))<6000000]

[PROBLEM event generation mode: Single]

[Enable Allow manual close]

[Description: DDOS]

Triggers

All hosts / OPNsense Enabled Pa:y@SV10:0 Items 148  Triggers 43  Graphs 22 Discovery rules 4  Web scenarios

Trigger Tags Dependencies

QL CL WP ort Mirroring Traffic SNMP

Event name | Port Mirroring Traffic SNMP
Operational data

Severity Not classified Information Warning I:I High Disaster

* Problem expression | abs(last(/OFNsense/net.if.in[em2]))>6000000 Add

Expression constructor

OK event generation Expression None

* Recovery expression | abs(last(/0OPNsense/net.if.in[em2]))<&000000 Add

constructor

PROBLEM event generation mode Multiple
OK event closes All problems All problems if tag values maich
Allow manual close |v
Menu entry name @ | Trigger URL

Menu eniry URL

Description | DDOS

Enabled v
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[Name: Pflog Outgoing Traffic]

[Severity: Average]

[Problem expression: abs(last(/OPNsense/net.if.in[pflog0]))>6000000]
[OK event generation: Recovery expression]

[Recovery expression: abs(last(/OPNsense/net.if.in[pflog0]))<6000000]
[PROBLEM event generation mode: Single]

[Enable Allow manual close]

[Description: DDOS]

Triggers

All hosts / OPNsense Enabled Ppa:yeEs)[Tz) liems 148  Triggers 42  Graphs 22  Discovery rules 4  Web scenarios

Trigger Tags Dependencies

“ Name | Pflog Outgoing Traffic
Event name | Pflog Outgoing Traffic
Operational data

Severity Not classified Information Warning I:I High Disaster

* Problem expression | abs(last(/OPNsense/net.if.out[pflogd]))>&000000 Add

Expression constructor

OK event generation Expression None

* Recovery expression | abs(last (/OPNsense/net.if.ocut[pflogd]))<€000000 Add

Expression constructor

PROBLEM event generation mode Multiple
OK event closes VNIV All problems if tag values match
Allow manual close |v
Menu entry name @ | Trigger URL
Menu eniry URL

Description | DDOS

Enabled |v
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6. Select host ‘Switch’ in Triggers section and create trigger

Triggers
Allhosts / Switch Enabled [N ltems 113 Triggerss3 Graphs 1 Discovery rules2 Web scenario
Host groups Select E ~oor [
[ Svich x ] Select Cont
Add
Nam innerted [JET ves | N
Hig oiscovered [ ves | n
Disaster
vith depencencies [ ves |
saws [JE| Eneve | Disaoled
vaie [JEJ ok | rovtem

7. Set with the following parameters and enable the trigger
[Name: ICMP Response Heavy]

[Severity: High]

[Problem expression: abs(last(/Switch/icmppingsec))>0.05]
[OK event generation: Recovery expression]

[Recovery expression: abs(last(/Switch/icmppingsec))<0.05]
[PROBLEM event generation mode: Single]

[Description: ICMP Response Time]
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Triggers

All hosts / Switch

Enabled NI

Trigger Tags Dependencies

* Name

Event name
Operational data
Severity

* Problem expression

OK event generation

* Recovery expression

PROBLEM event generation mode
OK event closes

Allow manual close

Menu entry name @

Menu eniry URL

Description

Enabled

Items 113

Triggers 52 Graphs 11

ICMP Response Heavy

Not classified Information Warning

abs(last(/Switch/icmppingsec))>0.05

Expression constructor

abs(last(/Switch/icmppingsec) )<0.05

ression constructor

Multiple

LUNTOUE LS All problems if tag values match

Discovery rules 2

Web scenarios

Average m Disaster

ICMP Response Time|

v

5. Go to ‘Alerts; Media types’ section in the menu and select ‘Telegram’

VA\:1:1 P GRS Media types
Dashboards
Monitoring
Services Name a
= Brevis.one
Inventory
Discord
i Reports
e Email
, Data collection ~ Email (HTML)
< Alerts A Event-Driven Ansible
Actions Express.ms
Media types Github
Scripts GLPi

Gmail
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8. Click clone to clone a new Telegram media types
9. Set the parameters and edit Script then click add
[Name: Telegram-GPT]

[Message: {ALERT.MESSAGE}]

[ParseMode: |

[Subject: {ALERT.SUBJECT}]

[To: <Telegram bot chatID>]

[Token: <Telegram bot token>]

Media types

Mediatype  Message templates 5 Options @

*Name | Telegram-GPT]

Type | Webhook v

Parameters  nName

Message
ParseMode
Subject

To

* Script | var

* Timeout | 10s
Process tags
Include event menu entry
* Menu entry name

* Menu entry URL

Description | https://git.zabbix.com/projects/ZBX/repos/zabbix/browse/templates/media/telegra

m

Value

{ALERT.MESSAGE}

{ALERT.SUBJECT}

Action

Remove

Remove
Remove

u. ~'kC| Remove

I

1. Register bot: send "/newbot” to @BotFather and follow instructions

2. Copy and paste the obtained token into the "Token" field above

3. If you want to send personal notifications, you need to get chat id of the user

you want to send messages to:

Enabled |v
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10. Select the ‘Telegram-GPT’ media types just created, rewrite the script access with GPT-
3.5 by using API key and click Apply, refer to Appendix D

Media types

Medatype  Message template otons e Javaseript

Enabled [y 36

1262 charactrs remaining

11. In Message templates section edit ‘Problem’ message type
Media types
Mediatype  Message templates 5 Options @

Message type Template Actions
Problem Problem started at {EVENT.TIME} on {EVENT.DATE} Hos... Edit Remove

Problem recovery ~ Problem has been resolved in {EVENT.DURATION} at{E... Edit Remove
Problem update {USER FULLNAME} {EVENT.UPDATE ACTION;} problem ... Edit Remove
Discovery Discovery rule: {DISCOVERY.RULE NAME} Device IP: {D... Edit Remove
Autoregistration Host name: {HOST.HOST} Host IP: {HOST.IP} Agent port_... Edit Remove

Add

[ cione | [ Detete | [ cancel |
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12. Edit the Message template with the parameters and click Update

[Message type: Problem]

[Subject: Problem: {EVENT.OPDATA}]

[Message: Problem started at {EVENT.TIME} on {EVENT.DATE}
Host: {HOST.NAME}
Severity: {EVENT.SEVERITY}
{TRIGGER.URL}]

Message template

Message type | Problem v

Subject | Problem: {EVENT.OPDATA}

NAM Message | Problem started at {EVENT.TIME} on {EVENT.DATE}
Host: {HOST.NAME}

Severity: {EVENT.SEVERITY}

{TRIGGER.URL}

Vs

13. Go to Options, set the Attempts as 1 and Attempt interval as 1s, click Update
Media types

Media type  Message templates 5 Options @

Concurrent sessions m Unlimited Custom
* Attempts | 1

* Attempt interval | 1s

| Clone ] [ Delete ] | Cancel ]

14. Go to the media types, select the default Telegram and enable
15. Set the Bot ChatID and the Token then click Update
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Media types

Media type

Include event menu entry
* Menu entry name
* Menu entry URL

Description

Enabled

Message templates 5 Options @
*Name | Telegram
Type | Webhook v
Parameters  Name Value Action
Message {ALERT.MESSAGE]}
ParseMode
Subject {ALERT.SUBJECT} Remove
To ST Remove
Token T aviwi=, 7T T2 Lol | Remove
Add
*Script | var Telegram = Z
* Timeout | 10s
Process tags

https://git. zabbix.com/projecis/ZBX/repos/zabbix/browse/templates/media/telegra
m

1. Register bot: send "/newbot” to @BotFather and follow instructions
2. Copy and paste the obtained token into the "Token" field above
3. If you want fo send personal notifications, you need to get chat id of the user

16. Go to [Users; User groups] section in the menu and select Create user group

ZABBIX «=*

Dashboards
Monitoring
Services

= Inventory

3 Reports
Data collection
Nerts
Users
User groups
U
Users
AP tokens

Authentication

User groups

Name a
Disabled

Enabled debug mode
Guests

Internal

NIDAS

No access fo the frontend

Zabbix administrators

0 selected

Users 1

Users

Users 1

Users 2

Users 1

Users

Users 1

yoy wantto send messages to; 2
v
| Clone I l Delete ‘ l Cancel ]

Fiter ¥

N [ sems Eraiod | Dsated

Displaying 7 of 7 found
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17. In User group section set the parameters and enabled
[Group name: NIDAS]
[Users: Admin (NIDAS Administrator)]

18. Click Add to save and create the new user group
User groups

User group  Template permissions  Host permissions  Problem tag filter

* Group name | NIDAS

[VE Ol Admin (NIDAS Administrator) X

Frontend access @ System default v
LDAP Server | Default
Enabled |v

Debug mode

19. Go to the users section, select Admin

ZABBIX « = NSEES

T st

Name User groups Select

Dashboards
O Monitoring Last name

Services v Reset

= Inventory

W) Reports

Data collection ques

Aleris

82 Users

20. In Media section, add media

Users
User Media  Permissions

Media  Type
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21. Set the new media type as Telegram and parameters with
[Send to: Star]

[When active: 1-7,00:00-24:00]

22. Enable all severity in Use if severity

23. Click add to save new media

Media

ype | Telegram v

* Send to | Star]

* When active | 1-7,00:00-24:00

Use if severity v Not classified
v | Information

v | Warning

v | Average

v| High

v | Disaster

Enabled |v

24. Add another media and ensure both of the media Telegram and Telegram-GPT status is

Enabled
Users
User Media2 Permissions

Media Type Sendto When active Use if severity Status  Action
Telegram Star  17,00002400 [EWIANE Enabled Edit Remove

Telegram-GPT  Star  17,00:00-24:00  [MJIW[AJEMB) Enabled Edit Remove
Add
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25. Go to Trigger actions in the menu ‘Alerts; Actions’ section

Data collection - Email (HTML)
Aleris vent-Driven Ansible

Actions Trigger actions
Media types Service actions

) Discovery actions
Scripts

Autoregistration actions

Internal actions

26. Create new action

Trigger actions v
Fiter ¥
Name Status Enabled | Disabled

Name &

Report problems to Zabbix administrators Send message to user groups: Zabbix administrators via all media

Telegram Trigger equals OPNsense: IDS Alert Detected Send message to user groups: NIDAS via Telegram

27. Name the Telegram and add new conditions
New action

Action  Operations

Name I Telegram|

Conditions | abel Name

Add
Enabled v

* At least one operation must exist
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28. Set new condition parameters and click add

[Type: Trigger]
[Operator: equals]
[Trigger source: Host]

[Triggers: OPNsense IDS Alert Detected]

New action

Action  Operations

Name | Telegram

New condition

Type | Trigger

Trigger source Template

Operator does not equal

BB ([T OPNsense: IDS Alert Detected X

type here to searct

Conditions
Ad
Enabled |v
At least one operation must
New action

Action  Operations

*Name | Telegram

Conditions  Label Name
A Trigger equals OPNsense: IDS Alert Detected
Add
Enabled v

* At least one operation must exist.

29. Go to Operations site, add new Operations

New action

Action  Operations

* Default operation step duration

Operations

Recovery operations

Update operations

Pause operations for symptom problems

Pause operations for suppressed problems

Notify about canceled escalations
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Steps Details
Add

Details
Add

Details
Add
v
v
v

* At least one operation must exist

Startin Duration

Action

Remove

Action
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30. Set Operation details with the conditions and click add

[Steps: 1-2]
[Step duration: 0]

[Send to user groups: NIDAS]
[Send only to: Telegram-GPT]
[Conditions: A Event is not acknowledged]

New action Operation details

Action Operations
Default operation step duri

Operal

Operation Send message
Steps | 1 -2 (0 - infinitely)
Step duration | 0 (0 - use action default)

* At least one user or user group must be selected

Recovery operal Send to user groups | [IRVEIEY

Update operai

Pause operations for symptom probi
Pause operations for suppressed prob!

Notify about canceled escalal

New action

Action  Operations 1

* Default operation step duration

Operations

Recovery operations

Update operations

Pause operations for symptom problems

Pause operations for suppressed problems

Notify about canceled escalations

Send to users | type here to searc
Send only to | Telegram-GPT v

Custom message

Conditions | abel Name
A Event is not acknowledged
Add
1h
Steps  Details

1-2 Send message to user groups: NIDAS via Telegram-GPT

Add

Details
Add

Details
Add

v
v
v

* At least one operation must exist.

Select

Select

Action

Remove

Startin

Immediately
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31. Create another new action with the following setting

Action

Action  Operations 1

*Name | Telegram-SNMP

Type of calculation | Or v AorBorC
Conditions  Label Name
A Trigger equals Switch: ICMP Response Heavy
B Trigger equals OPNsense: Pflog Outgoing Traffic
C Trigger equals OPNsense: Port Mirroring Traffic SNMP
Add
Enabled |v

* At least one operation must exist.

Action

Action  Operations 1

* Default operation step duration

Operations

Recovery operations

Update operations

Pause operations for symptom problems
Pause operations for suppressed problems

Notify about canceled escalations

Trigger actions v

Name &
Report problems to Zabbix administrators
Telegram

Telegram-SNMP

0selected

Action
Remove
Remove

Remove

[ clone | [ pelete | [ cancel |

1h

Steps  Details Start in
1 Send message to user groups: NIDAS via Telegram Immediately

Add

Details Action

Add

Details Action

Add

v

* At least one operation must exist.

Duration
Default

Action

Edit Remove

| Clone | | Delete | | Cancel |

Fiter ¥

Name s Evaled | Disabod

Conditions
Send message to user groups: Zaboix administrators via all media

Trigger equals OPNsense: IDS Alert Detected Send message to user groups: NIDAS via Telsgram-IDS

Trigger equals Switch: ICMP Response Heavy Send message to user groups: NIDAS via Telegram

Trigger equals OPNsense: Pfiog Outgoing Traffic
Trigger equals OPNsense: Port Mirroring Traffic SNMP
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Enabled

Displaying 3 of 3 found
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5.6  System Operation
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Figure 5.6.1 Dashboard Mapboard
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Figure 5.6.2 Dashboard IDS Performance
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Figure 5.6.3 Dashboard Network Performance
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Figure 5.6.4 Dashboard System Performance

5.7 Implementation Issues and Challenges

The project presents several technical challenges that require expertise across various IT
domains, making the implementation both time-consuming and demanding. The open-source
nature of the tools involved necessitates substantial independent research and configuration,
especially when integrating systems like Zabbix and OPNsense.

One key challenge lies in understanding the intergration pathways between Zabbix and
OPNsense, particularly how existing sample data is transmitted and what is self-customizable
for monitoring. Zabbix utilizes a webhook mechanism to send alert notifications via
Telegram, which transmits messages to external servers (such as 8.8.8.8 DNS and Telegram’s
149.154.167.220). However, this triggers OPNsense's IDS (Intrusion Detection System),
creating a loop of non-stop alerts. To mitigate this, OPNsense's IDS must be configured to
allow alerts from Zabbix through these routes.

Additionally, the use of Zabbix agent with an active item key type has led to high CPU
performance, which is not conducive to the project’s objectives. To resolve this, a shift to
using Zabbix sender and trapper is required to reduce the system load and prevent
overloading.

Lastly, a crucial goal of the project is to integrate Zabbix with ChatGPT via API to enhance

the alerting system by providing recommendations to users. This requires a deeper
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understanding of Zabbix’s current alerting communication methods and improving them for

seamless integration with ChatGPT.

5.8  Concluding Remark

This integrated network security system demonstrates a comprehensive approach to threat
detection and response. At its core, the OPNsense Intrusion Detection System (IDS) monitors
port mirroring, promptly detecting and relaying threat information to Zabbix. Zabbix then
processes this data, providing visualized statistics on its dashboard.

The system's capabilities extend beyond mere threat detection. Zabbix employs SNMP to
monitor network traffic across switches and the OPNsense firewall, offering a holistic view
of network traffic performance. This data is also visualized on the dashboard, providing
network administrators with real-time insights into the network's status. A key strength of this
system lies in its automated response mechanism. When Zabbix receives security logs from
OPNsense, it triggers an alert process. This process integrates with GPT via API to generate
recommended solutions. Both the alert and the Al-generated recommendations are then sent
to the network administrator through Telegram, enabling swift, informed responses to
potential threats.

Furthermore, the system is designed to detect and alert on abnormal network traffic patterns,
providing an additional layer of security awareness.

This multi-faceted approach combines real-time monitoring, Al-assisted threat analysis, and
instant communication to create a robust, intelligent, and responsive network monitoring and
alerting system.

This setup not only ensures efficient real-time threat detection and network traffic analysis
but also empowers network administrators with instant alerts and tailored recommendations.
By leveraging various technologies and integrating them seamlessly, this system offers a
powerful tool for network administrators to maintain network integrity and respond rapidly to

potential security threats.
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Chapter 6

System Evaluation and Discussion

6.1  System Testing and Performance Metrics

[Z XAMPP Control Panel v33.0 [ Compiled: Apr 6th 2021]
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Figure 6.1.1 Xampp Server
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Figure 6.1.3 OPNsense and Physical Device Setup
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B3 zabbix [Running] - Oracle VM VirtualBox - o x

Fle Machine View Input Devices Help
.8935121 CPU: 3 PID: B Comm: swapper/3 Not tainted 4.18.8-4
8983241 Hardware name: imnotek GmbH UirtualBox/UirtualBox,
.9834381 RIP: 8810:dev_watchdog+Bx29a,/Bx2b0
9863621 Code: e4 eb Ja 4c 8b c6 85 14 3c 64 81 B1 4c 89 ff €8 Sa 39 fa £f 89 d9 4c 89 fe 48 c? c? £@ 4e ba 8a 48 89 2 80 86 ff <@f> @b e9
£f 66 66 2e Bf 1f 84 B0 69 09 B9 89 Bf 1f 40 60
9194921 RSP: B818:ffffb158c8778e68 EFLAGS: 880816286
.9238281 RAX: GPAAAAAGEPAREEAG RBX: HAEAAAEAAAABBEAR £800009900BE0000
9279771 ££££9a2Bdbdacecd RSI: ££££9a28dbd%e698 RDI: ££££9a2BdbdIe698
.934111] RBP: $@AAAAAAPPAAAAA3 RG: HAAAAGEAAAREEAAE R9: cOBAAABBLIff7fff
9431751 £PAARRARAAARRRR1 R11: £fffb158cA778c78 9 6a45c
.9482981 £88009000PABRAA1 R14: £fff9a2Bc2a6a480 3 262008
[285475.953554]1 FS: GPAAEAAAAAARARAR (AAAA) GS:ffff9a28dbABARAA(ARAA) knlGS:AAAAAAAAAAAEEEAR
[285475.9592271 9910 DS: 9@@8 ES: 9AAA CRO: AABARARBARSEB33
[285475.9646681 CRZ: BBBB7f 1£29e8C : §PPPBEARbec1ABB4 CR4: HAPBRAARABB386ER
[285475.9694881 Call Trace
[285475.9724971 <IRQ>
[285475.974928]1 7 pfifo_fast_enqueue+Bx158,8x150
[285475.9779881 call_timer_fn+Bx2e/Bx1
[285475.9819671 run_timer_sof tirg+Bx1d8,/8x410
[285475.984522]1 __do_sof tirq+Bxdc/Bx2cf
[28547 irq_exit_rcu+Bxd5,/8xed
[285475. irg_exit+Bxa,/Bx10
[285475.9933781 do_IRQ+8x?f /Bxd8
[285475.995316]1 common_interrupt+Bxf /Bxf
985141 </IRQ>
8912721 RIP: 8818:native_safe_halt+Bxe 8x28
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@ 89 66 66 2¢ Bf 1f 84 B 68 B8 89 B9 66 98 €9 B7 08 B9
285476.0222451 RSP: BB18:ff1£b158cB6cbeI8 EFLAGS: 081 ORIG_RAX: fEEFF
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[285476.8648911 secondary_startup_64_no_ver ify+Bxd2/8xdb
[285476.8678971 -—-[ end trace c36e8567¢179b41d 1
[285476.145495] 1008 00AR:90:03.0 ethd: Reset adapter
[285478.3234721 €1608: eth® NIC Link is Up 1888 Mbps Full Duplex, Flow Cont RX

[root@appliance ~1# ip addr
: lo: <LOOPBACK,UP,LOWER_UP> mtu 65536 gdisc mogueue state UNKNOWN group default gqlen 1688
link/loopback 8@:09:60:00:09:08 brd 69:09:00:00:00:00
inet 127.8.8.1/8 scope host lo
valid_Ift forever preferred_Ift forever
inet6 ::1/128 scope host
valid_Ift forever preferred_Ift forever
: eth@: <BROADCAST,MULTICAST,UP,LOWER_UP> mtu 1588 gdisc fg_codel state UP group default glen 1608
link/ether 88:08 87 brd ££:£f :ff ££ 08 :FF
altname enpBs3
brd 192.168.237.255 scope global ethd
preferred_Ift forever
54 scope link
preferred_Ift forever
[root@applianc

BB @rontcr

Figure 6.1.4 Zabbix Server Setup

O 4% A pss|ac

File Actions Edit View Help

: flags=4163<UP,BROADCAST,RUNNING,MULTICAST> mtu 1500
23 SR7 2 o 92.168.237.2

FileSystem inet 192.168.237.157 netmask 255.255.255.0 broadcast 192.168.237.25

inet6 fe80::e26:55f9:e5:7d40 prefixlen 64 scopeid 0x20<link>

ether 08:00:27:¢9:d9:6b txqueuelen 1000 (Ethernet)

RX packets 3540 bytes 212682 (207.6 KiB)

RX errors @ dropped @ overruns @ frame 0

TX packets 21 bytes 2972 (2.9 KiB)

TX errors @ dropped @ overruns @ carrier @ collisions

flags=73<UP, LOOPBACK,RUNNING> mtu 65536
inet 127.0.0.1 netmask 255.0.0.0
inet6 ::1 prefixlen 128 scopeid 0x10<host>
loop ueuelen 1000 (Local Loopback)
RX packets 4 bytes 240 (240.0 B)
RX errors 0 dropped @ overruns 0 frame 0
datasheet.... TX packets 4 bytes 240 (240.0 B)
TX errors @ dropped @ overruns @ carrier @ collisions @

Figure 6.1.5 Kali Linux Setup
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DCAST, RUNNING

CootEarch

Figure 6.1.6 Arch Linux Setup
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6.2  Testing Setup and Result

6.2.1 Web Application Attack

ZAProxy

An open-source security tool designed to intrusion and detect vulnerabilities in web

applications, part of the OWASP.

S omP 9

A ¥
File Edit View Analyse Report Tools Import Export Online Help
Standard Mode v SEdEQ @& FotEeE oo nE 48 76 X @ me@e ]
@ Sites & S 4% Quick Start # = Request = Response 7 Requester <=
(O =n | an "
Crash Override
Welcome to ZAP Srensauce
ZAP is an easy to use integrated penetration testing tool for finding wilnerabilities in web applications.
If you are new to ZAP then it is best to start with one of the options below.
Do you want to persist the ZAP Session? @
Yes, | want to persist this session with name based on the current timestamp pport Learn More
Yes, | want to persist this session but | want to specify the name and location
®) No, | do not want to persist this session at this moment in time
Remember my choice and do not ask me again.
You can always change your decision via the Options / Database screen
= History \ Search [ Alerts Output Help
@ @& Y Filter: OFF & Export ¢
ID Source Req. Timestamp Method URL Code Reason RTT Size Resp. Body Highest Alert Note Tags |
Alerts 10 U0 U0 [0 Main Proxy: localhost:8080 CQurrent Scans # 0 0 ®0 20 @0 0 %0 %0

Figure 6.2.1 ZAProxy
Open ZAProxy tools in the kali linux, select with ‘No, I do not want to persist the session at

this moment in time.
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Import  Export Online Help
Standard Mode =

2« = i S L=l =l =

= = ] k& Ve
@ Sites S 4 Quick Start #* = Request
endand

% @ meo@e ]

4 Response 7 Requester <

(5 Contexts

ZAP is an easy to use integrated penetration testing tool for finding wilnerabilities in web applications.
If you are new to ZAP then it is best to start with one of the options below.

RERVREA RN

Automated Scan Manual Explore

Support Learn More

= History & Search [WAlerts Output =

@ @ Y Filter: OFF & Export &
ID Source Req. Timestamp Method URL Code Reason RTT Size Resp. Body Highest Alert Note Tags

Alerts [0 JU0 [U0 [0 Main Proxy: localhost:8080

BeomP o

O ¢ A 612 | & C
Untitled Session - ZAP 2.15.0
File Edit View Analyse Report Tools

(&) Default Context We I C O m e to ZA P @i Crash Override
@ Sites

Open Source
@ Fellowship

a

Qurrent Scans % 0 0 ®0 20 @0 0 %0 0

A Y Untitled Session - ZAP 2.15.0

File Edit View Analyse Report Tools Import Export Online Help

Standard Mode 8d I = EEEEmE a4 VO ¥ @ @eoge ]
@ Sites <4 S 4 Quick Start #* = Request <= Response

eqyEnd

Requester <
= Contexts

Please be aware that you should only attack applications that you have been specifically been given permission to test.

URL to attack: http://192.168.237.159

v| @ Select...
Use traditional spider: [/
Use ajax spider: If Modern with | Firefox Headless
& Attack

Progress Not started

4 History \ Search [ Alerts Output =

@ @ Y Filter: OFF @ Export &

ID Source Req. Timestamp Method URL

Code Reason RTT Size Resp. Body Highest Alert Note Tags

Alerts [0 U0 [-U0 [0 Main Proxy: localhost:8080

CQurrent Scans % 0 0 ®0 20 @0 0 ®0 ®O

Go with the Automated Scan and input the URL with the ip address ‘http://192.168.237.159°
and direct click on attack to do the vulnerabilities scan.
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Open Source
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This screen allows you to launch an automated scan against an application - just enter its URL below and press 'Attack'.
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S emP 9w

A ¥ Untitled Session - ZAP 2.15.0
File Edit View Analyse Report Tools Import Export Online Help
StandardMode v|[1 B H W @ @G i@ @EoE24 @ VO X@m-.meoe@e ]
@ Sites <4 ; 4 Quick Start #* = Request <= Response > Requester <
o - i
Crash Override
< Automated Scan SpenSource
(@ Default Context
@ Sites This screen allows you to launch an automated scan against an application - just enter its URL below and press 'Attack'.
Please be aware that you should only attack applications that you have been specifically been given permission to test.
URL to attack: http://192.168.237.159 v | @ Select...
Use traditional spider:
Use ajax spider: If Modern ~ with  Firefox Headless
Attack [J Stop
Progress: Actively scanning (attacking) the URLs discovered by the spider(s)
# History © Search [ Alerts Output % Spider % AJAX Spider ~ ) Active Scan & ¥ <+
) New Scan Progress: 4: http://192.168.237.159 ~ I [ = [l 11% & Current Scans: 1 Num Requests: 1170 New Alerts:2 @ Export )
Sent M Filtered M
ID Req. Timestamp Resp. Timestamp Method URL Code Reason RTT  Size Resp. Header  Size Resp. Body
8,425 9/11/24, 5:46:45 AM  9/11/24, 5:46:45AM  POST http://192.168.237.159/dashboard/docs/ima... 200 OK 3 ms 256 bytes 16,719 bytes
8,426 9/11/24, 5:46:45 AM  9/11/24, 5:46:45 AM  POST http://192.168.237.159/dashboard/docs/ima... 200 OK 9ms 256 bytes 35,550 bytes
8,427 9/11/24, 5:46:45 AM  9/11/24, 5:46:45 AM  POST http://192.168.237.159/dashboard/docs/ima... 301 Moved Per... 13 ... 325 bytes 433 bytes
8,428 9/11/24, 5:46:45 AM  9/11/24, 5:46:45AM  POST http://192.168.237.159/dashboard/docs/ima... 404 Not Found 13 ... 185 bytes 301 bytes
8,429 9/11/24, 5:46:45 AM  9/11/24, 5:46:45 AM  POST http://192.168.237.159/dashboard/docs/ima... 404 Not Found 14 ... 185 bytes 301 bytes
8,430 9/11/24, 5:46:45 AM  9/11/24, 5:46:45 AM  POST http://192.168.237.159/dashboard/docs/ima... 404 Not Found 11 ... 185 bytes 301 bytes
8,431 9/11/24, 5:46:45 AM  9/11/24, 5:46:45AM  POST http://192.168.237.159/dashboard/docs/ima... 200 OK 5ms 256 bytes 35,550 bytes
8,432 9/11/24, 5:46:45 AM  9/11/24, 5:46:45 AM  POST http://192.168.237.159/dashboard/docs/ima... 404 Not Found 25 ... 204 bytes 301 bytes
8,433 9/11/24, 5:46:45 AM  9/11/24, 5:46:45 AM  POST http://192.168.237.159/dashboard/docs/ima... 200 OK 10 ... 256 bytes 13,632 bytes
Alerts 1 fu7 [U8 |7 Main Proxy: localhost:8080 CQurrent Scans #0 0 ®2 31 @0 0 ®0 ®O0

Figure 6.2.2 ZAProxy Intrusion Scan
ZAProxy provide an automation framework support with a series of intrusion scanning,
included Spidering, Active Scan and Passive Scan to get the information and resource. Figure

6.2.2, ZAProxy is doing the intrusion scanning.

<[> N

2024-09-11

17:45:01

3 0
Average Warning

Status Alert Administrator

Time v Action  Mediatype  Recipien

Zabbix agent 2 20240911 Telegram Telegram-  Admin (NIDAS : 2024.00.117 OPNsense.locald ~[meta ]
174448 GPT Administator)  [1:2022371:1] ET P2P MS WUDO Peer Sync [Classification: Potential Corporate Privacy Violation] [Priority: 1]
SNMP 2 star {TCP} 192.168.237.150:50349 > 192.168.226.2
mx o
Problem started at 17:44:45 on 2024.09.11
1PMl o0 Host OPNsense
Severty High
Map Threats Detected Daily
&0
Local network
s00
w0
4
S . < 200
N veval sweeh
ames e 200
oPraarse
N Sproboms o
e o e
27001 2101756 2102039 102322 110204 s10847 9410730 411013 11255 11538
min avg  ma
= Zabbix server: Threats 0 12628 537
Problem Port Mirroring Traffic

Figure 6.2.3 Zabbix Alert Trigger
While ZAProxy is doing the intrusion scanning, Zabbix receives the intrusion log and
triggering the alert to network administrator that detected by OPNsense.
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Number Threats Detected
600

9111650 9111653

= Zabbix server: Threats

Threats Log
Timestamp Vaive
2024-09-1117:46:09
2024-08-11 174553
2024-08-11 17:45:30
2024-09-1117:45:29

2024-09-11 17:45:20

9111656

<173>12024-09-1T17:45:08+00:00 OPNser

<173>12024-09-11T17:45'53+00:00 OPNse

<173>1 2024-09-11T17:45:29+00:00 OPNser

<173>12024-09-11T17:45:24+00:00 OPNser

<173>12024-09-11T17:45:24+00:00 OPNse

9111700

9111703

9111708 9111710 9111713 9111716 9111719 9111723

9111725

9111729 9111732

- __ —
o1 | 20240911 174444 .
W Zabbix server. Threats: 537 min avg max
0 155 537

nse localdomain suricata 88621 - [meta sequenceld=714] [1:2027766:2] ET POLICY Windows Update P2P Actity [Classification: Not Suspicious Trafic] [Priorty: 3] (TCP} 182.168.237.159:5041 -» 192.168.226.1527680

nse localdomain suricata 83521 - [meta sequenceld=713] [1:2027765:2] ET POLICY Windows Update P2P Actvity [Classification: Not Suspicious Traffic] [Priorty 3] {TCF} 192168 237 15950412 -> 192168 226,152 7680

nse localdomain suricata 89621 - [meta sequenceld=12] [1:2022371:1] ET P2P MS WUDO Peer Sync [Classifca

nse localdomain suricata 88621 - [meta sequencel

Potential Corp i

nse localdomain suricata 83521 - [meta sequenceld=710] [1:2015749:5] ET WEB_SERVER Possible Oracle SQL Injection utl_inaddr callin URI [Classification

2024-09-11 17:45:20 <173>12024-09-11T17:45:24:
2024-09-11 17:45:20

2024-09-11 17:45:29

<173>12024-00-117T17:45:24+00:00 OPN

88621 - [meta

[1:2015749:5] ET WEE_SERVER Possible Oracle SQL Injection utl_i

<173>1 2024-09-11T17:45:24-00:00 OPNs

88621 - [meta

83621 -[msta

2024-09-11 17:45:20 <173>12024-09-11T17:45:24:
2024-09-11 17:45:20

2024-09-11 17:45:29

<173>12024-00-11T17:45:24+00:00 OPN;

88621 - [meta

<173>12024-09-11T17:45:24-00:00 OPNs

88621 - [meta

83621 -[meta

2024-09-11 17:45:20 <173>12024-09-11T17:45:24:
2024-09-11 17:45:20

2024-09-11 17:45:29

The Figure 6.2.4 the Number Threats Detected graph shows the 537 maximum number of

<173>12024-00-17T17:45:24+00:00 OPN

88621 - [meta

<173>12024-09-11T17:45:24-00:00 OPNs

88621 - [meta

83621 -Imsta

4=711] [1:2015749:5) ET WEB_SERVER Possible Oracle SQL Injection utl_inaddr callin URI [Classification: Attempted Administrator Privilege Gain] Prioriy:
~Attempted Administrator Prvilege Gain] (Priority:
[1:2015749:5] ET WEB_SERVER Possibie Oracle SQL Injection utl_inaddr call in URI [Classification: Attempted Administrator Privilege Gain [Priorty
'adar callin URI [Classification: Attempted Administrator Priviege Gain) (Priorty:
111:2015749:5] ET WEB_SERVER Possible Oracle SQL Injection utl_inaddr callin URI [Classification: Attempted Administrator Prvilege Gain] [Priority:
[1:2015749:5] ET WEB_SERVER Possibie Oracle SQL Injection utl_inaddr call in URI [Classification: Attempted Administrator Privilege Gain [Priorty
[1:2015749:5] ET WEE_SERVER Possible Oracle SQL Injection utl_inaddf callin URI [Classification: Attempted Administrator Prvilege Gain] (Priority:
[1:2015749:5] ET WEB_SERVER Possibe Oracle SQL Injection utl_inadcr callin URI [Classification: Attempted Administrator Prvilege Gain] [Priority:
[1:2015749:5] ET WEB_SERVER Possibie Oracle SQL Injection utl_inaddr call in URI [Classification: Attempted Administrator Privilege Gain [Priority
[1:2015749:5] ET WEE_SERVER Possible Oracle SQL Injection utl_inadcf callin URI [Classification: Attempted Administrator Prvilege Gain] [Priority:

11:2015749:5] ET WEB SERVER Possible Oracle SQL Injection utl inaddr callin URI [Classification: Attempted Administrator Privileqe Gain [Priority:

Figure 6.2.4 ZAProxy Number Threats Detected

threats intrusion detected per minute on 2024-09-11 17:44:44.
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Figure 6.2.5 ZAProxy Information Threats Detected

1]{TCP) 192.168.237.159:50188 -> 192.168.226.152.7680
1]{TCP) 192.168.237.157:43804 - 192.168.237.159:80
1]{TCP} 192.168.237 15743304 -> 192,168 237.159:80
1]{TCP} 192.168.237.157:43804 -» 192.168.237.159.80
1]{TCP} 192.168.237.157:43804 -» 192,168 237.159:80
1]{TCP} 192 168.237 15743804 -> 192,168 237.159:80
1]{TCP} 192.168.237.157:43804 -» 192.168.237.159.80
1){TCP} 192.168.237.157:43804 -> 192,168 237.159:80
1]{TCP} 192 168.237 15743796 -> 192.168 237.159:80
1]{TCP} 192.168.237.157:43804 -» 192.168.237.159.80
1{TCP} 192.168.237.157:43796 -» 192,168 237.159:80

11{TCP} 102.168.237.157:43796 -» 192.168.237.159:80

11{TCP} 192.168.237.157:43804 -» 192.168.237.
1]{TCP} 192,168 237 157:43796 > 192.168 237.159:80
1]{TCP} 192.168 237 157:43804 > 192168 237.159:80
1]1{TCP} 192.168 237 157:43796 > 192.168 237.159:80
1]{TCP} 192.168 237 157:43804 > 192.168 237.159:80
1{TCP} 192.168 237 157:43796 > 192.168 237.159:80
{TCP} 192.168.237.157:43804 -> 192.168.237.159:80
1]{TCP} 192.168.237.157:43796 > 192.168.237.169:80
1]{TCP} 192.168.237.157:43796 -> 192.168.237.169:80
1]{TCP} 192.168.237.157:43804 -> 192.168.237.169:80
1]{TCP} 192.168.237.157:43804 -> 192.168.237.159:80
1]{TCP} 192.168.237.157:43796 -> 192.168.237.159:80
1]{TCP} 192.168.237.157:43804 > 192.168.237.159:80
1]{TCP} 192.168.237.157:43804 -> 192.168.237.159:80
1){TCP} 192.168.237.157:43804 > 192.168.237.159:80
1]{TCP} 192.168.237.157:43804 > 192.168.237.159:80
1){TCP} 192.168.237 157:43804 > 192.168.237.159:80
1){TCP} 192.168.237 157:43826 > 192.168.237.159:80
1]{TCP} 192.168.237 157:43796 > 192.168.237.159:80
1]{TCP} 192.168.237 157:43804 > 192.168.237.159:80
1]{TCP} 192.168.237 157:43826 > 192.168.237.159:80
1]{TCP} 192.168 237 157:43826 > 192.168 237.159:80
1]{TCP} 192,168 237 157:43796 > 192.168 237.159:80
1]{TCP} 192.168 237 157:43826 > 192.168 237.159:80
1]{TCP} 192.168 237 157:43796 > 192.168 237.159:80
11{TCP} 192.168.237 157:43796 > 192.168.237.159:80.
1]{TCP} 192.168 237 157:43826 > 192.168 237.159:80
1]{TCP} 192.168 237 157:43826 > 192.168 237.159:80
1]{TCP} 192.168 237 157:43826 > 192.168 237.159:80
1]{TCP} 192.168 237 157:43804 > 192.168 237.159:80

1]{TCP} 192.168.237.157:43826 > 192.168 237.159:80

Threats Log shows in the Figure 6.2.4 and 6.2.5 provide the information of the threads, with

time, type of attack, protocols, source IP and destination IP.
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2024-09-11
17:49:23

Interface Network Receiving Usage

12 Mops
10 Mbps
8Mbps /\
6Mbps 2024-00-11 17:45:35
4Mbps W Switch Interface Vian{: Bits received: 212 43 Kbps
W Syitch Interface FastEthemsto: Bits received: 9.20 Mbps
2Moes Switch: Interface FastEthemet0/3: Bis received: 8485 Kops |
obpe E— ——— W Siten: Interface Bits received: 2.2 Mops =
5111650 9111653 11657 9411700 9111703 s 1707 8111710 8111713 sarira7 9411720 11724 s 1727 9111730 — — — ——— 11747
min avg x
= Swich: Interface Vian1: Bis received 59.01Kops 192,95 Kops 341,39 Kbps
= Swich: Interface FastEthemet0/1: Bts received 20363Kbps 313Mbps 9.5 Mops
Swich: Interface FastEthemet0/3: Bits received 193Kops 16311 Kbps 128 Mops
= Swich: Interface FastEthemet0/4: Bits received 0bps 353,46 Kops 22 Mops
Port Mirroring Traffic
30 Mps
25 beps.
20 eps. =]
20240811 17:45:17
15 Mbps
W OPNsense: Iterface plog0: Outgoing network traffic: 23.41 Mbps
10Mbps W OPNsense: Interface em2: Incoming network iraffc: 7.4 Mops
5 Mbps TN ;:Z..:-.'L e
0 e b " " U O G SN SO ton sttt s e ecmss an i s SIS & SV USSR ARV
110500 9110640 0721 a-110501 s10841 sa10921 111001 o102 snnz sa11202 o122 11322 o1 1403 sa11443 111523 5111603 6111643 sa11724
min ag max
= OPNsense: Interface pflog0: Outgoing nefiork iraffic 266Kops 46011 Kbps 23.41 Mops
= OPNsense: Interface em2: Incoming network traffic 474Kops 75461 Kbps 2274 Mops
OPNsense Interface em2
30 Mbps
25 beps.
20 eps.
15 Mbps 2024091 17:45:47
Tovers OPNsense: OPNsense: Interface [sm2()] Bis received: 22.73 Mbps
W OPNsense: OPNsense: Inerface [em20]: Bits sent: 0 bps
5Wbps
obps
s111202 s1122 s 1242 11302 11322 sa113.42 9411403 411423 9111443 0111503 0111523 sa115.43 9411603 111623 0111643 0111703 sa1726 eariras
m avg ma
OPNsense: OPNsense: Interface [em20]: Bits received 468Kops 89427 Kbps 22.73 Mbps
= OPNsense: OPNsense: Interface [em20]: Bits sent Obps  08468bps  168bps

Figure 6.2.6 ZAProxy Intrusion Network Performance

During the ZAProxy intrusion, the switch interface Fa0/1 bits receiving hit to 9.29 Mbps is

abnormal compare with normal performance of the interface. Port Mirroring Traffic interface

pflog0 Outgoing network traffic also hit with high usage 23.41 Mbps means that the network

is having an intrusion, it represent to the intrusion traffic when OPNsense is operating in

conjunction with an IDS. The OPNsense interface [em2()] Bits received hits to 22.73 Mbps,

means there is a big intrusion packet data.
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2024-00-11 Telegram- Telegram  Admin (NIDAS Subject:
17:44:39 SNMP. Administrator) Problem: 7.4 Mbps
Star

ge
Operational data: 7.44 Mbps
Original problem ID: 5876

2024-00-11 Telegram Telegram-  Admin (NIDAS Subject:
17:44:30 GPT Administrator) Problem: <173>1 2024-09-11T17:44:24+00:00 OPNsense localdomain suricata 88621 - [meta sequenceld=537] [1:2031123:2] ET HUNTING Suspicious PHP Code in HTTP POST (Outbound) [Classification: Attempted
Star Administrator Privilege Gain] [Priority: 1] {TCP} 192.168

Message:
Problem started at 17:44:27 on 2024.09.11
Host: OPNsense

Severity: High

2024-09-11 Telegram Telegram- Subject:
17:44:24 GPT Problem: <173>1 2024-09-11T17:44:20+00:00 OPNsense localdomain suricata 83521 - [meta sequenceld=432] [1:2031123:2] ET HUNTING Suspicious PHP Code in HTTP POST (Outbound) [Classification: Attempted
Administrator Privilege Gain] [Priorty: 1] {TCP} 192.168
Message:

Problem started at 17:44:23 on 2024.09.11
Host OPNsense

Severtty: High
2024-09-11 Telegram Telegram-  Admin (NIDAS Subject:
17:44:15 GPT Administrator)
Star
Host: OPNsense
Severity: High
2024-09-11 Telegram Telegram-  Admin (NIDAS Subject:
17:44:06 GPT Administrator) Problem: <173>1 2024-09-11T17:44:05+00:00 OPNsense localdomain suricata 88621 - [meta sequenceld=81] [1:2031123:2] ET HUNTING Suspicious PHP Code in HTTP POST (Outbound) [Classification: Attempted
Star Administrator Privilege Gain) [Priorty: 1] {TCP} 192.168
Message:
Problem started at 17:44:02 on 2024.09.11
Host: OPNsense
Severity: High
2024-09-11 Telegram Telegram-  Admin (NIDAS Subject:
17:4403 GPT Administrator) Problem: <173>1 2024-09-11T17:44:00+00:00 OPNsense localdomain suricata 88621 - [meta sequenceld=13] [1:2031123:2] ET HUNTING Suspicious PHP Code in HTTP POST (Qutbound) [Ciassification: Attempted

Figure 6.2.7 ZAProxy Intrusion Alert
According to Figures 6.2.5 and 6.2.7, two types of attacks were detected. One shows the
possibility of SQL Injection, while the other indicates Suspicious PHP code in HTTP POST.
These two detections are core features of Deep Packet Inspection (DPI). When analyzing
network traffic, Suricata deeply inspects application layer data in the packets. For instance,
the content of the HTTP POST request was judged to contain suspicious PHP code and SQL
code 'utl_inaddr' that was flagged as a potential attack. This type of SQL code attempts to
embed function calls within the URI of HTTP requests to perform SQL injection attacks.
This deep inspection of packet contents, particularly at the application layer, demonstrates the
power of DPI in detecting sophisticated attacks that might otherwise go unnoticed. By
analyzing the specific content of HTTP requests and identifying suspicious patterns or known
attack signatures, the system can provide early warning of potential security threats, allowing

for rapid response and mitigation.
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6:02 <4 TELEGRAM

285 Star

Problem: <173>1 2024-09-11T17:44:24+00:00
OPNsense.localdomain suricata 88621 - [meta
sequenceld=537] [1:2031123:2] ET HUNTING
Suspicious PHP Code in HTTP POST (Outbound)
[Classification: Attempted Administrator
Privilege Gain] [Priority: 1] {TCP}

e
Problem started at 17:44:27 on 2024.09.11
Host: OPNsense
Severity: High

Solution:

Description: The Suricata intrusion detection
system on the network firewall detected
suspicious PHP code being sent in an outbound
HTTP POST request. This could indicate an
attempt to gain administrator privilege on the
target system.

Recommendation:
1. Immediately investigate the source of the
suspicious PHP code and the reason for its
presence in the HTTP POST request.
2. Block or quarantine the IP address

to prevent further suspicious
activity.
3. Review and update security measures on the
network firewall to prevent similar incidents in
the future.
4. Consider conducting a comprehensive
security audit to identify and address any
potential vulnerabilities on the network.

Problem: 7.44 Mbps

Memlilas mbmwbadd AL AT A A2ATT ~e AAAA AR A4

6:02 <4 TELEGRAM

285 Star

[Llassincauon: Auemplea Aarmmnisualor
Privilege Gain] [Priority: 1] {TCP}

=>)
Problem started at 17:44:27 on 2024.09.11
Host: OPNsense
Severity: High

Solution:

Description: The Suricata intrusion detection
system on the network firewall detected
suspicious PHP code being sent in an outbound
HTTP POST request. This could indicate an
attempt to gain administrator privilege on the
target system.

Recommendation:
1. Immediately investigate the source of the
suspicious PHP code and the reason for its
presence in the HTTP POST request.
2. Block or quarantine the IP address

to prevent further suspicious
activity.
3. Review and update security measures on the
network firewall to prevent similar incidents in
the future.
4. Consider conducting a comprehensive
security audit to identify and address any
potential vulnerabilities on the network.

Problem: 7.44 Mbps

Problem started at 17:44:37 on 2024.09.11
Host: OPNsense

Severity: Average

Operational data: 7.44 Mbps

Original problem ID: 5876

<4 TELEGRAM

285 Star
Problem: 23.41 Mbps
Problem started at 17:45:00 on 2024.09.11
Host: OPNsense

Severity: Average

Operational data: 23.41 Mbps

Original problem ID: 5881

Problem: <173>1 2024-09-11T17:45:22+00:00

OPNsense.localdomain suricata 88621 - [meta

sequenceld=587] [1:2015749:5] ET

WEB_SERVER Possible Oracle SQL Injection

utl_inaddr call in URI [Classification: Attempted

Administrator Privilege Gain] [Priority: 1] {TCP}
-

Problem started at 17:45:22 on 2024.09.11

Host: OPNsense

Severity: High

Solution:

Description: The log message indicates a
potential Oracle SQL injection attempt on the
web server from the source IP

to the destination IP

Recommended Action:

1. Investigate the source IP address

§ ) for unauthorized access or
suspicious activities.

2. Check the web server logs for any unusual
requests or SQL injection attempts.

3. Consider blocking the source IP address
temporarily to prevent further attacks.

4. Ensure that the web server and any related
applications are up to date with the latest

Figure 6.2.8 ZAProxy Intrusion Alert-Telegram

Both of these attacks triggered alert messages, which were then notified to network
administrator personnel via Telegram. In Figure 6.2.8, we can see two types of alert
messages, one type carries attack information along with recommended solutions, and its
severity is marked as high. The other type shows abnormally frequent messages about

network traffic status is in high bandwidth, with an average severity level.
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6.2.2 Port Scanning

NMAP

Network Mapper is an open source network scanning and security tool, widely used for
network discovery and security assessment. It can scan the network and identify connected

devices, operating systems, services, open ports and other information.

@0 5 = G Lete e

Figure 6.2.9 Nmap

Open Nmap in the Arch Linux, enter the target device ip or network range to scan.

nmap 192.168.237. 15'9I

Figure 6.2.10 Nmap TCP-SYN
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Interface Network Receiving Usage

151008
Lotss
ostirs
: : _——
0 bps F’\_/*/\—\/\ o
SR SRR SRl SRKN SR SRS SRON SRS SRKI SRR G209 22600210015 200 sices

= Switch: Interface Vian1: Bits received

= Switch: Interface FastEthernet0/1: Bits received
Switch: Interface FastEthernet0/3: Bits received

= Switch: Interface FastEthemnet0/4: Bits received

~ 20321 Kops 365.82 Kbps

277 KPS 1237 Kbps 154 Mops
KPS 133,60 Kops 1.7 Mbps

"5Kops  85.42 Kbps

Port Mirroring Traffic

12bps
10 Mbps
& Mbps
6 Mbps
4Mbps

2bps

912 2024-09-12 10:01:08 0959

OPNsense: Interface pflog0: Outgoin
= OFNsense: Interface em2: Incoming

Switch ICMP Response
100ms

9120908 9120912 9120915 91208119 9120923 9120926 91209:30 9120934 9120937 9120941 9120945 9120948 91209552 9120956 9120959 9121003

= Switch: Generic SNMP: ICMP response time 12ms 9.04ms 6458ms

Figure 6.2.11 TCP-SYN Network Performance
Based on the network data shown in Figure 6.2.11, it appears that the Nmap scan did not cause
significant stress on the network overall. Specifically the traffic for interface FaO/l Bits
received and interface pflog outgoing traffic did not show a significant increase. However,
during the same time period, the ICMP response time was noticeably affected. The ICMP
response value increased to 64.58ms, which is considered an abnormal state. This data suggests
that while the Nmap scan didn't cause a substantial increase in overall network traffic, it did
have a specific impact on ICMP responses. The increase in ICMP response time to 64.58ms

indicates that the system was experiencing some level of strain in processing ICMP packets

during the scan.

Number Threats Detected
300

9120905 9120909 9120912 91208115 9120919 9120923 9120927 9120930 9120934 91209:37 9-1209:41 91209:45

Figure 6.2.12 TCP-SYN Threats Detected
Figure 6.2.12 shows that Nmap scanning caused 50 threats within one minute.
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Threats Log
T

2024-09-12 10:03:47

2024-09-12 10:03:06

2024-09-12 10:02:20

2024-09-1210:02:20

2024-09-12 10:01:21

2024-09-12 10:01:21

2024-09-12 10:01:21

2024-09-12 10:01:21

2024-09-12 10:01:21

2024-09-12 10:01:21

2024-09-12 10:01:20

2024-09-1210:01:20

2024-09-12 10:01:20

2024-09-12 10:01:20

2024-09-12 10:01:20

2024-09-1210:01:20

2024-09-12 10:01:20

2024-09-12 10:01:20

2024-09-12 10:01:20

2024-09-1210:01:20

2024-09-12 10:01:20

2024-09-12 10:01:20

2024-09-12 10:01:20

2024-09-12 10:01:20

2024-09-12 10:01:20

2024-09-12 10:01:20

2024-09-12 10:01:20

2024-09-1210:01:20

2m2400.12 100490

Value

<173>12024-09-12T10:03:45+00:00 OPNsense.localdomain suricata 83621 - [meta sequenceld=4] [1:2027766:2] ET POLICY Windows Update P2P Activity [Classification: Not Suspicious Traffic] [Priorty: 3] {TCP} 192.168.237.181:63009 -> 192.168.226.33:7680

<173>1 2024-09-12T10:03:05+00:00 OPNsense localdomain suricata 88621 - [meta sequenceld=3] [1:2027766:2] ET POLICY Windows Update P2P Activity [Classification: Not Suspicious Traffic] [Priority: 3] {TCP} 192.168.237.181:63002 -» 192.168.226.38:7680

<173>1 2024-00-12T10:02:19+00:00 OPNsense localdomain suricata 88621 - [meta sequencel

[1:3400003:3] POSSBL PORT SCAN (NMAP -sT) [Classification: Attempted Information Leak] [Priority: 2] {TCP} 192,168 237.157:60712 -> 192.168.237.159:8651

<173>12024-09-12T10:02:19+00:00 OPNsense localdomain suricata 88621 - [meta sequenceld=1] [1:3400003:3] POSSBL PORT SCAN (NMAP -sT) [Classification: Attempted Information Leak] [Priority: 2] {TCP} 192.168.237.157-42400 -> 192.168.237.159:111

<173>12024-09-12T10:01

<173>1 2024-09-12T10:01

<173>1 2024-00-12T10:01

<17321 2024-00-12T10:01

<173>12024-09-12T10:01

<173>1 2024-09-12T10:01

<173>1 2024-00-12T10:01

<17321 2024-00-12T10:01

<173>12024-09-12T10:01

<173>1 2024-09-12T10:01

<173>1 2024-00-12T10:01

<17321 2024-00-12T10:01

<173>12024-09-12T10:01

<173>1 2024-09-12T10:01

<173>1 2024-00-12T10:01

<17321 2024-00-12T10:01

<173>12024-09-12T10:01

<173>1 2024-09-12T10:01

<173>1 2024-00-12T10:01

<17321 2024-00-12T10:01

<173>12024-09-12T10:01

<173>1 2024-09-12T10:01

<173>1 2024-00-12T10:01

<17321 2024-00-12T10:01

19+00:00 OPNsense localdomain suricata 8621 - [meta sequenceld=50] [1:3400003:3] POSSBL PORT SCAN (NMAP -sT) [Classification
19+00:00 OPNsense.localdomain suricata 83621 - [meta sequenceld=49] [1:3400003:3] POSSBL PORT SCAN (NMAP -sT) [Classification:

19+00:00 OPNsense localdomain suricata 88621 - [meta sequenceld=48] [1:3400003:3] POSSBL PORT SCAN (NMAP -sT) [Classification:

Attempted Information Leak] [Priority: 2] {TCP} 192.168.237.157:39104 - 192.168.237.159:9998
Attempted Information Leak] [Priority: 2] {TCP} 192.168 237.157:50974 -> 192.168.237.159:1107

Attempted Information Leak] [Priority: 2] {TCP} 192.168 237.157:35956 -> 192.168.237.159:3878

19+00:00 OPNsense localdomain suricata 88621 - [meta sequenceld=47] [1:3400020:2) POSSBL SCAN SHELL M-SPLOIT TCP [Classification: A Network Trojan was detected| [Priority: 1] {TCP} 192,168 237.157:43374 -> 192.168.237.159:4444

19+00:00 OPNsense localdomain suricata 8621 - [meta sequenceld=46] [1:3400003:3] POSSBL PORT SCAN (NMAP -sT) [Classification
19+00:00 OPNsense.localdomain suricata 83621 - [meta sequenceld=45] [1:3400003:3] POSSBL PORT SCAN (NMAP -sT) [Classification:

19+00:00 OPNsense localdomain suricata 88621 - [meta sequenceld=44] [1:3400003:3] POSSBL PORT SCAN (NMAP -sT) [Classification:

19+00:00 OPNsense localdomain suricata 88621 - [meta sequenceld=43] [1:3400003:3) POSSBL PORT SCAN (NMAP -sT) [Classffication:

19+00:00 OPNsense localdomain suricata 88621 - [meta sequenceld=42] [1:3400003:3] POSSBL PORT SCAN (NMAP -sT) [Classification

19+00:00 OPNsense localdomain suricata 88621 - [meta sequenceld=41][1:3400003:3] POSSBL PORT SCAN (NMAP -sT) [Classification:
19+00:00 OPNsense localdomain suricata 88621 - [meta sequenceld=40] [1:3400003:3] POSSBL PORT SCAN (NMAP -<T) [Classification:
19+00:00 OPNsense localdomain suricata 88621 - [meta sequenceld=39] [1:3400003:3) POSSBL PORT SCAN (NMAP -sT) [Classffication:
19+00:00 OPNsense localdomain suricata 38621 - [meta sequenceld=38] [1:3400003:3] POSSBL PORT SCAN (NMAP -sT) [Classification:
19+00:00 OPNsense localdomain suricata 88621 - [meta sequenceld=37] [1:3400003:3] POSSBL PORT SCAN (NMAP -sT) [Classification
19+00:00 OPNsense localdomain suricata 88621 - [meta sequenceld=36] [1:3400003:3] POSSBL PORT SCAN (NMAP -<T) [Classification:
19+00:00 OPNsense localdomain suricata 88621 - [meta sequenceld=35] [1:3400003:3) POSSBL PORT SCAN (NMAP -sT) [Classffication:
19+00:00 OPNsense localdomain suricata 38621 - [meta sequenceld=34] [1:3400003:3) POSSBL PORT SCAN (NMAP -sT) [Classffication:

19+00:00 OPNsense.localdomain suricata 83621 - [meta sequenceld=33] [1:3400003:3] POSSBL PORT SCAN (NMAP -sT) [Classification:

19+00:00 OPNsense localdomain suricata 88621 - [meta sequenceld=32] [1:3400003:3) POSSBL PORT SCAN (NMAP -<T) [Classification:
19+00:00 OPNsense localdomain suricata 88621 - [meta sequenceld=31] [1:3400003:3) POSSBL PORT SCAN (NMAP -sT) [Classification:

19+00:00 OFNsense localdomain suricata 88621 - [meta sequencel

0] 1:3400003:3] POSSBL PORT SCAN (NMAP -sT) [Classification:
19+00:00 OPNsense localdomain suricata 88621 - [meta sequenceld=29] [1:3400003:3] POSSBL PORT SCAN (NMAP -sT) [Classification
19+00:00 OPNsense localdomain suricata 88621 - [meta sequenceld=28] [1:3400003:3] POSSBL PORT SCAN (NMAP -sT) [Classification:
19+00:00 OPNsense localdomain suricata 83621 - [meta sequenceld=27] [1:3400003:3) POSSBL PORT SCAN (NMAP -<T) [Classffication:

Attempted Information Leak] [Priority: 2] (TCP} 192.168.237.157:50332 -> 192.168.237.159:7070
Attempted Information Leak] [Priority: 2] {TCP} 192.168 237.157:33350 -> 192.168.237.159:1085
‘Attempted Information Leak] [Priority: 2] {TCP} 192168 237.157:44676 - 192.168.237.159:1023
‘Attempted Information Leak] [Priority: 2] {TCP} 192.168.237.157:34204 > 192.168.237.159:8383
Attempted Information Leak] [Priority: 2] (TCP} 192.168.237.157:49812 -> 192.168.237.159:16992
Attempted Information Leak] [Priority: 2] {TCP} 192.168 237.157:48922 -> 192.168.237.159:5911
‘Attempted Information Leak] [Priority: 2] {TCP} 192168 237.157:53036 > 192.168.237.159:3301
‘Attempted Information Leak] [Priority: 2] {TCP} 192.168.237.157:53336 > 192.168.237.159:2034
Attempted Information Leak] [Priority: 2] (TCP} 192.168.237.157:57834 -> 192.168.237.159:20222
Attempted Information Leak] [Priority: 2] {TCP} 192.168 237.157:54086 -> 192.168.237.159:8042
‘Attempted Information Leak] [Priority: 2] {TCP} 192.168 237.157:33838 > 192.168.237.150:38202
‘Attempted Information Leak] [Priority: 2] {TCP} 192.168.237.157:33458 > 192.168.237.159.7512
Attempted Information Leak] [Priority: 2] (TCP} 192.168.237.157:45090 -» 192.168.237.159:4004
Attempted Information Leak] [Priority: 2] {TCP} 192.168 237.157:48468 -> 192.168.237.159:6547
‘Attempted Information Leak] [Priority: 2] {TCF} 192.168 237.157:48045 > 192.168.237.159:1104
‘Attempted Information Leak] [Priority: 2] {TCP} 192.168.237.157:52630 > 192.168.237.159:42510
Attempted Information Leak] [Priority: 2] (TCP} 192.168.237.157:45362 -> 192.168.237.159:2170

Attempted Information Leak] [Priority: 2] {TCP} 192.168 237.157:51982 -> 192.168.237.159:1091

‘Attempted Information Leak] [Priority: 2] {TCP} 192.168 237.157:51468 > 192.168.237.159:7800

‘Attempted Information Leak] [Priority: 2] {TCP} 192.168.237.157:55850 > 192.168.237.159:15004

ttamntad Infarmatinn | aall (Brinchs: 21 FTABL 167 188 27 157-52008 > 107 149 227 150-1RARA

Figure 6.2.13 TCP-SYN Threats Information

From Figure 6.2.13, it can be seen that most of the 50 Nmap threats triggered detections are

related to TCP attempted information leak. The IDS based on DPI analysis have too many

similar information leak triggers, subsequently triggered a second detection of network Trojan

was detected'. The Nmap attack source all came from the IP 192.168.237.157, and these Nmap

attack attempted to obtain information from the device with IP 192.168.237.159.

2024-09-12
10:02:24

2024-09-12
10:01:35

Telegram Telegram-

GPT
Telegram-  Telegram
SNMP

Admin (NIDAS Subject: Sent
Administrator) Problem: <173>1 2024-09-12T10:02:19+00:00 OPNsense localdomain suricata 83521 - [meta sequenceld=2] [1:3400003:3] POSSBL PORT SCAN (NMAP -sT) [Classification: Attempted Information Leak] [Priority: 2] {TCP}
Star 192.168.237.157:60712 -> 192.168.237.159:8651

Message:

Problem started at 10:02:20 on 2024.09.12

Host OPNsense

Severity: High
Admin (NIDAS Subject: sent
Administrator) Problem: 65ms
Star

Message:

Problem started at 10:01:31 on 2024.09.12

Host: Switch

Severty: High

Operational data: 65ms.
Original problem ID: 6228

Figure 6.2.14 TCP-SYN Intrusion Alert

From Figure 6.2.14, the Nmap detection information and network traffic alerts were

triggered, and the alert information was successfully sent to the network administrator.
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«d TELEGRAM

285 Star

Problem: 65ms

Problem started at 10:01:31 on 2024.09.12
Host: Switch

Severity: High

Operational data: 65ms

Original problem ID: 6228 Y]

Problem: <173>1 2024-09-12T10:02:19+00:00
OPNsense.localdomain suricata 88621 - [meta
sequenceld=2] [1:3400003:3] POSSBL PORT
SCAN (NMAP -sT) [Classification: Attempted
Information Leak] [Priority: 2] {TCP}

->
Problem started at 10:02:20 on 2024.09.12
Host: OPNsense
Severity: High

Solution:
This problem indicates a possible port scan
(NMAP -sT) from to

. The severity is considered high
as it is classified as an attempted information
leak. The event occurred at 10:02:19 on
September 12, 2024. It is recommended to
investigate further and take necessary actions to
prevent such activities on the network. 10:05 AM

Problem: <173>1 2024-09-12T10:03:05+00:00
OPNsense.localdomain suricata 88621 - [meta
sequenceld=3] [1:2027766:2] ET POLICY
Windows Update P2P Activity [Classification:
Not Suspicious Traffic] [Priority: 3] {TCP}

S
Problem started at 10:03:06 on 2024.09.12
Host: OPNsense

Figure 6.2.15 TCP-SYN Intrusion Alert-Telegram
In Figure 6.2.15, the network administrator receives an intrusion detection alert via Telegram.
This alert provides information and severity about the intrusion as well as recommended
solutions to help relevant personnel quickly understand the issue. This approach demonstrates
an effective use of automated alert systems in cybersecurity. By sending alerts through
Telegram, a widely used messaging platform, the system ensures that network administrators

can receive critical information in real-time, regardless of their location.
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NMAP Xmas

Figure 6.2.16 Nmap Xmas
Nmap Xmas scans use special flags (FIN, PSH, URG) to send non-standard TCP packets that
may bypass certain firewall rules and rely on the target system's processing of abnormal TCP

packets to determine the port status.

Interface Network Receiving Usage

2.0 Mbps
1.5 Mbps
1.0 Mbps

0.5 Mbps

= Suit e
= Switch: Interface
witch: Interface ceive
= Switch: Interface FastEthermet0/4: Bits received

Port Mirroring Traffic

12Mbps
10 Mbps

& Mbps

& Mbps
4Mbps

2Mbps

0ps
T4KOPS 1o

0bps *
9120859

2Kpps  94.15Kbps  7.08 Mbps

OPNsense: Interface pflog0: Outgoing network traffic
4.03Kops 382.12Kops 9.97 Mbps

= OPNsense: Interface em2: Incoming network traffic
Switch ICMP Response

100ms

2024-09-12 10:20:32

W Switch: Generic SNMP: ICMP response time: 9.98ms
9-1208:30 9120934 9120937 9120941 9120945 91209:48 9120952 9120956 9120959 9121003 9121007 91210:10 9121014 91210118 9121021 9121025

= Switch: Generic SNMP: ICMP response time 12ms 8.82ms 6458ms

Figure 6.2.17 Xmas Network Performance
Based on the network flow shown in Figure 6.2.17, it appears that the Nmap -sX (Xmas scan)
did not cause significant stress on the network overall. Specifically, the traffic for interface
Fa0/1 Bits received and interface pflog outgoing traffic did not show a significant increase.
However, during the same time period, the ICMP response time was noticeably affected. The
ICMP response value increased to 9.98ms, which is considered an abnormal state.
This flow data suggests that while the Nmap Xmas scan didn't cause a substantial increase in
overall network traffic, it did have a specific impact on ICMP responses. The increase in
ICMP response time to 9.98ms indicates that the system was experiencing some level of
strain in processing packets during the scan.
However, due to the unique nature of the Xmas scan, systems processing these abnormal
packets may not respond as frequently as they would to a SYN scan. This results in a lower
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overall burden on the network, making it easier to overlook and more difficult to detect. The

Xmas scan's ability to cause subtle changes in network behavior without significantly

increasing overall traffic highlights its stealthy nature. This characteristic makes it a

potentially dangerous tool for attackers, as it can probe network defenses without triggering

many traditional traffic-based alarms.

Number Threats Detected

350

300

)
9120923

9120927 91209:30 8120934 9120937 91209:41 91209:45 91209:48 5120852 9120956 9120959 9121003

= Zabbix server: Threats

Figure 6.2.18 Xmas Threats Detected

2024-09-1210:21:39

W Zabbix server: Threats: 274

91210:06 81210:10 91210:14 91210:17

Figure 6.2.18 shows that Nmap -sX scanning caused 274 threats within one minute.

Threats Log

2024-09-12 10:21:22

2024-09-12 10:21:22

2024-09-12 10:21:22

2024-09-12 10:21:22

2024-09-12 10:21:22

2024-09-12 10:21:22

2024-09-12 10:21:22

2024-09-12 10:21:22

2024-09-12 10:21:22

2024-09-12 10:21:22

2024-09-12 10:21:22

2024-09-12 10:21:22

2024-09-12 10:21:22

2024-09-12 10:21:22

2024-09-12 10:21:22

2024-09-12 10:21:22

2024-09-12 10:21:22

2024-09-12 10:21:22

2024-09-12 10:21:22

2024-09-12 10:21:22

2024-09-12 10:21:21

2024-09-12 10:21:21

2024-09-12 10:21:21

2024-09-12 10:21:21

2024-09-12 10:21:21

2024-09-12 10:21:21

2024-09-12 10:21:21

2024-09-12 10:21:21

2024-09-12 10:21:21

From Figure 6.2.19, it can be seen that most of the 274 Nmap -sX threats triggered detections
are related to TCP attempted information leak. The IDS based on DPI analysis have too many
similar information leak triggers, subsequently triggered a second detection of network Trojan

was detected'. The Nmap -sX attack source all came from the IP 192.168.237.157, and these

Value

<173>1 2024-09-12T10:21:13+00:00 OPNsense localdomain suricata 88621 - [meta sequencel

74] [1:3400005:2] POSSBL PORT SCAN (NMAP -sX) [Classification: Attempted Information Leak] [Priority
<173>1 2024-09-12T10:21:13+00:00 OPNsense.localdomain suricata 88621 - [meta sequenceld=273] [1:3400005:2] POSSBL PORT SCAN (NMAP -sX) [Classification: Attempted Information Leak] [Priority
<173>1 2024-09-12T10:21:13+00:00 OPNsense.localdomain suricata 88621 - [meta sequenceld=272] [1:3400005:2] POSSBL PORT SCAN (NMAP -sX) [Classification: Attempted Information Leak] [Priority
<173>1 2024-00-12T10:21:13+00:00 OPNsense.localdomain suricata 88621 - [meta sequenceld=271] [1:3400005:2] POSSBL PORT SCAN (NMAP -sX) [Classification: Attempted Information Leak] [Priority:
<173>1 2024-00-12T10:21:13+00:00 OPNsense.localdomain suricata 88621 - [meta sequenceld=270] [1:3400005:2] POSSBL PORT SCAN (NMAP -sX) [Classification: Attempted Information Leak] [Priority:
<173>1 2024-00-12T10:21:13+00:00 OPNsense.localdomain suricata 88621 - [meta sequenceld=269] [1:3400005:2] POSSBL PORT SCAN (NMAP -sX) [Classification: Attempted Information Leak] [Priority:

<173>1 2024-00-12T10:21:13+00:00 OPNsense.localdomain suricata 88621 - [meta sequence

=268] [1:3400005:2] POSSBL PORT SCAN (NMAP -5X) [Classification: Attempted Information Leak] [Priority:
<173>12024-09-12T10:21:13+00:00 OPNsense localdomain suricata 88621 - [meta sequenceld=267] [1:3400005:2] POSSBL PORT SCAN (NMAP -5X) [Classification: Attempted Information Leak] [Priority:

<173>1 2024-09-12T10:21:13+00:00 OPNsense localdomain suricata 83621 - [meta sequence|

66] [1:3400005:2] POSSBL PORT SCAN (NMAP -5X) [Classification: Attempted Information Leak] [Priority
<173>1 2024-09-12T10:21:13+00:00 OPNsense.localdomain suricata 88621 - [meta sequenceld=265] [1:3400005:2) POSSBL PORT SCAN (NMAP -sX) [Classification: Attempted Information Leak] [Priority

<173>1 2024-09-12T10:21:13+00:00 OFNsense.localdomain suricata 88621 - [meta sequenceld:

64] [1:3400005:2] POSSBL PORT SCAN (NMAP -5X) [Classification: Attempted Information Leak] [Priority
<173>1 2024-09-12T10:21:13+00:00 OPNsense.localdomain suricata 88521 - [meta sequenceld=263] [1:3400005:2] POSSBL PORT SCAN (NMAP -sX) [Classification: Attempted Information Leak] [Priority
<173>1 2024-09-12T10:21:13+00:00 OPNsense.localdomain suricata 88621 - [meta sequenceld=262] [1:3400005:2] POSSBL PORT SCAN (NMAP -sX) [Classification: Attempted Information Leak] [Priority
<173>1 2024-09-12T10:21:13+00:00 OPNsense.localdomain suricata 88621 - [meta sequenceld=261] [1:3400020:2] POSSBL SCAN SHELL M-SPLOIT TCP [Classification: A Network Trojan was detected]

<173>1 2024-09-12T10:21:13+00:00 OPNsense.localdomain suricata 88621 - [meta sequencel

=260] [1:3400005:2] POSSBL PORT SCAN (NMAP -5X) [Classification: Attempted Information Leak] [Priority
<173>1 2024-00-12T10:21:13+00:00 OPNsense.localdomain suricata 88621 - [meta sequenceld=259] [1:3400005:2] POSSBL PORT SCAN (NMAP -sX) [Classification: Attempted Information Leak] [Priority:

<17321 2024-00-12T10:21:13+00:00 OPNsense.localdomain suricata 88621 - [meta sequencel

=258) [1:3400005:2] POSSBL PORT SCAN (NMAP -5X) [Classification: Attempted Information Leak] [Priority
<173>1 2024-08-12T10:21:13+00:00 OPNsense localdomain suricata 83621 - [meta sequenceld=257] [1:3400005:2] POSSBL PORT SCAN (NMAP -sX) [Classification: Attempted Information Leak] [Priority
<173>12024-09-12T10:21:13+00:00 OPNsense localdomain suricata 88621 - [meta sequenceld=256] [1:3400005:2] POSSBL PORT SCAN (NMAP -5X) [Classification: Attempted Information Leak] [Priority
<173>12024-09-12T10:21:13+00:00 OPNsense localdomain suricata 88621 - [meta sequenceld=255] [1:3400005:2] POSSBL PORT SCAN (NMAP -5X) [Classification: Attempted Information Leak] [Prioriy.
<173>12024-09-12T10:21:13+00:00 OPNsense localdomain suricata 88621 - [meta sequenceld=254] [1:3400005:2] POSSBL PORT SCAN (NMAP -5X) [Classification: Attempted Information Leak] [Priorty:
<173>12024-09-12T10:21:13+00:00 OPNsense localdomain suricata 88621 - [meta sequenceld=253] [1:3400005:2] POSSBL PORT SCAN (NMAP -5X) [Classification: Attempted Information Leak] [Priority

<173>1 2024-09-12T10:21:13+00:00 OPNsense.localdomain suricata 88621 - meta sequencel

=252] [1:3400005:2] POSSBL PORT SCAN (NMAP -sX) [Classification: Attempted Information Leak] [Priority
<173>1 2024-09-12T10:21:13+00:00 OPNsense.localdomain suricata 88621 - [meta sequenceld=251] [1:3400005:2] POSSBL PORT SCAN (NMAP -sX) [Classification: Attempted Information Leak] [Priority

<173>1 2024-09-12T10:21:13+00:00 OPNsense.localdomain suricata 88621 - meta sequencel

=250] [1:3400005:2] POSSBL PORT SCAN (NMAP -5X) [Classification: Attempted Information Leak] [Priority
<173>1 2024-00-12T10:21:13+00:00 OPNsense.localdomain suricata 88621 - [meta sequenceld=249] [1:3400005:2] POSSBL PORT SCAN (NMAP -sX) [Classification: Attempted Information Leak] [Priority:
<173>1 2024-00-12T10:21:13+00:00 OPNsense.localdomain suricata 88621 - [meta sequenceld=248] [1:3400005:2] POSSBL PORT SCAN (NMAP -sX) [Classification: Attempted Information Leak] [Priority:
<173>1 2024-00-12T10:21:13+00:00 OPNsense.localdomain suricata 88621 - [meta sequenceld=247] [1:3400005:2] POSSBL PORT SCAN (NMAP -sX) [Classification: Attempted Information Leak] [Priority:

<173>12024-09-12T10:21:13+00:00 OPNsense localdomain suricata 88621 - [meta sequenceld=246) [1:3400005:2] POSSBL PORT SCAN (NMAP -5X) [Classification: Attempted Information Leak] [Priority:

Figure 6.2.19 Xmas Threats Information

2]{TCP} 192.168.237.157:39044 -> 192.168.237.159:3031
2]{TCP) 192.168.237.157:39044 -> 192.168.237.159:726
2]{TCP) 192.168.237.157:39044 -> 192.168.237.159:7201
2]{TCP) 192.168.237.157:39044 -> 192.168.237.150:1059
2]{TCP) 192.168.237.157:39044 -> 192.168.237.150:3390
2]{TCP) 192.168.237.157:39044 -> 192.168.237.150:2005
2]{TCP} 102.168.237.157:39044 -> 192.168.237.150:50500
2]{TCP} 102.168.237.157:39044 -> 192.168.237.15¢:5730
2]{TCP} 192.168.237.157:39044 -> 192.168.237.159:6502
2]{TCP} 192.168.237.157:39044 -> 192.168.237.159:2022
2]{TCP} 192.168.237.157:39044 -> 192.168.237.159:6566
2]{TCP) 192.168.237.157:39044 -> 192.168.237.159:465
2]{TCP) 192.168.237.157:39044 -> 192.168.237.159:15003
[Priority: 1] {TCP} 192.168.237.157:39044 -> 192.168 237.159:4444
2]{TCP) 192.168.237.157:39044 -> 192.168.237.159:9091
2]{TCP) 192.168.237.157:39044 -> 192.168.237.150:1247
2]{TCP) 192.168.237.157:39044 -> 192.168.237.150:2042
2]{TCP} 192.168.237.157:39044 -> 192.168.237.150:7025
2]{TCP} 192.168.237.157:39044 -> 192.168.237.159:340
2]{TCP} 192.168.237.157:39044 -> 192.168.237.159: 1108
2]{TCP} 192.168.237.157:39044 -> 192.168.237.159:1984
2]{TCP} 192.168.237.157:39044 -> 192.168.237.159:1974
2]{TCP) 192.168.237.157:39044 -> 192.168.237.159:5003
2]{TCP) 192.168.237.157:39044 -> 192.168.237.159:5054
2]{TCP) 192.168.237.157:39044 -> 192.168.237.159:912
2]{TCP) 192.168.237.157:39044 -> 192.168.237.150:1070
2]{TCP) 192.168.237.157:39044 -> 192.168.237.15:1236
2]{TCP) 102.168.237.157:39044 -> 192.168.237.150:14442

2]{TCP} 102.168.237.157:39044 -> 192.168.237.150:9575

9121021

0

avg
196 2

Nmap -sX attack attempted to obtain information from the device with IP 192.168.237.159.
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Status Alert Administrator

nev Action Media type

2024-09-12 Telegram Telegram-
10:21:25 GPT

2024-09-12 Telegram Telegram-
10:21:16 GPT

2024-09-12 Telegram Telegram-
10:19:42 GPT

Admin (NIDAS
Administrator)
Star

Admin (NIDAS
Administrator)
Star

Admin (NIDAS
Administrator)
Star

Problem: <173>1 2024-09-12T710:21:13+00:00 OPNsense.localdomain suricata 88621 - [meta
sequenceld=274] [1:3400005:2] POSSBL PORT SCAN (NMAP -sX) [Classification: Attempted
Information Leak] [Priority: 2] {TCP} 192.168.237.157:39044 -> 192.168.237.159:3031

Problem started at 10:21:22 on 2024.09.12
Host: OPNsense
Severity: High

Problem: <173>1 2024-09-12T710:21:12+00:00 OPNsense.localdomain suricata 88621 - [meta
sequenceld=18] [1:3400005:2] POSSBL PORT SCAN (NMAP -sX) [Classification: Attempted
Information Leak] [Priority: 2] {TCP} 192.168.237.157:39044 -> 192.168.237.159:19

Problem started at 10:21:13 on 2024.09.12
Host: OPNsense
Severity: High

Problem: <173>1 2024-09-12T710:19:39+00:00 OPNsense.localdomain suricata 88621 - [meta
sequenceld=35] [1:3400005:2] POSSBL PORT SCAN (NMAP -sX) [Classification: Attempted
Information Leak] [Priority: 2] {TCP} 192.168.237.157:49035 -> 192.168.237.159:119

Figure 6.2.20 Xmas Intrusion Alert

»
o

From Figure 6.2.20, the Nmap -sX detection information and network traffic alerts were

triggered, and the alert information was successfully sent to the network administrator.

In figure 6.2.21 shows the Xmas Intrusion Alert message received by the network

administrator.

<4 TELEGRAM

285 Star
Problem: <173>1 2024-09-12T1 39+00:00
OPNsense.localdomain suricata 88621 - [meta
sequenceld=35] [1:3400005:2] POSSBL PORT
SCAN (NMAP -sX) [Classification: Attempted
Information Leak] [Priority: 2] {TCP}

->
Problem started at 10:19:39 on 2024.
Host: OPNsense
Severity: High

Solution:

Description: The intrusion detection system on
the OPNsense firewall detected a possible port
scan using the NMAP tool with the -sX flag. The
source IP address is scanning
port 119 on the destination IP address

Action: Investigate the source of the port scan
and take appropriate action to prevent further
unauthorized access attempts. Check for any
compromised systems on the network and
ensure that all security measures are up to date.
It may also be necessary to block the source IP
address to prevent future attacks.

Problem: <173>1 2024-09-12T10:21:12+00:00
OPNsense.localdomain suricata 88621 - [meta
sequenceld=18] [1:3400005:2] POSSBL PORT
SCAN (NMAP -sX) [Classification: Attempted
Information Leak] [Priority: 2] {TCP}

->
Problem started at 10:21:13 on 2024.09.12

Ho: PNsense
Uink

Figure 6.2.21 Xmas Intrusion Alert-Telegram
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6.2.3 Distributed Denial of Service

ICMP Flood

An ICMP flood attack, also known as a "Ping Flood," involves sending a large number of ICMP
Echo requests (pings) to overwhelm the network bandwidth. This can result in slowed or

interrupted network communications, and may also exhaust the system's CPU resources.

import os

3 target_ip = "192.168.237.181"
os.system("hping3 -c 10000 -d 120 —--icmp --flood —--rand-source " + target_ip)

Figure 6.2.22 ICMP Flood Script
Hping3 is a tool, -icmp means ICMP packets, commonly known as "ping" packets, -¢c 10000
represents sending 10,000 packets, -d 120 specifies a packet size of 120 bytes, --flood means
sending packets at the fastest rate, forming a flood attack and --rand-source means using a
random source [P address target destination IP address ‘192.168.237.181°. Execute the script

in kali linux.

S em@mP 9|1 2 3 4|65 “mqnn«s»ws\ge

File Actions Edit View Help

icmp.py
[sudo] kali:
HPING 192.168 .181 (etho 192.168.237.181): icmp mode set, 28 headers + 12
data bytes
hping in flood mode, no replies will be shown

datasheet..

Figure 6.2.23 ICMP DDoS
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OPNsense CPU utilization

Disk Space imavg 5mavg 15mavg Processes Running Processes

6.19GB 0.60% 14.44% 80.61%

Free RAM Usage CPU Idle Time CPU User Time CPU System Time

oPNsense (§000. 4802% 248 126 087 7 1

Zabbix CPU utilization

Utization imavg 5mavg 15mavg Processes Running Processes

52.84% 58.53% 1 6.42% | 11.37% 1

Free RAM Usage CPU Idle Time CPU User Time CPU System Time

Zzabpix server U00 4M47% 557 309 171 74 12

Figure 6.2.24 ICMP DDoS CPU Performance
On Figure 6.2.24 shows after being subjected to an ICMP Flood attack, the CPU's Idle
Performance shows a sharp decline. A large portion of the CPU Performance is ineffectively

occupied with detecting and processing the ICMP Flood attack.

Interface Network Receiving Usage

40 Mbps

30 Mbps
20 Mbps /\

|

10 Mbps

e oA A - s
o1 16:10 o 16:32 o1 1654 o177 911739 o1 1801 S 2040911 18:17:07 9111953 912015 912037 9112050 sa12122 9412144
min avg max

= Switch: Interface Viant: Bis received W Switch: Interface Vian{: Bits received: 195.68 Kbps 160bps  187.69 Kbps 356.96 Kbps
= Switch: Interface FastEthemet0/1: Bits received B SwichInterface FastEthermet0/1: Bits received: 594 Mbps 654Kbps 124Mbps 29,62 Mbps

Switch: Interface FastEthemet0/3: Bits received Switch: Interface FastEthemet0/3: Bits received: 7.31 Kbps 193Kbps 59.03Kbps  1.28 Mbps
= Switch Interface FastEthemet0/d: Bits received ' Svitch: Interface FastEthemet0/4: Bis received: 1.25 Kbps Obps 14023 Kbps 623 Mbps
Port Mirroring Traffic

70 Mbps

50 Hbps

50 Hibps

40 tbps

30 Hbps

20 Mbps

10 Mbps

9111625 911163 9111647 9111655 8-1117:08 sa11721 s 17:32 91117:43 9411754 8111805 9111 2024-00-11 18:15:04 11901 9111912

min avg max
2.91Kbps 2.13 Mbps 61.39 Mbps
81Kbps 2.47 Mbps 57.71 Mbps

M OPNsense: Interface pflog0: Outgoing network traffic: 5.9 Mbps

= OPNsense: Interface pflog0: Outgoing network traffic
B OPNsense: Interface em2: Incoming network traffic: 6.93 Mbps.

= OPNsense: Interface em2: Incoming network traffic
OPNsense Interface em2

70 Mops

60 Mops

50 Mbps

40 Mbps

30 Mbps

20Mbps

10 Mbps %
2024-09-11 18:14:42

obps e
9111629 9111640 9111652 9.1117.03 9111714 s1117:25 91117.36 s-1117:47 9111758 9111810 OPNsense: OPNsense: Inerface (em2(): Bit received: 6.5 Mpps | 111905 9111916

W OPNsense: OPNsense: Interface [em2()]: Bits sent: 0 bps. [in avg max
83Kops 244 Mbps 6033 Mbps
15196 bps 136 bps

OPNsense: OPNsense: Interface [em2()] Bits received
= OPNsense: OPNsense: Interface [em2(): Bits sent 0bps

Switch ICMP Response

sooms
|
s00ms |
|
s00ms <)
2024-09-11 18:13:33 ‘0 \
. [ 1
200ms W Switch: Generic SNMP: ICMP response time: 443ms \
B
Tooms [t
[
- R e — )| ‘/

91117:18 91117.22 91117.26 9111729 91117:33 91117:37 9-1117:40 9-1117:44 9-1117:48

0

9111751 91117:55 9111759 9111802 9111806 9111810 9111813
min  avg max

= Switch: Generic SNMP: ICMP response time 1.07ms 1297ms 443ms

Figure 6.2.25 ICMP DDoS Network Performance
According to Figure 6.2.25, in response to the ICMP Flood attack based on the Interface
Fa0/1 bits received, Interface pflog0 Outgoing network traffic, and interface [em2] bandwidth
usage show a noticeable increase. However, this increase is not particularly high, generally
fluctuating between 5.8Mbps and 7Mbps.In contrast, the ICMP response time shows a direct

and significant increase, reaching up to 443ms.
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This data illustrates that while the ICMP Flood attack does increase overall network traffic,
its most significant impact is on the ICMP response time. The system is forced to process a
large number of ICMP Echo requests, which heavily occupies the ICMP response time and

consequently slows down network communications.

Number Threats Detected

14K

. 2024-09-1118:16:53
- R S ——

9-1117:22 9111726 9111729 9-1117:33 9-1117:37 9-1117:40 9:1117:44 9-1117:48 9-1117:51 9-1117:55 9-1117:59 9-1118:02 9-1118:06 1 B Zanhix server: Thieats: 1125 9111817

Wi avg  max
= Zabbix server: Threats 0 459825 113K

0 — —_— -

Number Threats Detected
14K

02K 2024-09-11 18:17:50

S - E— L AR W Zabbix server: Threats: 501
e1117.22 91117.26 o1117.29 01117.33 011 17.37 911 17:40 o1117:44 9-1117:48 s1117:51 91117:55 9-1117:59 9111802 9111806 ERTETI. S 1817
min avg  max
= Zabbix server: Threats 0 459649 113K

Figure 6.2.26 ICMP DDoS Number Threats Detected
From the Figure 6.2.26, the ICMP DDoS hits 1,716 total of attack in 5 minutes.

mn ag  m
= Zabbix server: Threats 0 459649 113K

Threats Log

Time

tamp Value
2024-09-1118:20:33 <173»1 2024-09-11T18:20:32+00:00 OPNsense localdomain suricata 83621 - [meta sequenceld=1] [1:2027766:2] ET POLICY Windows Update P2P Activity [Classification: Not Suspicious Traffic] [Priority: 3] {TCP} 192.168.237.181:52176 > 192.168.201.10:7680
2024-09-11 18:17:43 <173»12024-09-11T18:17:25+00:00 OPNsense.localdomain suricata 83621 - [meta sequenceld=1717] [1:2400025:4097] ET DROP Spamhaus DROP Listed Traffic Inbound group 26 [Classification: Misc Attack] [Priority: 2] {ICMP} 163.254.95.102:8 > 192.168.237.181:0

2024-09-11 18:17:43 <173»1 2024-09-11T18:17:25+00:00 OPNsense.localdomain suricata 83621 - [meta sequencel

=1716] [1:2400019:4097] ET DROP Spamhaus DROP Listed Traffic Inbound group 20 [Classification: Misc Attack] [Priority: 2] {ICMP} 120.67.27.48:8 -» 192.168.237.181:0
2024-09-1118:17:43 <173>12024-09-11T18:17:25+00:00 OPNsense localdomain suricata 83621 - [meta sequenceld=1715] [1:2400019:4097] ET DROP Spamhaus DROP Listed Traffic Inbound group 20 [Classification: Misc Attack] [Priority: 2] {ICMP} 120.128.187.95:8 -> 192.168.237.181:0

2024-09-11 18:17:43 <173»1 2024-09-11T18:17:25+00:00 OPNsense localdomain suricata 88621 - [meta sequencel

1=1714] [1:2400023:4097] ET DROP Spamhaus DROP Listed Traffic Inbound group 24 [Classification: Misc Attack] [Priority: 2] {ICMP} 153 85.253.18:8 -> 192.168.237.181:0
2024-09-1118:17:43 <173>12024-09-11T18:17:25+00:00 OPNsense localdomain suricata 83621 - [meta sequenceld=1713] [1:2400019:4097] ET DROP Spamhaus DROP Listed Traffic Inbound group 20 [Classification: Misc Attack] [Priority: 2] {ICMP} 120.129.219.51:8 -> 192.168.237.181:0
2024-09-1118:17:43 <173>12024-09-11T18:17:25+00:00 OPNsense localdomain suricata 83621 - [meta sequenceld=1712] [1:2400022:4097] ET DROP Spamhaus DROP Listed Traffic Inbound group 23 [Classification: Misc Attack] [Priority- 2] {ICMP} 147.16.139.7:3 -> 192.168 237.181:0
2024-09-1118:17:43 <173>12024-09-11T18:17:25+00:00 OPNsense localdomain suricata 83621 - [meta sequenceld=1711] [1:2400023:4097] ET DROP Spamhaus DROP Listed Traffic Inoound group 24 [Classification: Misc Attack] [Priority- 2] {ICMP} 151212.16.135:8 -> 192.168.237.181:0
2024-09-1118:17:43 <173>12024-09-11T18:17:25+00:00 OPNsense localdomain suricata 83621 - [meta sequenceld=1710] [1:2400005:4097] ET DROP Spamhaus DROP Listed Traffic Inbound group 6 [Classification: Misc Attack] [Priority: 2] {ICMP} 58.15.59.12:8 -> 192.168 237.181:0

2024-09-11 18:17:43 <173=1 2024-09-11T18:17:25+00:00 OPNsense localdomain suricata 88621 - [meta sequencel

709] [1:2400025:4097] ET DROP Spamhaus DROP Listed Traffic Inbound group 26 [Classification: Misc Attack] [Priority: 2] {ICMP} 161.1244.120:8 -> 192.168.237.181:0
2024-09-11 18:17:43 <173>1 2024-09-11T18:17:25+00:00 OPNsense localdomain suricata 83621 - [meta sequenceld=1708] [1:2400033:4097] ET DROP Spamhaus DROP Listed Traffic Inbound group 34 [Classification: Misc Attack] [Priority- 2] {ICMP} 190.168.235.37:3 -> 192.168.237.181:0
2024-09-11 18:17:43 <173>1 2024-09-11T18:17:25+00:00 OPNsense localdomain suricata 83621 - [meta sequenceld=1707] [1:2400019:4097] ET DROP Spamhaus DROP Listed Traffic Inbound group 20 [Classification: Misc Attack] [Priority- 2] {ICMP} 120.129.126.10:8 -> 192.168.237.181:0
2024-09-11 18:17:42 <173>1 2024-09-11T18:17:25+00:00 OPNsense localdomain suricata 83621 - [meta sequenceld=1706] [1:2400021:4097] ET DROP Spamhaus DROP Listed Traffic Inbound group 22 [Classification: Misc Attack] [Priority: 2] {ICMP} 142.102.84.65: -> 192.168.237.181:0
2024-09-11 18:17:42 <173>1 2024-09-11T48:17:25+00:00 OPNsense localdomain suricata 88621 - [meta sequenceld=1705] [1:2400025:4097) ET DROP Spamhaus DROP Listed Traffic Inbound group 26 [Classffication: Misc Attack] [Priority- 2] {ICMP} 163.198.187.223:8 -> 192.168.237.181:0
2024-09-11 18:17:42 <173>1 2024-09-11T48:17:24+00:00 OPNsense localdomain suricata 88621 - [meta sequenceld=1704] [1:2400022:4097) ET DROP Spamhaus DROP Listed Traffic Inbound group 23 [Classffication: Misc Attack] [Priority- 2] {ICMP} 149.207.69.104:8 -> 192.168.237.181:0

2024-09-1118:17:42 <173»1 2024-08-11T18:17:24+00:00 OPNsense localdomain suricata 83621 - [meta sequencel

703] [1:2400028:4097] ET DROP Spamhaus DROP Listed Traffic Inbound group 29 [Classification: Misc Attack] [Priority: 2] {ICMP} 169.129.115.232:8 -> 192.168.237.181:0
2024-09-11 18:17:42 <173>1 2024-09-11T18:17:24+00:00 OPNsense localdomain suricata 83621 - [meta sequenceld=1702] [1:2400010:4097] ET DROP Spamhaus DROP Listed Traffic Inbound group 11 [Classification: Misc Attack] [Priority- 2] {ICMP} 89.36.38.107:8 > 192.168.237.181:0

2024-09-11 18:17:42 <173»1 2024-08-11T18:17:23+00:00 OPNsense localdomain suricata 83621 - [meta sequencel

701] [1:2400023:4097] ET DROP Spamhaus DROP Listed Traffic Inbound group 24 [Classification: Misc Attack] [Priority: 2] {ICMP} 150.141.139.93: -> 192.168.237.181:0
2024-09-11 18:17:42 <173>12024-09-11T18:17:23+00:00 OPNsense localdomain suricata 83621 - [meta sequenceld=1700] [1:2400023:4097] ET DROP Spamhaus DROP Listed Traffic Inbound group 24 [Classification: Misc Attack] [Priority: 2] {ICMP} 153.52.52.207:8 -> 192.168.237.181:0
2024-09-11 18:17:42 <173>1 2024-09-11T18:17:22+00:00 OPNsense localdomain suricata 3621 - [meta sequenceld=1699] [1:2400021:4097] ET DROP Spamhaus DROP Listed Traffic Inbound group 22 [Classification: Misc Attack] [Priority: 2] {ICMP} 139.188.178.150:8 -> 192.168.237.181:0
2024-09-11 18:17:42 <173»1 2024-09-11T18:17:22+00:00 OPNsense localdomain suricata 83621 - [meta sequenceld=1698] [1:2400043:4097] ET DROP Spamhaus DROP Listed Traffic Inbound group 44 [Classification: Misc Attack] [Priority: 2] {ICMP} 202.40.58.56:8 -> 192.168.237.181:0
2024-09-11 18:17:42 <173»12024-09-11T18:17:22+00:00 OPNsense.localdomain suricata 83621 - [meta sequenceld=1697] [1:2400025:4097] ET DROP Spamhaus DROP Listed Traffic Inbound group 26 [Classification: Misc Attack] [Priority: 2] {ICMP} 163.50.245.39:8 -> 192.168.237.181:0
2024-09-11 18:17:42 <173»12024-09-11T18:17:22+00:00 OPNsense.localdomain suricata 83621 - [meta sequenceld=1696] [1:2400028:4097] ET DROP Spamhaus DROP Listed Traffic Inbound group 29 [Classification: Misc Attack] [Priority: 2] {ICMP} 169.246.82.200:8 -> 192.168.237.181:0

2024-09-11 18:17:42 <173»1 2024-09-11T18:17:21+00:00 OPNsense.localdomain suricata 88621 - [meta sequencel

695] [1:2400025:4097] ET DROP Spamhaus DROP Listed Traffic Inbound group 26 [Classification: Misc Attack] [Priority- 2] {ICMP} 161.1.181.63:8 -> 192.168.237.181:0
2024-09-1118:17:42 <173>12024-09-11T18:17:21+00:00 OPNsense localdomain suricata 83621 - [meta sequenceld=1694] [1:2400024:4097] ET DROP Spamhaus DROP Listed Traffic Inbound group 25 [Classification: Misc Attack] [Priority: 2] {ICMP} 158.249.198 87:8 -> 192.168.237.181:0

2024-09-11 18:17:42 <173»1 2024-09-11T18:17:21+00:00 OPNsense localdomain suricata 88621 - [meta sequencel

693] [1:2400019:4097] ET DROP Spamhaus DROP Listed Traffic Inbound group 20 [Classification: Misc Attack] [Priority: 2] {ICMP} 124.68 45.115: -> 192.168.237.181:0

2024-09-1118:17:42 <173>12024-09-11T18:17:20+00:00 OPNsense localdomain suricata 3621 - [meta sequenceld=1692] [1:2400022:4097] ET DROP Spamhaus DROP Listed Traffic Inbound group 23 [Classification: Misc Attack] [Priority- 2] {ICMP} 147.19.190.147:8 -> 192,168 237.181:0

Figure 6.2.27 Information ICMP DDoS Threats
Figure 6.2.27 shows the host 192.168.237.181 is under type of ICMP ‘Misc Attack’ attack

from different source IP address and the priority is 2.
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Status Alert Administrator

ev

2024-09-11

18:15:08

2024-09-11

18:15:06

2024-09-11

18:14:50

Action Media type  Recipient a
Telegram Telegram-  Admin (NIDAS Problem: <173>1 2024-09-11T718:14:40+00:00 OPNsense.localdomain suricata 88621 - [meta Sent
GPT Administrator) sequenceld=637] [1:2400023:4097] ET DROP Spamhaus DROP Listed Traffic Inbound group 24

Star [Classification: Misc Attack] [Priority: 2] {ICMP} 153.85.128.166:8 -> 192.168.237
Problem started at 18:15:06 on 2024.09.11
Host: OPNsense
Severity: High
Telegram Telegram-  Admin (NIDAS Problem: <173>1 2024-09-11718:14:38+00:00 OPNsense.localdomain suricata 88621 - [meta Sen
GPT Administrator) sequenceld=624] [1:2400022:4097] ET DROP Spamhaus DROP Listed Traffic Inbound group 23
Star [Classification: Misc Attack] [Priority: 2] {ICMP} 147.17.202.192:8 -> 192.168.237
Problem started at 18:15:04 on 2024.09.11
Host: OPNsense
Severity: High
Telegram Telegram-  Admin (NIDAS Problem: <173>1 2024-09-11718:14:30+00:00 OPNsense.localdomain suricata 88621 - [meta Sen
GPT Administrator) sequenceld=562] [1:2400054:4097] ET DROP Spamhaus DROP Listed Traffic Inbound group 55
Star [Classification: Misc Attack] [Priority: 2] {ICMP} 223.254.128.32:8 > 192.168.237

Figure 6.2.28 ICMP DDoS Alert

Figure 6.2.28 shows the status of alert message contain with recommendation has been

success sent to the Network Administrator Star.

«d TELEGRAM

285 Star
Problem: 443ms
Problem started at
Host: Switch
Severity: High
Operational data: 443ms
Original problem ID: 5922

Problem: <173>1 2024-09-11T18:13:19+00:00
OPNsense.localdomain suricata 88621 - [meta
sequenceld=104] [1:2400024:4097] ET DROP
Spamhaus DROP Listed Traffic Inbound group
25 [Classification: Misc Attack] [Priority: 2]
{ICMP} -> :
Problem started at 34 on 2024.09.11
Host: OPNsense

Severity: High

(0]

Solution:

Description:

Suricata has detected potential spam traffic
coming from the IP address

towards the host . The traffic has
been classified as a miscellaneous attack and
has been dropped based on the Spamhaus
DROP list. The severity of this issue is high.

Recommendation:
1. Investigate the source IP address
to determine the nature of the traffic and if it
poses a threat to the network.
2. Check the configuration of the host
to ensure it is protected against
potential attacks.
3. Consider blocking the source IP address if it

<4 TELEGRAM

285 Star

September 11, 2024.

Problem: <173>1 2024-09-11T18:14:30+00:00
OPNsense.localdomain suricata 88621 - [meta
sequenceld=562] [1:2400054:4097] ET DROP
Spamhaus DROP Listed Traffic Inbound group
55 [Classification: Misc Attack] [Priority: 2]
{ICMP} -> :0
Problem started at 18:14:47 on 2024.09.11
Host: OPNsense

Severity: High

Solution:
Description: The Suricata intrusion detection
system on the OPNsense firewall has detected
inbound traffic from the IP address

to the local IP address

. The traffic has been identified
as Spamhaus DROP Listed Traffic, classified as a
Miscellaneous Attack, and has a priority level of
2. The communication is using the ICMP
protocol.

Recommendation:
1. Investigate the source IP address

for any malicious activity.
2. Check the firewall rules to ensure that
appropriate measures are in place to block or
filter out this type of traffic.
3. Consider updating the Suricata ruleset to
ensure the detection of similar threats in the
future.

Problem: <173>1 2024-09-11T18:14:38+00:00
OPNsense.localdomain suricata 88621 - [meta

Figure 6.2.29 ICMP DDoS Alert-Telegram

In Figure 6.2.29 shows the alert messages that carries DDoS attack information along with

recommended solutions. One of the other type shows abnormally frequent messages about

switch ICMP response time status is in high 443ms. Both severity are marked as high.
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TCP FIN/ACK Flood

An attack that floods the target server with fake FIN and ACK packets, consuming resources
and causing service disruptions. By processing these packets, the server will in order to
exhaust its resources, rendering it unable to process legitimate requests and becomes

overwhelmed becomes overwhelmed, potentially leading to a denial of service.

1 import os

target_ip = "192.168.237.177"
os.system("hping3 -c 10000 -d 120 -F -A —-flood —--rand-source " + target_ip)

Figure 6.2.30 TCP FIN/ACK Flood Script

O 4 A O 534 | @ G

File Actions Edit View Help

finack.py
[sudo] password for kali:
HPING 192. .237.181 (eth@® 192.168.237.181): AF set, 40 headers + 120 data b
ytes
hping in flood mode, no replies will be shown

datasheet....

EEECI T TS

Figure 6.2.31 TCP FIN/ACK DDoS
From the Figure 6.2.30, represent the attack will use of flood mode sending 10,000 TCP
packets carried with FIN flag or ACK flag forcing the target server to handle what appears to
be many connection termination requests and acknowledgments from random source IP.

Execute the script in kali linux.
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OPNsense CPU utilization

Disk Space imavg 5mavg 15mavg Processe:

6.35GB 1 0.00% 5.43% 90.26 %

[ [TTH 4713% 271 160 098

Free RAM Usage CPU Idle Time CPU User Time CPU System Time

Zabbix CPU utilization

Utiization imavg 5mavg 15mavg Processes Running Processe:

17.34%

CPU System Time

51.72% 62.19% 11.65%

Free RAM Usage CPU Idle Time CPU User Time

zabbix server UN0 781% 440 212 103 275 9

Figure 6.2.32 TCP FIN/ACK DDoS CPU Performance
From Figure 6.2.32, it can be seen that due to the IDS detecting a large number of TCP
FIN/ACK DDoS attacks, the CPU idle time of the OPNsense server dropped to zero, with
most of the CPU resources being consumed to handle the attack detection. Since the detected
attack logs are continuously sent to Zabbix, the CPU usage on Zabbix also shows a

significant increase as it processes the attack logs and triggers alert messages.

Switch ICMP Response

sooms
so0ms
s00ms j\
<~
2024-09-12 17:34:51 \
200ms
B Switch: Generic SNMP: ICMP response time: 370.7ms
100ms. T
| I R R D R B [ L I R I
sies  s;ied s;ieds  omiss  sniest SRS sRmel  seimes | s s et emiis | spmas  semz  semm s
mn a9 ma
= Switch: Generic SNMP: ICMP response time 0.83ms 16.42ms 370.7ms
OPNsense Interface em2
101ops
sops
6 Mbps x
2024-09-12 17:34:16
4 Mbps OPNsense: OPNsense: Interface [em2()]: Bits received: 7.68 Mbps
B OPNsense: OPNsense: Interface [em2()]: Bits sent 0 bps
21b0s
obps
cienst s sp@I  spms  sRE2) SR @i s S@isd  emisn sRisa spisss  sist  sied oo enimas
OPNsense: OPNsense: Interface [em2()]: Bits received 5.42 Kbps 420.52 Kbps  7.68 Mbps
= OPNsense: OPNsense: Interface [em2()]: Bits sent 0bps 04667 bps 168 bps

Interface Network Receiving Usage

6 Mbps
5 Mbps
4Mbps
3 Mbps 2024-09-12 17:3455

W Switch: Interface Vian1: Bits received: 283.79 Kops
2Mbps

W Svitch: Interface FastEthemet0/1: Bis received: 4.59 Mbps
1 bps Switch: Interface FastEthemeto/3: Bits received: 7.62 Kbps
W Switch: Interface FastEthemet0/4: Bits received: 256 bps

0 bps - —_— =
9121643 9121646 9121650 9121654 9121658 s217.01 9121705 9121709 1712 9121716 9121720 sn21723 s121727 s121731 s1217:34 9121738
min avg max
== Switch: Interface Vlan1: Bits received 5502 Kbps  187.38 Kbps 342.15 Kbps
= Switch Interface FastEthemet0/1: Bits received 107.93 Kbps 76177 Kops 5.03 Mops
Switch: Interface FastEthemet0/3: Bits received 276Kops  14.35Kbps  205.9 Kbps
= Switch: Interface FastEthernet0/4: Bits received 144 bps. 281.2bps 864 bps.
Port Mirroring Traffic
12Mops
10Mbps
& Mbps
& Mbps
x
< hibps 2024-09-12 17:34:45
. W OPNsense: Interface pflog0: Outgoing network trafic: 6.43 Mbps
2Mbps X 1 W OPNsense: Interface em2: Incoming network traffic: 7.34 Mbps
0 ST S N S s N S o e AL i it et S N e TP RN
2120817 s120701 9120746 9120830 2120815 9120059 91210:44 s121128 s121213 9121258 s121427 s1215:11 9121556
9
= OPNsense: Interface pflog0: Outgoing network traffic 2Kbps 12369 Kbps 7.08 Mbps
= OPNsense: Interface em2: Incoming network traffic 4.1Kbps 407.58 Kbps 9.97 Mbps.

Figure 6.2.33 TCP FIN/ACK DDoS Network Performance
In Figure 6.2.33, when under a TCP FIN/ACK attack, the Interface Fa0/1 bits received,
Interface pflog0 outgoing network traffic, and Interface [em2] bandwidth usage are roughly
the same as during an ICMP attack, ranging generally between 4.5 Mbps and 8§ Mbps.
However, the ICMP response time spikes directly to 370.7 ms, and the graph shows that as
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each network flow reaches its peak value, it then sharply drops to zero, indicating that data

transmission connections have been cut off. Since the Zabbix server is installed on a virtual

machine at the endpoint 192.168.237.181, this endpoint entered a crashed state due to the

overwhelming number of TCP FIN/ACK attacks, rendering it unable to respond to legitimate

network requests in a timely manner, ultimately leading to service interruption.

Number Threats Detected
1000

800

S1216:45 0121649 e121652 s121656 91217:00 e1217:03 9121707 s217:1
= Zabbix server: Threats
Number Threats Detected
1000
800
600
400
200
0
o1216:45 9121649 0121652 0121656 e1217:00 9-1217.03 o-1217.07 s1217:1
= Zabbix server: Threats
Number Threats Detected
1000
800
600
400
200
0
8121645 91216149 9121652 9121656 9121700 9121703 9121707 9121711

= Zabbix server: Threats

s1217:14 e1217:18 s1217:22 s1217:25 9121720 s1217:33 2024-09-12 17:34:59
W Zabbix server: Threals: 223 7,0
2024-09-12 17:35:51
I W Zabbix server: Threats: 455
e1217:14 9121718 o121722 0121725 e1217:29 e1217:33 9121736 0-1217:40
0 268475 749
x
2024-09-12 17:36:35
. W Zabbix server. Threats: 749
o1217:14 o-1217:18 o-121722 e-121725 9121729 9121733 9121736 912 17:40

0 268475 749

Figure 6.2.34 TCP FIN/ACK DDoS Number Threats Detected
In Figure 6.2.34, 1,427 TCP attacks were detected by IDS within 3 minutes, this attack

causing the endpoint to become overloaded and unable to respond to legitimate network

requests in a timely manner.
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Threats Log

Time:

np
2024-09-12 17:36:15
2024-09-12 17:36:15
2024-09-12 17:36:15
2024-09-12 17:36:15
2024-09-12 17:36:15
2024-09-12 17:36:15
2024-09-12 17:36:15
2024-09-12 17:36:15
2024-09-12 17:36:15
2024-09-12 17:36:15
2024-09-12 17:36:15
2024-09-12 17:36:15
2024-09-12 17:36:15
2024-09-12 17:36:15
2024-09-12 17:36:14
2024-09-12 17:36:14
2024-09-12 17:36:14
2024-09-12 17:36:14
2024-09-12 17:36:14
2024-09-12 17:36:14
2024-09-12 17:36:14
2024-09-12 17:36:14
2024-09-12 17:36:14

2024-09-12 17:36:14

Figure

Value

<173>12024-09-12T17:35:25+00:00 OPNsense localdomain suricata 15635 - [meta sequenceld=1363] [1:2400029:4097] ET DROP Spamhaus DROP Listed Traffic Inbound group 30 [Classification: Unknown Classtype] [Priorty: 3] {TCP} 181.177.71.64:57639 -> 192168 237.181:1
<1731 2024-09-12T17:35:25+00.00 OPNsense localdomain suricata 15635 - [meta sequenceld=1362] [1:2400021:4097] ET DROP Spamhaus DROP Listed Traffic Inbound group 22 [Classification: Unknown Classtype] [Priority: 3] {TCP} 138.249.0.190:57359 - 192,168 237.181:1
<173>12024-09-12T17:35:25+00:00 OPNsense localdomain suricata 15635 - [meta sequenceld=1861] [1:2400026:4097] ET DROP Spamhaus DROP Listed Traffic Inbound group 27 [Classification: Unknown Classtype] [Priority: 3] {TCP} 168.80.5.4:57234 > 192.168.237.181:1
<173»12024-09-12T17:35:25+00:00 OPNsense localdomain suricata 15635 - [meta sequenceld=1860] [1:2400028:4097] ET DROP Spamhaus DROP Listed Traffic Inbound group 29 [Classification: Unknown Classtype] [Priority: 3] {TCP} 168.206.108.187:57190 -» 192.168.237.181:1
<173>12024-09-12T17:35:25+00:00 OPNsense localdomain suricata 15635 - [meta sequenceld=1859] [1:2400028:4097] ET DROP Spamhaus DROP Listed Traffic Inbound group 29 [Classification: Unknown Classtype] [Priority: 3] {TCP} 168.206.207.183:57100 -» 192 168.237.181:1
<173>12024-09-12T17:35:25+00:00 OPNsense localdomain suricata 15635 - [meta sequenceld=1858] [1:2400020:4097) ET DROP Spamhaus DROP Listed Traffic Inbound group 21 [Classification: Unknown Classtype] [Priority: 3] {TCP} 137.218.61.8:57064 -» 192.168.237.181:1
<173>12024-09-12T17:35:24+00:00 OPNsense.localdomain suricata 15635 - [meta sequenceld=1857] [1:2400051:4097] ET DROP Spamhaus DROP Listed Traffic Inbound group 52 [Classification: Unknown Classtype] [Priority: 3] {TCP} 207.70.216.214:56440 -> 192.168.237.181:1
<173>12024-09-12T17:35:24+00:00 OPNsense localdomain suricata 15635 - [meta sequenceld=1856] [1:2400040:4097] ET DROP Spamhaus DROP Listed Traffic Inbound group 41 [Classification: Unknown Classtype] [Priority: 3] {TCP} 199.89.16.72:56222 -» 192.168.237.181:1
<173»12024-09-12T17:35:24+00:00 OPNsense localdomain suricata 15635 - [meta sequenceld=1855] [1:2400050:4097] ET DROP Spamhaus DROP Listed Traffic Inbound group 51 [Classification: Unknown Classtype] [Priority: 3] {TCP} 206.72.189.115:56066 -> 192.168.237.181:1
<173>12024-09-12T17:35:24+00:00 OPNsense localdomain suricata 15635 - [meta sequenceld=1354] [1:2400039:4097] ET DROP Spamhaus DROP Listed Traffic Inbound group 40 [Classification: Unknown Classtype] [Priorty: 3] {TCP} 198.235.169.69:55973 -> 192.168.237.181:1
<173>12024-09-12T17:35:24+00.00 OPNsense localdomain suricata 15635 - [meta sequenceld=1353] [1:2400020:4097] ET DROP Spamhaus DROP Listed Traffic Inbound group 21 [Classification: Unknown Classtype] [Priority: 3] {TCP} 137.218.156.115:55633 -> 192.168.237.181:1
<173>12024-09-12T17:35:24+00:00 OPNsense.localdomain suricata 15635 - [meta sequenceld=1852] [1:400028:4097] ET DROP Spamhaus DROP Listed Traffic Inbound group 29 [Classification: Unknown Classtype] [Priority: 3] {TCP} 169.249.47.47:54627 > 192.168.237.181:1
<173>12024-09-12T17:35:24+00:00 OPNsense localdomain suricata 15635 - [meta sequenceld=1851] [1:2400002:4097] ET DROP Spamhaus DROP Listed Traffic Inbound group 3 [Classification: Unknown Classtype] [Priority: 3] {TCP} 42.208.59.227:53211 -> 192.168.237.181:1
<173>12024-09-12T17:35:24+00:00 OPNsense localdomain suricata 15635 - [meta sequenceld=1850] [1:2400020:4097] ET DROP Spamhaus DROP Listed Traffic Inbound group 21 [Classification: Unknown Classtype] [Priority: 3] {TCP} 137.105.17 50:52822 > 192.168 237.181:1
<173>12024-09-12T17:35:24+00:00 OPNsense localdomain suricata 15635 - [meta sequenceld=1349] [1:2400052:4097] ET DROP Spamhaus DROP Listed Traffic Inbound group 53 [Classification: Unknown Classtype] [Priorty: 3] {TCP} 209.161.81.171:52436 -> 192.168.237.181:1
<1731 2024-09-12T17:35:24+00.00 OPNsense localdomain suricata 15635 - [meta sequenceld=1348] [1:2400051:4097] ET DROP Spamhaus DROP Listed Traffic Inbound group 52 [Classification: Unknown Classtype] [Priority: 3] {TCP} 207.110.110.30:52316 -> 192.168.237.181:1
<173>12024-09-12T17:35:24+00:00 OPNsense localdomain suricata 15635 - [meta sequenceld=1347] [1:2400050:4097] ET DROP Spamhaus DROP Listed Traffic Inbound group 51 [Classification: Unknown Classtype] [Priorty: 3] {TCP} 206.143.210.234:52085 -> 192.168.237.181:1
<173>12024-09-12T17:35:23+00:00 OPNsense localdomain suricata 15635 - [meta sequenceld=1346] [1:2400014:4097] ET DROP Spamhaus DROP Listed Traffic Inbound group 15 [Classification: Unknown Classtype] [Priority: 3] {TCF} 102.240.69 52:47280 > 192.168 237.181:1
<173>12024-09-12T17:35:23+00:00 OPNsense localdomain suricata 15635 - [meta sequenceld=1345] [1:2400002:4097] ET DROP Spamhaus DROP Listed Traffic Inbound group 3 [Classification: Unknown Classtype] [Priority: 3] {TCP} 42 210.215.19:47247 -» 192,168 237.181:1
<173>12024-09-12T17:35:23+00:00 OPNsense localdomain suricata 15635 - [meta sequenceld=1344] [1:2400020:4097] ET DROP Spamhaus DROP Listed Traffic Inbound group 21 [Classification: Unknown Classtype] [Priority: 3] {TCP} 137.218.192.227:47006 -» 192 168.237.181:1
<1731 2024-09-12T17:35:23+00.00 OPNsense localdomain suricata 15635 - [meta sequenceld=1343] [1:2400002:4097] ET DROP Spamnaus DROP Listed Traffic Inbound group 3 [Classification: Unknown Classtype] [Priority: 3] {TCP} 42.214.24.137:46780 -> 192.168.237.181:1
<173>12024-09-12T17:35:23+00:00 OPNsense localdomain suricata 15635 - [meta sequenceld=1842] [1:2400024:4097] ET DROP Spamhaus DROP Listed Traffic Inbound group 25 [Classification: Unknown Classtype] [Priority: 3] {TCP} 159.80.24 216:14221 > 192.168.237.181:1
<173>12024-09-12T17:35:23+00:00 OPNsense localdomain suricata 15635 - [meta sequenceld=1841] [1:2400027:4097] ET DROP Spamhaus DROP Listed Traffic Inbound group 28 [Classification: Unknown Classtype] [Priorty: 3] {TCP} 168.151.138.28:14093 -> 192.168.237.181:1

<173>1 2024-09-12T17:35:23+00:00 OPNsense localdomain suricata 15635 - [meta sequenceld=1840] [1:2400022:4097) ET DROP Spamhaus DROP Listed Traffic Inbound group 23 [Classification: Unknown Classtype] [Priority: 3] {TCP} 146 252 43 5:13830 -> 192.168 237.181°1

Figure 6.2.35 Information TCP FIN/ACK DDoS Threats
6.2.35 shows the host 192.168.237.181 is under type of TCP ‘Unknown Classtype’

attack from random source IP address and the priority is 3.

Status Alert Administrator

Time v

2024-09-12
17:32:40

2024-09-12
17:32:34

2024-09-12
17:32231

Figure

Action Media type Recipient Message Status |
Telegram Telegram-  Admin (NIDAS Problem: <173>1 2024-09-12T17:32:09+00:00 OPNsense.localdomain suricata 15635 - [meta Sent
GPT Administrator) sequenceld=139] [1:2400021:4097] ET DROP Spamhaus DROP Listed Traffic Inbound group 22
Star [Classification: Unknown Classtype] [Priority: 3] {TCP} 138.249.175.102:38495 > 1

Problem started at 17:32:38 on 2024.09.12
Host: OPNsense
Severity: High

Telegram Telegram-  Admin (NIDAS Problem: <173>1 2024-09-12T17:32:07+00:00 OPNsense.localdomain suricata 15635 - [meta Sent
GPT Administrator) sequenceld=120] [1:2400024:4097] ET DROP Spamhaus DROP Listed Traffic Inbound group 25
Star [Classification: Unknown Classtype] [Priority: 3] {TCP} 158.249.244.42:26510 -> 19

Problem started at 17:32:31 on 2024.09.12
Host: OPNsense
Severity: High

Telegram Telegram-  Admin (NIDAS Problem: <173>1 2024-09-12T17:32:06+00:00 OPNsense.localdomain suricata 15635 - [meta Sent
GPT Administrator) sequenceld=105] [1:2400020:4097] ET DROP Spamhaus DROP Listed Traffic Inbound group 21
Star [Classification: Unknown Classtype] [Priority: 3] {TCP} 137.72.129.78:21121 > 192

Figure 6.2.36 TCP FIN/ACK DDoS Alert

6.2.36 shows the status of alert message contain with recommendation has been

success sent to the Network Administrator Star.
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<4 TELEGRAM

285 Star

Problem: <173>12024-09-12T17:32:07+00:00
OPNsense.localdomain suricata 15635 - [meta
sequenceld=120] [1:2400024:4097] ET DROP
Spamhaus DROP Listed Traffic Inbound group
25 [Classification: Unknown Classtype] [Priority:
3] {TCP} ->

‘0
Problem started at 17:32:31 on 2024.09.12
Host: OPNsense
Severity: High

Solution:

Description: The Suricata IDS on the OPNsense
firewall has detected inbound traffic from the IP
address , which is listed on the
Spamhaus DROP list. This indicates that the
traffic is potentially malicious and has been
blocked by the IDS. The classification of this
traffic is unknown, but it is considered a high
priority issue. The source IP address is
attempting to communicate with the internal IP
address on an unspecified port.
Immediate action should be taken to investigate
and mitigate any potential threat posed by this
traffic.

Problem: <173>1 2024-09-12T17:32:09+00:00
OPNsense.localdomain suricata 15635 - [meta
sequenceld=139] [1:2400021:4097] ET DROP
Spamhaus DROP Listed Traffic Inbound group
22 [Classification: Unknown Classtype] [Priority:
3] {TCP} ->

:0
Problem started at 17:32:38 on 2024.09.12
Hnect: NDNlcanca

«q TELEGRAM

Star

This event occurred at 17:33:05 on September
12, 2024, and the problem was noticed at
17:34:22. The severity of this issue is considered
high due to the risk of potential malicious activity
from the source IP address.

Action: Investigate the source IP address

for any suspicious or malicious
activity. Consider implementing additional
security measures to prevent similar incidents in
the future. It may also be helpful to review and
update the Suricata rules to enhance network

security. =P

Problem: 371ms
Problem started at 17:34:31 on 2024.09.12
Host: Switch

Severity: High
Operational data: 371ms
Original problem ID: 6458

5:37 PM

Problem: <173>1 2024-09-12T17:33:06+00:00
OPNsense.localdomain suricata 15635 - [meta
sequenceld=630] [1:2400024:4097] ET DROP
Spamhaus DROP Listed Traffic Inbound group
25 [Classification: Unknown Classtype] [Priority:
3] {TCP} ->

:0
Problem started at 17:34:36 on 2024.09.12
Host: OPNsense
Severity: High

Solution:
The problem seems to be related to a potential

Figure 6.2.37 TCP FIN/ACK DDoS Alert-Telegram
In Figure 6.2.37 represent the alert messages that carries DDoS attack information along with
recommended solutions, severity is marked as high. The other type shows abnormally
frequent messages about switch ICMP response time status is in high 371ms and also a high

severity level.
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6.2.4 Brute Force Attack

Hydra

A powerful and widely used brute force password-cracking tool designed to test the security
of login credentials on various network protocols and services. It supports multiple protocols

and authentication methods, making it highly versatile on penetration testing.

(3) Welcome to Burp Suite Community Edition. Use the options below to create or open a project. Burp Suite
r

@ Temporary project

o 12 cep HTUTC
Guds EiEHe 8.t

Figure 6.2.38 Burp Suite
Using Hydra to brute force attack zabbix server password, before that start up Burp Suite in
the Arch Linux using proxy to capture the web information. Using ‘temporary project’ to

create the task.
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CE:

BurpSuite

@ Select the configuration that you would like to load for this project.
Community Edition
(@ Use Burp defaults
Use settings saved with project
Load from configuration file File
File: Choose file...

Default to the above in future
Disable extensions

FECEECI T

Start Burp the Burp Suite, open the firefox browser in arch linux and set the http proxy in

local IP address and port 8080 so that the Burp Suite proxy can capture the information.

@  H appliance: Zabbix x|+

« (¢] O 8 o+ 192168.237.178

ZABBIX

Usermame

Password

Remember me for 30 days

Before start the proxy, go to the web page of zabbix server and stay at the login page.
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Burp Project Intruder Repeater Window Help
{6} Settings

Dashboard Target Proxy Intruder Repeater Collaborator Sequencer Decoder Comparer Logger Extensions Leamn

Intercept HTTP history WebSockets history {6} Proxy settings

Intercept is on Open browser

Go to proxy, turn on the Intercept and back to zabbix login page. Input any username and

password to sign in.

Bup Project Intruder Repeater Window Help
Dashboard  Target Intuder  Repeater  Collaborator  Sequencer  Decoder  Comparer  Logger  Extensions  Leam (&) Settings
HTTP history  WebSockets history 3 Proxy settings &
(P Request 1o hitp://192.168.237.178:80
Forward Drop Intercept is on Action Open browser W | HTTPH ()
Raw  Hex W = Inspector W) T - & X
Request attrbutes 2
cppiicats /uibp, +/45970.8 ZABBIX
Request query parameters 0
Request body parameters 3 vl

Request cookies

Request headers 2o v

tmber me for 30 days

0 matches

IR

192.168.237.178

= e Tty Fdition W2u2a 23 =~ Tennoracy Proiect

Figure 6.2.39 Burp Suite Data Capture
From the Figure 6.2.39, the key parameter of username and password is ‘name’ and

‘password’. The cookie session is with the long key.
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rootdarc
arch hydra -1 Admin —P i f:t 192.168. 2

index.php:name="USER" &p 'i Le Hiqm in:H=C

Nzal9ualli0i JkMmUSNWE?Z J J10 zéTeyd HHg\THmu S ;

01YmUSMZ2E40GE3MT c20T U YTF i N : i ' Em DhmHDH4InH
F= IHCDF”’* us ame or 3LLUUH* is *Hmpurnrllu tlulLHd -y -1

Hydr 2022 by wva i ! & David Maciejak - Please do not use in mi

ll*jru L s ' organizati , or for illegal purposes (this is non-bin
‘ ‘ aws and ethics anyway)

starting at 2824-@9-12 B84:12:

detected in module option, no parameter verific
jfluﬂ is pw[ for
[DATA] max 18 tasks pe Server, over: tasks, 18 login tries (1:1/p:1@)
1 try per taz&
[DATA] attacking http-post-
H= InnLle: ® i on=eyJzZ¥NzalSualdli0i JkMmUSNWEZZ jA4Y
2 101 YmUSMZ2E40GE3MT c20TUxMGOSY
:F=Incorrect user name or p
account
‘ resolving done
178 (waiting for children to complete t

abbix. php?action=dash

'/index. php:name="USER" & Iurd_ FH Gent ign in:H=C
zalW9ualli0i JkMmUSNWE “JFhHDLlUTH yZWM2YTUwYils
Ul\mUFHgE4D[EqHTL:DTUaIjDSTTFiHTUmTjTZHDB¥HGU%:Thh.g‘gHmLmHTU1l:Em:D
:F=Incorrect user name or password or account is temporarily blocked.

Hydra v9.4 (c) 2822 by wvan Hauser/THC & David Maci
litary or et service nrq:n1:3fio or for ill purposes (this is non-bir
la

do not use in mi

**% jgnore s and ethics anyway)

I ) starting at 26824-89-12 @8
5% .
[INFORMATION] escape sequence \: detected in module option, no parameter verifig
ation is performed.
[WARNING] Restorefile (ignored ...) from a previous session found, to prevent oy
erwriting, hudrn restore
[DATA] max 16 tasks SEerver, over: 6 tasks, 14344398 login tr
14344398), TB89¢ tries pm
[DATA] atta Flﬂq http-pos

in:H=Cookie\:zbx_s eyJz2Z¥ H”UJUHIHI &HmU?HHEg
JRAMDJ10TR4Y2EzZTcyllM2 Yils ' : ip ‘
TFiMTUwY j¥Y2MDBKMGU4ZThhY202MmZmNTV jN EmthmHDH4Im
assword or & unt is temporarily blocked.
[VERBOSE] ving addresses ... [VERBOSE]

Figure 6.2.40 Hydra
Open the terminal in arch linux, brute force attack the zabbix server with the information
capture by Burp Suite and doing 2 version of the hydra brute force attack. One is using 10
words wordlist and second is using rockyou.txt wordlist to do the brute-force on zabbix

SETVer.
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Number Threats Detected

80
50
©
50
0
10 *
2024-09-12 11:58:31

. - . Hl - = mlN W Zabbi server Trreats: 20

w210 s2109 st sapids  S2m20 S22 S S2U3 S22 SDU SR S2M& 82U e e S0 S21203
= Zabbix server: Threats 0 66 53

Number Threats Detected

1000
800
600
400
2024-09-12 16:24:23
200
W Zabbix server: Threats: 614
0
0121536 9121539 0121543 o1215:47 9121550 0121554 9121558 9121601 0121605 912 16:00 e1216:12 s1216:16 9121620 0121623 9121627 9121630
min avg a
= Zabbix server: Threats 0 267544 730

Figure 6.2.41 Hydra Number Threats Detected
From figure 6.2.41, it can be observed that although Hydra only performed 10 brute-force
attempts, 20 attacks were detected. The number of detected attacks is twice the actual number
of attempts because the IDS not only detects authentication requests but also the process of
connection establishment and closure, thereby increasing the number of recorded events. In

heavy brute force attack, 614 attacks were detected in a minute.

Interface Network Receiving Usage
500 Kbps
500 Kbps
400 Kops

300 Kbps < B e - T — i

-~ —\ T . x| /
200 Kops - 2040912162233 /
e = W Swich Interface Vian1: Bis received: 62 45 Kbps
- -

100 Kbps
W Switch: Interface FastEthernet0/1: Bits received: 114.31 Kbps

- e g 8 o o g - - o o 3 W Switch: Interface FastEtt e10/4: Bits received: 504 bps S o
= Switch: Interface Vian1: Bits received 192 bps 161.07 Kbps  308.21 Kbps
== Switch: Interface FastEthernet0/1: Bits received 56Kbps  281.04 Kops 536.34 Kbps
Switch: Interface FastEthernet0/3: Bits received 224 Kbps 2272 Kbps  192.42 Kbps
= Switch: Interface FastEthernet0/4: Bits received 160bps  3448bps  672bps

Port Mirroring Traffic

12 Mbps
10 Mbps
8hbps
& Mbps
4Mbps

2Mbps

si 2024-00-12 152312

9120701

0 bps " ey e N :
9120448 9120532 912061 5120959 9121044 9121128 912121 W OPNsense: Interface pflog0: Oulgoing network iraffic: 8.61 Kbps 11 9121556
W OPNsense: Interface em2: Incoming network traffic: 557.78 Kbps ma
OPNsense: Interface pflog0: Outgoing network traffic ps  87.31Kbps  7.08 Mbps
= OPNsense: Interface em2: Incoming network traffic 403 Kops 36668 Kbps 9.97 Mbps

9120746 9120830 5120815

Switch ICMP Response
300ms

250ms

200ms x|-f
2024-09-12 16:22:31

150ms W Switch: Generic SNMP: ICMP response time: 234.0ms ||
100ms

soms A
/AN

o1216:17 9121621 0121624

8121526 9121529 0121533 0121537 812 15:40 0121544 o1215.48 e121551 9121555 9121550 01216:02 81216:06 9121610 0121613

Figure 6.2.42 Hydra Brute Force Network Performance
According to figure 6.2.42, while Hydra conducts a large number of brute-force attacks, the
network traffic is not affected in anyway. However, although Hydra does not directly
generate ICMP packets, due to the overload caused by a large number of brute-force requests,
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it may increase ICMP traffic, leading to high latency or packet loss. As a result, when Zabbix

is monitoring ICMP, it will show longer response times.

OPNsense CPU utilization

Disk Space imavg 5mavg 15mavg Proce

s Running Processes

6.48GB 8481%1 2.83% 11.39% 1

Free RAM Usage CPU Idle Time CPU User Time CPU System Time

OPNsense | 4737% 039 053 056 7 1

Zabbix CPU utilization

Utiization ses

38.94%

CPU System Time

52.18% 711% 44.37%

Free RAM Usage CPU Idle Time CPU User Time

zabbixserver UIIDLL.0 9289% 2044 992 515 276 27

Figure 6.2.43 Hydra Brute Force System Performance
In figure 6.2.43, due to the large number of brute-force attacks by Hydra, the Zabbix server's
CPU performance is at its limit, because the CPU is being heavily utilized to process and

respond to Hydra's login attempts.

Threats Log

Ti Value

2024-09-12 11:57:48 <173>12024-09-12T11:57:47+00:00 OPNsense localdomain suricata 15635 - [meta sequenceld=20] [1:1:1] Brute-Force Attack Hydra [Classification: Brute Force Attack] [Priority: 3] {TCP} 192.168 237.154:43226 -> 192,168 237.178:80
2024-09-12 11:57:48 <173>12024-09-12T11:57:47+00:00 OPNsense localdomain suricata 15635 - [meta sequenceld=19] [1:1:1) Brute-Force Attack Hydra [Classification: Brute Force Attack] [Priority: 3] {TCP} 192,168 237.154:43194 -> 192.168.237.178:80
2024-08-12 11:57:48 <1731 2024-09-12T11:57:47+00:00 OPNsense localdomain suricata 15635 - [meta sequenceld=18] [1:1:1] Brute-Force Attack Hydra [Classification: Brute Force Atiack] [Priorty: 3] (TCP)} 192,168 237.154:43118 -> 192.168.237 178:80
2024-09-12 11:57:48 <173>12024-08-12T11:57:46+00:00 OPNsense localdomain suricata 15635 - [meta sequenceld=17] [1:1:1] Brute-Force Attack Hydra [Classification: Brute Force Attack] [Priority: 3] {TCP} 192,168 237.154:43182 -> 192.168.237.178:80

2024-09-12 11557:48 <173>1 2024-09-12T11:57:46+00:00 OPNsense localdomain suricata 15635 - [meta sequenceld=16] [1:1:1] Brute-Force Aftack Hydra [Classification: Brute Force Attack] [Priority: 3] {TCP} 192.168 237.154:43184 -> 192.168.237.178:80

2024-09-12 11557:47 <173>1 2024-09-12T11:57:46+00:00 OPNsense localdomain suricata 15635 - [meta sequenceld=15] [1:1:1] Brute-Force Attack Hydra [Classification: Brute Force Attack] [Priority: 3] {TCP} 192.168 237.154:43188 -> 192.168.237.178:80
2024-09-12 11:57:47 <173>12024-09-12T11:57:46+00:00 OPNsense localdomain suricata 15635 - [meta sequenceld=14] [1:1:1] Brute-Force Attack Hydra [Classification: Brute Force Attack] [Priority: 3] {TCP} 192,168 237.154:43166 -> 192.168.237.178:80,
2024-09-12 11:57:47 <173>1 2024-09-12T11:57:46+00:00 OPNsense localdomain suricata 15635 - [meta sequenceld=13] [1:1:1] Brute-Force Attack Hydra [Classification: Brute Force Attack] [Priority: 3] {TCP} 192,168 237.154:43150 -> 192.168.237.178:80
2024-09-12 11:57:47 <173>12024-09-12T11:57:46+00:00 OPNsense localdomain suricata 15635 - [meta sequenceld=12] [1:1:1] Brute-Force Attack Hydra [Classification: Brute Force Attack] [Priority: 3] {TCP} 192.168 237.154:43120 -» 192.168.237.178:80

2024-09-12 11557:47 <173>1 2024-09-12T11:57:46+00:00 OPNsense localdomain suricata 15635 - [meta sequenceld=11] [1:1:1] Brute-Force Attack Hydra [Classification: Brute Force Attack] [Priority: 3] {TCP} 192.168 237.154:43170 -> 192.168.237.178:80

2024-09-12 11557:46 <173>1 2024-09-12T11:57:46+00:00 OPNsense localdomain suricata 15635 - [meta sequenceld=10] [1:1:1] Brute-Force Attack Hydra [Classification: Brute Force Attack] [Priority: 3] {TCP} 192.168 237.154:43134 -> 192.168.237.178:80
2024-09-12 11557:46 <173>1 2024-09-12T11:57:45+00:00 OPNsense localdomain suricata 15635 - [meta sequenceld=9] [1:1:1] Brute-Force Attack Hydra [Classfication: Brute Force Attack] [Priority: 3] {TCP} 192 168 237.15443080 > 162,168 237.178:80
2024-09-12 11:57:45 <173>1 2024-09-12T11:57:45+00:00 OPNsense localdomain suricata 15635 - [meta sequenceld=8] [1:1:1] Brute-Force Attack Hydra [Classification: Brute Force Attack] [Priority: 3] {TCP} 192.168.237.154:43104 -> 192.168.237.178:80
2024-09-12 1157:45 <173>1 2024-09-12T11:57:45+00:00 OPNsense localdomain suricata 15635 - [meta sequenceld=7] [1:1:1] Brute-Force Attack Hydra [Classification: Brute Force Attack] [Priority: 3] {TCP} 192.168.237.154:43060 -> 192.168.237.178:80

2024-09-12 11557:45 <173>1 2024-09-12T11:57:45+00:00 OPNsense localdomain suricata 15635 - [meta sequenceld=5] [1:1:1] Brute-Force Attack Hydra [Classification: Brute Force Attack] [Priority: 3] {TCP} 192 168 237.154:43042 > 192.168.237.178:80

2024-09-12 11:57:45 <173>12024-09-12T11:57:44+00:00 OPNsense localdomain suricata 15635 - [meta sequenceld=5] [1:1:1] Brute-Force Attack Hydra [Classification: Brute Force Attack] [Priority: 3] {TCP} 192.168.237.154:43068 -> 192.168.237.178:80

2024-09-12 11557:45 <173>1 2024-09-12T11:57:44+00:00 OPNsense localdomain suricata 15635 - [meta sequenceld=4] [1:1:1] Brute-Force Attack Hydra [Classfication: Brute Force Attack] [Priority: 3] {TCP} 192 168 237.154:43084 > 162,168 237.178:80
2024-09-12 11:57:45 <173>1 2024-09-12T11:57:44+00:00 OPNsense localdomain suricata 15635 - [meta sequenceld=3] [1:1:1] Brute-Force Attack Hydra [Classification: Brute Force Attack] [Priority: 3] {TCP} 192.168.237.154:43096 > 192.168.237.178:80
2024-09-12 1157:45 <173>1 2024-09-12T11:57:44+00:00 OPNsense localdomain suricata 15635 - [meta sequenceld=2] [1:1:1] Brute-Force Attack Hydra [Classification: Brute Force Attack] [Priority: 3] {TCP} 192.168 237.154:43052 > 192.168.237.178:80

Figure 6.2.44 Information Hydra Brute Force Threats
Figure 6.2.44 shows the host 192.168.237.178 is under type of TCP ‘Brute Force Attack’
attack from source 192.168.237.154 and the priority is 3.

Status Alert Administrator

Time v Action Media type Recipient Message Status Info
2024-09-12 Telegram Telegram-  Admin (NIDAS Problem: <173>1 2024-09-12711:57:46+00:00 OPNsense.localdomain suricata 15635 - [meta Sent
11:57:48 GPT Administrator) sequenceld=15] [1:1:1] Brute-Force Attack Hydra [Classification: Brute Force Attack] [Priority: 3]

Star {TCP} 192.168.237.154:43188 -> 192.168.237.178:80

Problem started at 11:57:45 on 2024.09.12
Host: OPNsense
Severity: High

Figure 6.2.45 Hydra Brute Force Alert
Figure 6.2.45 shows the status of alert message contain with recommendation has been

success sent to the Network Administrator Star.
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«q TELEGRAM

Star

brute-force attacks.
4. Ensure that all systems on the network are
regularly updated with the latest security

patches to mitigate potential vulnerabilities.
1 M

Problem: <173>1 2024-09-12T11:57:46+00:00
OPNsense.localdomain suricata 15635 - [meta
sequenceld=15] [1:1:1] Brute-Force Attack Hydra
[Classification: Brute Force Attack] [Priority: 3]
{TCP} ->

Problem started at 11:57:45 on 2024.09.12
Host: OPNsense
Severity: High

Solution:

Description: The alert was triggered by a
potential brute-force attack using the tool Hydra
on the host OPNsense. The attack originated
from IP address and targeted IP
address over TCP port 80. This
is a serious issue as brute force attacks can lead
to unauthorized access to sensitive information
or resources on the target system. Immediate
action should be taken to investigate and
mitigate this security threat. R

Problem: <173>1 2024-09-12T12:08:52+00:00
OPNsense.localdomain suricata 15635 - [meta
sequenceld=12] [1:1:1] Brute-Force Attack Hydra
[Classification: Brute Force Attack] [Priority: 3]
{TCP} ->

Problem started at 12:08:51 on 2024.09.12

«d TELEGRAM

Star
T T T —

Problem: <173>1 2024-09-12T16:22:20+00:00
OPNsense.localdomain suricata 15635 - [meta

sequenceld=2] [1:1:1] Brute-Force Attack Hydra
[Classification: Brute Force Attack] [Priority: 3]

{TCP} ->

Problem started at 16:22:21 on 2024.09.12
Host: OPNsense
Severity: High

Solution:

Description: The intrusion detection system
(Suricata) on the OPNsense firewall detected a
Brute-Force Attack using Hydra tool. The attack
originated from the IP address

targeting port 80 on IP address b
The severity of this attack is classified as High.

Immediate Action Required:
1. Block the IP address from
accessing port 80 on IP address

2. Investigate the source of the attack and take
necessary actions to prevent further attacks.

3. Ensure all security measures are up to date to
prevent similar attacks in the future. O

Problem: 235ms

Problem started at 16:22:31 on 2024.09.12
Host: Switch

Severity: High

Operational data: 235ms

Original problem ID: 6389

Figure 6.2.46 Hydra Brute Force Alert-Telegram
In Figure 6.2.46 shows the brute force attack alert message that carries with recommended
solutions, and its severity is marked as high. The other type shows abnormally frequent
messages about switch ICMP response time status is in high 235ms and also a high severity

level.

6.3  Project Challenges

From the rusult of this NIDAS project has powerful detection capabilities and advantages, as
Zabbix itself can integrate with many external plugins. This brings many security tools
integration possibilities to this research to achieve high-security network protection. Although
this research can provide many integration functions, it also sets a high threshold for device

requirements. The device requirements will vary depending on the integration and deployment
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with Zabbix; in other words, the device determines the upper limit of integration and
deployment.There is also a hard requirement, since those are open-source tools, rich experience
and certain technical skills in IT are necessary. A significant concern is the security of the
monitoring system itself. In terms of deployment, because the IDS detection has pre set up 2
rules for Zabbix establish outgoing traffic to the paths 8.8.8.8 and 149.154.167.220, if an attack
comes from the DNS server, there is a potential serious risk of information monitored by
Zabbix being leaked. The use of public DNS servers (8.8.8.8) and specific IP addresses
(149.154.167.220) in the IDS setup could potentially expose the system to attacks originating
from compromised DNS servers. This configuration could lead to a serious vulnerability where
the very information Zabbix is monitoring could be leaked, compromising the entire security
infrastructure. Therefore, figure a good deployment plan is also that needs to be considered on
this project so that to achieve high level security protection. This highlights the importance of
carefully considering not just the capabilities of such a system, but also its own security
measures and potential vulnerabilities in its deployment.

The project's flexibility in integration opens up numerous possibilities for enhancing network
security. However, this flexibility comes with increased complexity in terms of hardware
requirements and technical expertise needed for implementation. The scalability of the system
is also directly tied to the capabilities of the hardware it's deployed on, which means that the
potential for integration and deployment is limited by the devices used. While the NIDAS
project offers powerful tools for network security, it also requires careful implementation and
ongoing management large environment to ensure that it doesn't introduce new vulnerabilities

while attempting to protect against existing ones.

6.4  Objective Evaluation

Based on the results, using Zabbix for network monitoring has proven quite successful in
environments facing web-application attacks, distributed denial of service (DDoS), port
scanning, and brute force attacks. Zabbix itself provides four integration methods, and this
project utilized SNMP service and Zabbix agent to achieve effective monitoring of networks
and servers. During DDoS attacks, Zabbix's monitoring of the switch's ICMP response time
through SNMP successfully captured high ICMP latency issues, promptly alerting network
security advisors. Additionally, the Zabbix agent monitoring the server's CPU usage indirectly

reflected OPNsense's intensive work in intrusion prevention.
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The integration with OPNsense successfully monitored and visualized intrusion detection data,
presenting threats and their quantities in a clear, real-time manner, enhancing Zabbix's overall
network monitoring capabilities. While Zabbix's network monitoring couldn't directly capture
brute force attacks, the integration with IDS allowed for real-time acquisition of intrusion
detection information through logs sent to Zabbix, which then informed network administrator.
Finally, the optimized alert messages carrying recommended solutions and specific network
attack information enabled network administrator to respond efficiently to attacks, significantly
reducing the impact of network attacks.

This comprehensive approach demonstrates the power of integrating various security tools and
monitoring systems. By combining real-time network monitoring, intrusion detection, and
intelligent alerting systems, the project has created a robust security infrastructure capable of

detecting, analyzing, and responding to a wide range of network threats quickly and effectively.

6.5 Concluding Remark

The NIDAS project has demonstrated the powerful potential of integrating Zabbix with various
security tools to provide a comprehensive and adaptable network security solution. The
combination of real-time monitoring, intrusion detection, and intelligent alerting systems
significantly enhances the capability to detect, analyze, and respond to various network threats
such as DDoS, brute-force attacks, and port scanning. However, while this project offers a high
level of security and flexibility, it also introduces complexity in terms of device requirements,
technical expertise, and the need for robust deployment plans to avoid creating new
vulnerabilities, particularly regarding the security of the monitoring system itself. Overall, the
project's success lies in its ability to provide high-level security protections, though it requires
careful planning and ongoing management to maximize its potential and maintain network

integrity.
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Chapter 7

Conclusion and Recommendation

7.1  Conclusion

In today's interconnected world, ensuring the security and reliability of computer networks is
critical for various industries. This project demonstrates the substantial benefits of integrating
Zabbix's monitoring capabilities with OPNsense's intrusion detection system to create a
comprehensive and robust Network Intrusion Detection and Alerting System (NIDAS). By
addressing the limitations of traditional IDS, such as excessive false positives, lack of
contextual insights, and dependence on predefined rules, this integrated solution provides
more accurate and efficient network security monitoring.

To overcome the limitations of traditional IDS, which often suffer from excessive false
alarms, a lack of contextual information, and a heavy reliance on predefined rules and
signatures. The combined capabilities of Zabbix and OPNsense enable deeper visibility into
network traffic and system performance, significantly enhancing threat detection. Zabbix's
data collection and performance analysis, combined with OPNsense’s traffic inspection based
on customizable rules, deliver a more holistic view of potential security incidents. This
correlation of data across both systems allows network administrators to respond more
effectively by identifying the root causes of issues and prioritizing their mitigation efforts.
Zabbix serves as the backbone of this system, providing robust capabilities for collecting and
analyzing network metrics, performance data, and system logs. This forms a solid foundation
for monitoring the overall health and performance of the network infrastructure. Meanwhile,
OPNsense inspects network traffic and detects potential intrusions based on customizable
rules and signatures. A key strength of the NIDAS project is its ability to prioritize alerts and
offer mitigation recommendations, allowing security teams to focus on the most critical
threats. By considering risk levels and leveraging combined network monitoring and
intrusion detection data, this system provides an optimized approach to incident response.
Moreover, the contextual intelligence it offers helps allocate resources more efficiently,
ensuring that high-risk threats are addressed promptly. Mitigation recommendations guide
teams in taking appropriate actions to contain and resolve incidents, minimizing damage and
ensuring business continuity, thereby reducing the impact of potential harm to a minimum.
Although the integration of Zabbix and OPNsense does not incorporate advanced machine

learning techniques, it still offers substantial improvements over traditional IDS methods,
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especially through the use of Deep Packet Inspection (DPI). Overall, this project successfully
demonstrates the potential of integrating network monitoring and intrusion detection tools to
strengthen an organization’s network security posture. By addressing the limitations of
traditional intrusion detection methods, providing intelligent alert prioritization, and offering
actionable mitigation strategies, the proposed solution enhances intrusion detection accuracy,
reduces false positives, and improves resource allocation for managing high-risk threats.
These advancements make NIDAS a powerful tool for protecting network infrastructures in

an increasingly interconnected world.

7.2  Recommendation

In today's complex network environment, ensuring system security and efficient operation is
crucial. First and foremost, improving deployment security is a pressing matter. Given the
potential security risks associated with using public DNS servers (such as 8.8.8.8) and
specific IP addresses, it is recommended to use private DNS servers or more secure
alternatives to minimize the risk of data exposure. Simultaneously, deploying additional
security measures like firewalls or traffic filtering for outgoing connections can further
protect against potential attacks. Secondly, planning for scalability to meet future needs is
essential. Careful planning of hardware and network resources, along with considering
investments in more powerful hardware, can fully support the integration potential of Zabbix
and its plugins without overwhelming system performance. This ensures that the system can
scale smoothly as demands grow. Thirdly, continuous exploration of automation and
optimization avenues is vital. By automating routine tasks and alerts, system performance can
be further enhanced. This may include automated load balancing, adaptive threshold setting
for alerts, and more sophisticated Al-driven insights through GPT integration. These
measures not only improve efficiency but also reduce the human error. Lastly, regular audits
and updates should not be overlooked. Implementing regular security audits and software
updates ensures that the system remains secure and efficient. This is particularly important
for open-source projects like Zabbix and OPNsense, where updates bring both new features
and critical security patches. By implementing these strategies, organizations can
significantly improve the security, performance, and reliability of their IT infrastructure. This
not only addresses current challenges but also lays a solid foundation for future technological

developments and business growth. Continuous focus on these aspects will help build a
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system environment that is both secure and efficient, providing strong support for an

organization's digital transformation.
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Appendix A

#!/ust/bin/env python3

import os
import time
from datetime import datetime

position_file = '/etc/last read position.txt'

current_date = datetime.now().strftime('%Y %m%ad")
log_file = f'/var/log/suricata/suricata_{current date}.log'

zabbix_server='192.168.237.178'
hostname="OPNsense'
key="ids.detect'

if os.path.exists(log_file):
last read position = 0
last read date =""
if os.path.exists(position_file):
with open(position_file, 't') as pos_file:
position_data = pos_file.read().strip().split(',")
if len(position_data) == 2 and position_data[0].isdigit():
last read position = int(position_data[0])
last read date = position_data[1]
if last read date != current date;
last read position =0
with open(log_file, 'r') as file:
file.seek(last read position)
new_lines = file.readlines()
if new_lines:
for line in new_lines:
print(line.strip())
os.system(f"/usr/local/bin/zabbix_sender -z {zabbix_server} -s {hostname} -k
{key} -o \"{line.strip()}\"")

with open(position_file, 'w') as pos_file:
pos_file.write(f" {file.tell()},{current date}")
else:
exit(0)
else:
print("Log file does not exist")
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Appendix B

#!/bin/sh
# Sleep for 30 seconds to ensure all services are up
sleep 30

PIDFILE="/tmp/ids.pid"

while true; do
if[ -f SPIDFILE | && kill -0 $(cat SPIDFILE) 2>/dev/null; then
sleep 0.5
continue
fi

/usr/local/bin/python3 /usr/local/bin/ids.py &
echo $! > $PIDFILE

sleep 0.5
done
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Appendix C

import mysql.connector
import json

def'load last processed clock():
try:
with open('last_processed clock.json', 't') as file:
data = json.load(file)
return data.get('last_clock’, 0)
except FileNotFoundError:
return (

def save last processed clock(last clock):
with open('last_processed clock.json', 'w') as file:
json.dump({'last_clock': last clock}, file)

db_config = {
'user': 'zabbix1',
'password'": 'starstar77',
'host': '127.0.0.1",
'database': 'zabbix'

}

conn = mysql.connector.connect(**db_config)
cursor = conn.cursor()

last processed clock = load last processed clock()

query = "SELECT clock, value FROM history log WHERE clock > %s"
cursor.execute(query, (last processed clock,))

new_records = cursor.fetchall()
new_value count = len(new_records)
if new_records:
last processed clock =new_records[-1][0]
save last processed clock(last processed clock)

print(f"'value' : {new_value count}")

cursor.close()
conn.close()
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Appendix D

var Telegram = {
token: null,
to: null,
message: null,
proxy: null,
parse_mode: null,

escapeMarkup: function (str, mode) {
switch (mode) {
case 'markdown":
return str.replace(/([_*\[])/g, "\$&');
case 'markdownv2":
return str.replace(/([_*\[\][O~>#+\-=|{}.1])/g, \\$&");
case 'html":
return str.replace(/<(\s|[*a-z\/])/g, '&It;$1');
default:
return str;
H

5

callChatGPT: function (prompt) {

var apiKey = ‘<API key>’;

var apiUrl = 'https://api.openai.com/v1/chat/completions";

var data = {
model: 'gpt-3.5-turbo’,
messages: [{"role": "user", "content": prompt}],
max_tokens: 200

53

var request = new HttpRequest();

request.addHeader('Content-Type: application/json');
request.addHeader('Authorization: Bearer ' + apiKey);

var response = request.post(apiUrl, JSON.stringify(data));
try {
response = JSON.parse(response);
if (response.choices && response.choices.length > 0) {
return response.choices[0].message.content.trim();
} else {
throw 'Invalid response from ChatGPT";
}
} catch (error) {
throw 'ChatGPT API call failed: ' + error;

}
i

sendMessage: function () {
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var params = {
chat id: Telegram.to,
text: Telegram.message,
disable web page preview: true,
disable notification: false
s
data,
response,
request = new HttpRequest(),
url = 'https://api.telegram.org/bot’ + Telegram.token + '/sendMessage';

if (Telegram.parse_mode !==null) {
params['parse_mode'] = Telegram.parse _mode;

}

if (Telegram.proxy) {
request.setProxy(Telegram.proxy);

}

request.addHeader('Content-Type: application/json');
data = JSON.stringify(params);

// Remove replace() function if you want to see the exposed token in the log file.

Zabbix.log(4, '[Telegram Webhook] URL: ' + url.replace(Telegram.token,
'<TOKEN>'));

Zabbix.log(4, '[Telegram Webhook] params: ' + data);

response = request.post(url, data);

Zabbix.log(4, '[Telegram Webhook] HTTP code: ' + request.getStatus());

try {
response = JSON.parse(response);

}

catch (error) {
response = null;

}
if (request.getStatus() !== 200 || typeof response.ok !=='boolean' || response.ok !== true)
{
if (typeof response.description === 'string') {
throw response.description;
}
else {
throw 'Unknown error. Check debug log for more information.';
}
}
}
¥
try {
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var params = JSON.parse(value);

if (typeof params.Token === 'undefined') {
throw 'Incorrect value is given for parameter "Token": parameter is missing';

}

Telegram.token = params.Token;

if (params.HTTPProxy) {
Telegram.proxy = params.HTTPProxy;

}

params.ParseMode = params.ParseMode.toLowerCase();

if (['markdown’, 'html', 'markdownv2'].indexOf(params.ParseMode) !== -1) {
Telegram.parse_mode = params.ParseMode;

}

Telegram.to = params.To;
Telegram.message = params.Subject + "\n' + params.Message;

if (['markdown’', 'html', 'markdownv2'].indexOf(params.ParseMode) !== -1) {
Telegram.message = Telegram.escapeMarkup(Telegram.message, params.ParseMode);

}

var chatGPTPrompt = 'Problem: ' + params.Subject + "\nDetails: ' + params.Message;
var chatGPTSolution = Telegram.callChatGPT(chatGPTPrompt);

Telegram.message += "\n\nSolution:\n' + chatGPTSolution;
Telegram.sendMessage();

return 'OK’;

}

catch (error) {
Zabbix.log(4, '[Telegram Webhook] notification failed: ' + error);
throw 'Sending failed: ' + error +'.";

}
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Supervisor: Dr. Gan Ming Lee

Project Title: Network Intrusion Detection and Alert System

1. WORK DONE
[Please write the details of the work done in the last fortnight.]

Success Integrate Zabbix and OPNsense

2. WORK TO BE DONE

Trigger alert and send alert message with recommendation

3. PROBLEMS ENCOUNTERED

How GPT can get achieve the problem event, where is the problem event storing

4. SELF EVALUATION OF THE PROGRESS

The progress is working fine.
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1. WORK DONE
[Please write the details of the work done in the last fortnight.]

Success setup the trigger alert and dashboard

2. WORK TO BE DONE

Achieve integrate API with GPT to get recommendation

3. PROBLEMS ENCOUNTERED

To find the path of problem event, is in mysql database but need to figure out how to
access into it

4. SELF EVALUATION OF THE PROGRESS

The progress is working fine.

G
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1. WORK DONE
[Please write the details of the work done in the last fortnight.]

Achieve integrate API with GPT to get recommendation

2. WORK TO BE DONE

Implementation and system testing finish

3. PROBLEMS ENCOUNTERED

Define and self evaluate rules

4. SELF EVALUATION OF THE PROGRESS

The progress is working fine.
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1. WORK DONE
[Please write the details of the work done in the last fortnight.]

Implementation and system testing finish

2. WORK TO BE DONE

Report need to finish

3. PROBLEMS ENCOUNTERED

Try to do the brute borce attack environment

4. SELF EVALUATION OF THE PROGRESS

Too much report, is unexpected
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AFFILIATIONS

UNIVERSITY TUNKU ABDUL
RAHMAN (UTAR)

1

INTRODUCTION

This thesis proposes an
integrated network
monitoring and intrusion
detection system. It combines
Zabbix and IDS techniques to
address limitations of
traditional NIDS. It provides
automated mitigation
recommendations and a user-
friendly interface for
visualizing network traffic,
alerts, and recommendations.

3

METHODOLOGY

The seamless integration of OPNsense IDS, Zabbix, and GPT through
API creates a robust, intelligent, and responsive network monitoring
and alerting system. This setup not only ensures efficient real-time

threat detection and network traffic analysis but also empowers
network administrators with instant alerts and tailored
recommendations. By leveraging advanced tools and automation, the
system optimizes network security management, providing a forward-

thinking solution for proactive defense and decision-making in dynamic

network environments.

2

OBJECTIVE

To Setup a network
monitoring system using
Zabbix

To integrate into the system
with network intrusion
detection capabilities

To provide alert and
mitigation recommendations
in the event of an intrusion
occurs
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4

RESULTS

The integrated platform aims to
enhance intrusion detection
accuracy, reduce false
positives, and strengthen an
organization's cybersecurity
defenses. The successful
implementation of this system
will improve the effectiveness
of network security monitoring
and incident response
processes.

5

CONCLUSION

By addressing the limitations
of traditional approaches and
providing intelligent alert
prioritization and mitigation
recommendations, the
proposed solution contributes
to improving the accuracy and
efficiency of intrusion
detection, reducing false
positives, and enabling more
effective resource allocation to
address high-risk threats.
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