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ABSTRACT

In the quickly developing field of robotics and human-robot interaction (HRI), it is crucial for
robots enable to recognize and react to human gestures in real-time. This study describes the
creation and application of a real-time hand gesture detection system intended using TurtleBot3
Burger in Humble version to improve HRI's effectiveness and naturalness by leveraging recent
developments in Robot Operating System (ROS2), computer vision, sensing, machine/deep
learning, and Internet of Things (IoT). The system supports navigation and delivery tasks,
monitors environmental temperature and humidity, captures images or records videos for

surveillance and security, and integrates with Telegram for remote monitoring and alerts.

To capture the finer details of hand gestures and ensure its supported functionality, the
suggested system uses a multi-modal method that integrates data from laptop and raspberry pi
cameras, and sensors such as LIDAR and DHT22. Robots can now understand a variety of
gestures by detecting the number and sequence of open and closed fingers, thanks to the
system's robust and accurate gesture detection, which is made possible by a carefully curated
dataset and cutting-edge deep neural networks. Low latency between gesture input and robot
reaction is made possible by effective model optimization and parallel processing, which gives
the system its real-time characteristics. For fluid and interactive HRI situations including
collaborative activities, assistive robotics, and entertainment applications, this real-time
capacity is essential. The design architecture of the system, data pretreatment methods, and
deep learning models used are discussed in the study, with an emphasis on the model's
adaptation to various robot platforms and situations. Robots will be able to respond to human
cues more contextually if natural language processing (NLP) techniques are incorporated to
improve the contextual comprehension of gestures [2]. The system's great accuracy and
robustness have been demonstrated through thorough testing in a variety of HRI settings. It has
prospective applications in fields including home services, education, manufacturing, business,

and entertainment where human-robot interaction must be natural and intuitive.

In summary, the created real-time hand gesture detection system is a significant development
in the field of HRI, allowing efficient and smooth communication between people and robots
to bridge the gap between them. Its versatility and precision enable a wide range of real-world

applications, potentially transforming how humans and robots collaborate and interact.
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CHAPTER 1

Chapter 1

Introduction

New opportunities for human-robot interaction (HRI) have emerged because of the integration
of robots into a variety of facets of our life, from manufacturing, business, and education to
entertainment and daily help. But to fully take advantage of these interactions, it is crucial to
create clear and effective channels of communication between humans and robots. In order to
meet this demand, real-time gesture recognition systems have emerged as a potential option,
allowing people to communicate with robots through simple hand gestures. The goal of this
project is to create a real-time gesture recognition system for human-robot interaction using
cutting-edge robotics, computer vision, 10T, and deep learning techniques. The system intends
to improve human-robot communication across a variety of disciplines in terms of simplicity,

security, and effectiveness.

1.1  Problem Statement and Motivation
Problem Statement
The issue at hand is on the necessity to develop a reliable and effective real-time gesture

detection system that can be easily included into scenarios of human-robot interaction.
The main difficulties and issues with this project are as below:

1. Recognition of gestures Accuracy
Creating and putting into practice a hand gesture recognition algorithm or model that
can reliably and accurately identify a variety of user-performed gestures. This covers
hand movements produced in various lighting environments, hand orientations, and
hand shapes.

2. Real-Time Performance
Making sure the gesture recognition system runs quickly and in real-time. For genuine
and responsive interactions between humans and robots, real-time performance is

essential.
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3. User Interface and Feedback
Creating an intuitive user interface for gestural communication with the robot. Giving
people feedback to verify that the system comprehends their motions and the robot's
activities.

4. Gesture-to-Action Mapping
The creation of a sophisticated mapping system that converts recognized gestures into
useful robot actions or responses such as navigation and delivery tasks, monitoring
environmental temperature and humidity, capturing images or recording videos for
surveillance and security, and integrating with Telegram for remote monitoring and
alerts. This entails specifying the necessary responses for each motion recognized and

making sure the system is responsive.

Motivation

Several important variables and objectives are what spur the development of a real-time
gesture recognition system for human-robot interaction. Systems for human robot interaction
try to make human-robot interaction feel as natural and intuitive as feasible. Humans
communicate primarily through gestures and incorporating them into interactions with robots
enables users to express their intentions and directions more organically.

The user experience can be improved through gesture-based interaction since it makes
controlling and interacting with robots more enjoyable and user-friendly. Increased user
happiness and robotic technology acceptance may result from this. Robots can be more usable
for people who have physical limitations or have trouble utilizing conventional input methods
(such keyboards or touchscreens) thanks to gesture recognition. It makes it possible for those
who might have trouble speaking or moving around to communicate with robots efficiently.

Real-time gesture recognition can increase safety in situations where humans and robots
interact closely, like in home services or manufacturing, business, and education facilities.
Accident risk can be decreased by users being able to quickly issue commands or warnings to
robots. Particularly in circumstances when verbal communication is difficult or impracticable,
gestures can be an effective means of communicating instructions or giving robots feedback.
This may result in increased task productivity and efficiency.

Gesture recognition offers a level of immersion and interaction to entertainment and
gaming apps. In virtual settings, players can manipulate items or characters by using their own

hands or bodies. With applications in computer vision, deep learning, robotics, loT, and
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human-computer interaction, gesture recognition technology is a vibrant area of research and

innovation. Real-time system development fosters development in these areas.

1.2 Research Objectives
The project's main objective is to develop a real-time gesture recognition system for
human-robot interaction (HRI), which enables intuitive and effective communication

between humans and robots using natural hand signals.

The project can be divided into several sub-objectives, each addressing a specific aspect of the
development and deployment of the gesture recognition system, helping to achieve the main

objective:

Accuracy of Gesture Recognition:
1. To develop and implement a deep learning-based gesture recognition model that can
properly identify a variety of hand gestures.

2. To collect and prepare a broad collection of gestures for training and validation.

Real-Time Performance:
3. To reduce processing and response times by optimizing the gesture recognition system

for real-time performance.

User Interface and Feedback:
4. To create and build a user-friendly interface that enables people to communicate with
the robot using gestures.
5. To implement feedback methods to give users confirmation and feedback on their

gestures and the activities the robot takes.

Gesture-to-Action Mapping:
6. Todevelop an intelligent mapping system that translates recognized gestures into useful
robot actions or reactions.
7. To define and put into practice the relevant actions for each gesture that has been
identified.

Bachelor of Information Technology (Honours) Computer Engineering
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1.3 Project Scope and Direction

This project's goal is to design, develop, and implement a real-time gesture detection system
for human-robot interaction (HRI) employing cutting-edge robotics, computer vision, 10T, and
deep learning techniques. The system attempts to make it possible for people and robots to
communicate naturally and effectively through hand and body gestures. The following crucial

elements are included in the project:

1. Gesture Recognition
The precise identification of a wide range of hand gestures and signals. The system
ought to be able to recognize gestures reliably in a variety of locations and lighting
situations.

2. Real-Time Performance
Ensure responsive interactions between users and robots, the gesture recognition
system will run in real-time with little latency.

3. User Interface and Feedback
Enable interaction with the robot through gestures, a user-friendly interface will be
created. Users will receive feedback from the system to confirm that the robot has
understood their motions and activities.

4. Gesture-to-Action Mapping
Convert recognized gestures into useful robot actions or reactions, a sophisticated
mapping system will be created. This entails determining the proper course of action

and making sure the system is responsive.

1.4  Contributions

Our investigation and evaluation validate the viability of the proposed methodologies and
features for real-time gesture recognition in human-robot interaction (HRI). Firstly, the
integration of multi-modal data sources, including laptop and raspberry pi cameras, and sensors
such as LIDAR and DHT22, proves effective in capturing nuanced hand gestures, laying a
foundation for robust gesture recognition system that supports navigation and delivery tasks,
monitors environmental temperature and humidity, captures images or records videos for
surveillance and security, and integrates with Telegram for remote monitoring and alerts.
Secondly, the implementation of cutting-edge deep learning models enables accurate and real-
time gesture detection, enhancing the responsiveness and effectiveness of HRI systems.

Thirdly, the development of an intuitive user interface and feedback mechanisms fosters
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seamless communication between humans and robots, further enhancing the user experience
and usability of the system.

The experiment and analysis confirm the improvements in Human-Robot Interaction. It
improved connection between humans and robots through the use of instinctive and natural
gestures. By improving the entire user experience by making it more accessible and user-
friendly, particularly in situations where users might lack technical expertise. Secondly, it
expanded robotic versatility. By allowing robots to recognize gestures and understand and
respond to non-verbal cues, the variety of jobs and applications where robots can be used
efficiently is being increased. Thirdly, its inclusivity and accessibility are enhancing how
people with physical limitations or those unable to communicate using conventional methods
connect with robotics and technology. Fourthly, its efficiency and security. By enabling real-
time gesture-based instructions and cautions to be sent from humans to robots in collaborative
contexts, safety is increased. It is also enhancing the effectiveness of collaboration between
humans and robots in fields like manufacturing, business, and education. Fifthly, it contributed
to games and entertainment too. It is enhancing interactive entertainment and gaming by giving
users the ability to manipulate real-world or virtual robots with gestures. It is also designing
engrossing virtual reality (VR) and augmented reality (AR) experiences. Lastly, developmental
and Research. Supporting study in the fields of robotics, deep learning, computer vision, IoT,
and human-computer interaction (HCI) and giving algorithms and models for gesture
recognition useful datasets and benchmarking opportunities.

1.5 Report Organization

The details of this research are shown in the following chapters. The introduction segment
offers a broad perspective of the project's aims, outlining the objectives and scope in chapter
1. Following this, Chapter 2 reviews some related backgrounds delve into existing research and
technologies relevant to gesture recognition systems, providing a foundation for the proposed
approaches. Then, In Chapter 3, the proposed methodology and approach are detailed,
encompassing project phases and the utilization of the Embedded Development Life Cycle
(EDLC) model. System design, architecture, and various diagrammatic representations like use
case and activity diagrams are also discussed. Furthermore, Chapter 4 presents the detailed
design of the gesture recognition system, including system block diagrams, and the design of
circuits and their interactions. Specifications of hardware such as TurtleBot3 Burger, raspberry

pi, and OpenCR, firmware like Ubuntu and Robot Operating System 2 (ROS2), and software
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components such as visual studio codes, OpenCV, and Nav2 Simple Commander are also
outlined. Chapter 5 describes the practical setup and integration of the system, including
hardware and software setup, connections between the PC and TurtleBot3, SLAM, navigation,
and system operations, along with challenges faced during implementation. Chapter 6 evaluates
the system's performance through testing, discusses the challenges encountered, and assesses
whether the project's objectives have been achieved. Lastly, Chapter 7 is concluding the report
which delineates the development process, including data pre-processing, model training
architecture building, and data training phases. It also synthesizes the project's findings,
proposes future directions, and offers closing remarks. Through this structured approach, the
report aims to provide a clear understanding of the project's progression, methodologies

employed, and outcomes achieved.
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Chapter 2

Literature Review

2.1 Previous Works on Introduction to Gesture Recognition

In recent times, the utilization of human movements, especially hand gestures, has become
increasingly prominent in the realm of Human-Computer Interaction (HCI). This advancement
has spurred extensive research efforts focused on modelling, analyzing, and identifying hand
gestures. The techniques developed within HCI have wide-ranging applications in areas such

as surveillance, robot control, and teleconferencing.

Detecting gestures is a complex undertaking involving various aspects like motion
modelling, motion analysis, pattern recognition, and machine learning. It even incorporates
studies from the field of psycholinguistics. Within the discipline of studying and interpreting
human motion, there are already numerous comprehensive survey papers accessible. In this
literature review, there will be some developed projects being reviewed. The first developed
project is a degree project “Hand Gesture Detection and Recognition System [19]” which
completed by a Master student of computer engineering, Muhammd Inayat Ullah Khan and the
second project “Hand Gesture Recognition [20]” also completed by students which are Jerald
Siby and Hilwa Kader. The third project is “EMG-Based Dynamic Hand Gesture
Recognition Using Edge Al for Human—Robot Interaction [17]” by E. Kim, J. Shin, Y.
Kwon, and B. Park. While the fourth project is “Virtual Reality-Based Interface for
Advanced Assisted Mobile Robot Teleoperation [18]” by J. E. Solanes, A. Muibz, L. Gracia,

and J. Tornero.
2.1.1 Review of equipment
Review of hardware platform
In the project of Muhammd Inayat Ullah Khan, the hardware used is a webcam system

and a 2.8 GHz processor Computer system.

As a summary for the webcam system, the specifications required for this project are listed

below:
Bachelor of Information Technology (Honours) Computer Engineering
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Table 2-1 Specifications required for the webcam system.

Specifications

Descriptions

Resolution

640 x 480

Video frame rate

30fps @ 640 x 480

Pixel depth

Minimum 1,3 Mega pixels

Connection port

USB

The webcam was attached to the computer through a USB connection and was set to
continually capture frames. Users just needed to pick the correct algorithm technique button on
the interface to record a certain frame, and the system would then recognize the hand in that
specific frame. The webcam collected color photos, which were then converted to grayscale
format. The decision to work in grayscale was inspired largely by the increased computing load

associated with processing color photographs.

In the project of E. Kim, J. Shin, Y. Kwon, and B. Park, the hardware used is a critical

component of the system designed for dynamic hand gesture recognition in human-robot

interaction (HRI).

As a summary for the system designed, the specifications required for this project are listed

below:

Table 2-2 Specifications required for third project.

Specifications

Descriptions

Industrial Robot Arm (UR3)

Six-axis joint robot arm, Maximum
payload as 3 kg and the maximum

working radius as 500 mm.

Gripper (Robotiq 2F-140)

Two fingers to grasp and manipulate

objects, each 140 mm wide.

EMG Sensor (Myo Armband)

Eight surface EMG electrodes, Nine-
axis inertial measurement unit (IMU)
composed of a three-axis accelerometer,
three-axis gyroscope, and three-axis

magnetometer.
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Embedded Environment (NVIDIA Jetson | Designed for edge Al applications and
Nano) capable of running Ubuntu 18.04, Have
GPU acceleration capabilities, which are

beneficial for deep learning and Al tasks.

The Universal Robot UR3, a small robotic arm created for collaborative purposes, is
used in the investigation. The selection of this hardware demonstrates how useful the system
is for actual industrial applications. A commercially accessible EMG sensor called the Myo
armband is used to record surface electromyography signals from the user's forearm. The Myo
armband supports the ROS package, which makes system integration easier, and is lightweight,
making it suited for wearable applications. The embedded environment for the suggested
system is the NVIDIA Jetson Nano developer kit. The selection of the Jetson Nano fits with

the paper's focus on edge Al for in-the-moment EMG signal processing.

Overall, the hardware platform used for the research article is appropriate for the
study's objectives. It combines an edge Al platform, a wearable EMG sensor, and a powerful
industrial robot arm and gripper. Data integration is made simpler by the Myo armband's
interoperability with the ROS package, while the NVIDIA Jetson Nano offers the necessary

processing power for real-time gesture detection.

In order to design a system for dynamic hand gesture detection in human-robot
interaction, practical and functional considerations were taken into account when choosing the
hardware. It guarantees that the system can be put to use in actual situations, especially in
industrial settings where accuracy, efficiency, and real-time control are crucial.

In the project of J. E. Solanes, A. Mufbz, L. Gracia, and J. Tornero, the following
hardware specifications and components are mentioned or implied as being required for the

teleoperation system.

As a summary for the teleoperation system, the specifications required for this project are listed

below:
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Table 2-3 Specifications required for the teleoperation system.

Specifications Descriptions

Oculus Quest 2 VR Headset 6 GB of RAM, a Quadcomm

Snapdragon XR2 processor, an LCD
screen with a resolution of 1832 x 1920
pixels per eye, and standalone

capabilities.

Xbox Wireless Controller (Gamepad) Utilized for virtual and actual robot
control. The VR headset and gamepad
pair together to create Bluetooth

connection.

Turtlebot3 Burger (Mobile Robot) Featuring two servos. The 360° LiDAR
sensor (LDS) for environmental sensing,
the Raspberry Pi-3 for high-level
control, the OpenCR (32-bit ARM
Cortex-M7) embedded controller for
robot control, and the Dynamixel

XL430-W250-T for the wheels.

While these are the hardware elements specifically listed, other hardware elements,
such as power supplies, communication cables, and any required adapters to assure
compatibility between the components, can also be needed for the configuration. Additionally,
the precise versions of the VR headgear (Oculus Quest 2) and gamepad (Xbox Wireless
Controller) are specified, so it's crucial to use these models—or suitable substitutes—for the

system to function as intended.

2.1.2 Review of programming language

In the project of Muhammd Inayat Ullah Khan, the programming language used is C++.
C++ was used to develop this project is because the given the time limits and complexities
associated with creating a system in C++ will be shorter. Besides, This prototype prioritized

detection performance optimization. The system was built to accept a broad variety of inputs
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with varied sizes and picture resolutions. The emphasis was on building a rigorously
programmed and extensively documented system to ease future growth.

C++ is a flexible middle-level programming language that was established in 1979 by
Danish computer scientist Bjarne Stroustrup while working at Bell Laboratories USA. A
middle-level programming language, for those unfamiliar, incorporates characteristics of both
low-level and high-level programming languages. C++'s origins may be traced back to the C
programming language, which was widely used in system programming and Unix-based
operating systems. C++ has developed as one of the most widely used programming languages
during the course of its existence. Its applications are many, spanning gaming, robotics,
finance, and scientific computing [4].

In the project of Jerald Siby and Hilwa Kader, the algorithm was implemented in
MATLAB programming language [5]. MATLAB is a high-level programming language for
engineers and scientists that allows them to easily express matrix and array mathematics.
MATLAB may be used for every aspect, from basic interactive instructions to constructing
large-scale systems. Benefits using MATLAB develop project are vectorized operations, user
friendly, expandable functionality, simple math annotations [6].

The system's implementation language is not stated directly in the research article titled
“EMG-Based Dynamic Hand Gesture Recognition Using Edge Al for Human-Robot
Interaction”. However, it is likely that the authors utilized a combination of the following
programming languages and libraries given the context and accepted procedures in the fields
of machine learning, robotics, and edge Al. Python is a popular programming language for
applications involving deep learning and machine learning. It provides a huge ecosystem of
tools and packages, including scikit-learn, pytorch, and tensorflow, which are frequently used
to build neural networks and analyze EMG data. Google created the open-source deep learning
framework known as TensorFlow. It is a popular alternative for implementing deep learning
models, particularly convolutional recurrent neural networks (CRNNSs), because it offers tools
for creating and training neural networks.

Robot Operating System (ROS) is a versatile platform for developing robot software.
Although not a programming language in and of itself, developing robot control and
communication modules frequently entails using Python and C++. Python and C++ were
probably used for ROS-related programming, as the publication references ROS for controlling
the robot. NVIDIA GPUs may have been utilized for deep learning projects if GPU acceleration

was used (which is typical for computationally heavy workloads). CUDA is a parallel
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computing platform and API. Linux Shell scripts, such as Bash scripts, are frequently used
when working with embedded systems like the NVIDIA Jetson Nano for setting up and
configuring the system, managing dependencies, and automating activities [1].

The system's implementation language is not stated directly in the research article
titled “Virtual Reality-Based Interface for Advanced Assisted Mobile Robot Teleoperation”.
Typically, in robotics and virtual reality applications, a combination of programming languages
and frameworks is used to achieve the desired functionality. Thus, the programming languages
used in this project will be quite similar to the previous projects which are Python, C++ and
ROS. However, there are some different programming languages should be used such as
Unity3D and Unreal Engine, Java, and Web Technologies. The creation of VR worlds and
simulations frequently makes use of these game development engines. They offer scripting and
development support for C# (Unity3D) and C++ (Unreal Engine). Due to its prominence as the
primary programming language for Android app development, Java may be utilized for VR
applications that run on Android. HTML.5, JavaScript, and WebGL can be used to build web-
based VR applications that enable users to interact with VR content in web browsers [3].

2.1.3 Review of algorithms and techniques

In the project of Muhammd Inayat Ullah Khan, the hand gesture recognition system
was divided into 3 modules which are Preprocessing, Feature extraction of the processed image
and Real time classification. Preprocessing mainly consists of 4 steps which are Skin
Modelling, Removal of Background, Conversion of RGB to binary and Hand Detection. After

these steps were prepared, then diagonal Sum and other algorithms only can be calculated.

RGB: The basic colors of the RGB color paradigm are represented by RGB, which stands for
red, green, and blue. This model works on an additive concept, combining various quantities
of red, green, and blue light to produce a broad range of colors. It is critical to understand in
RGB image processing that an RGB image is basically a composite of three independent
grayscale images, each corresponding to the intensity of red, green, and blue light [7].

After Preprocessing, the algorithm implemented in Muhammd Inayat Ullah

Khan’s project is:
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Table 2-4 Algorithm implemented in Muhammd Inayat Ullah Khan’s project.

Names

Description

Row vector algorithm

A row vector is defined as a single row of
numerical values with a resolution of 1*Y,
where Y is the total number of columns in the
picture matrix. Each element in this row vector
represents the sum of the corresponding
column elements in the matrix. It essentially
condenses the data from each column into a

one-dimensional representation.

Edging and row vector passing

After converting a picture from RGB to
grayscale format, where each pixel is
represented by a brightness or darkness value.
There are two techniques for defining pixel
brightness: the "Double" class, which uses
floating-point values between 0 and 1, and the
"unit8" class, which uses integers from 0 to
255. The "unit8" class uses less storage space.
The text mentions edge extraction with a
threshold of 0.5 to reduce noise after grayscale
conversion. The bordered picture generates a
row vector, which is utilized as input for
training a neural network (NN) to categorize
movements. To express this algorithm in
mathematics,

Input to NN= Row vector [Edge

(Grayscale image)]
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Mean and standard deviation of edged | The mean, denoted as p (mu), is calculated by
image summing up all the pixel values within a matrix
and then dividing this sum by the total number
of values in the matrix. Mathematically, this can

be expressed as:

Xm = Z Xi/n
i=1

While Standard Deviation 1s:

= xm)?

n
Mathematically, the input provided to the
neural network is defined as follows: Input to
NN= Mean (Edge (Binary image)) + S.D (Edge
(Binary Image))

Diagonal sum algorithm The binary picture format saves image data as a
matrix but only permits two unique colors:
black and white, with no intermediate shades. It
assigns the value 0 to black pixels and the value
1 to white pixels. The system then computes
the sum of all the elements in the matrix along
each diagonal in the following stage. The real-
time input delivered to the system may be

described mathematically as follows:

u
Xi= Z Diagonals
(=1

In the project of Jerald Siby and Hilwa Kader, coding approaches was used to read,
display, convert the image. The image was captured using the Image Processing Toolbox in

MATLAB. Before begin programming, must first acquire information about the attached
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camera. The ‘imaghwinfo' command (which stands for image acquisition hardware
information) is used to do this. It should be noted that one adapter may be connected to several
devices. To correctly recognize the camera, the device's ID must be obtained. In the MATLAB
command window, use 'imaghwinfo('winvideo')' to do this. The programme defines the number
of frames per trigger and the frame capture intervals. When the specified frame is obtained, the
image is recorded using the webcam. Some examples of basic commands used was listed
below:

Table 2-5 Basic commands used in the project of Jerald Siby and Hilwa Kader.

Commands Description
Imread Read an image
Imshow Display an image
Imagqreset Reset the camera
rgb2gray Convert a color image to
gray2rgb Convert a gray scale image to color
image

Electromyography (EMG) signals and edge Al approaches are proposed in the research
paper titled "EMG-Based Dynamic Hand Gesture Recognition Using Edge Al for Human-
Robot Interaction” to create a system for dynamic hand gesture identification. In this study, the
Convolutional Recurrent Neural Network (CRNN) is the main approach employed.
Convolutional Recurrent Neural Networks (CRNNS) are a class of deep learning models that
combine the sequential modelling capabilities of RNNs with the feature extraction capabilities
of CNNs. In this study, hand gesture recognition using EMG signal processing using CRNNS.
Convolutional layers, activation functions, pooling layers, fully linked layers, a gated recurrent
unit (GRU) layer, and a Softmax output layer make up the CRNN architecture.

The Myo armband's EMG data are pre-processed before being sent into the CRNN model.
The EMG data are normalized using min-max normalization, according to the paper, which
adjusts the data to a range between 0 and 1. Following that, the EMG data are reorganized into
a two-dimensional format with dimensions of 50 x 8. The CRNN model is trained using this
pre-processed data as input features. The research focuses on edge Al, which employs an
embedded board (NVIDIA Jetson Nano) to process Al rather than using standalone personal
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computers. An embedded system is the best option when need processing that is lightweight,
reliable, and quick, especially in the context of smart factories and real-time robot control.

In summary, for dynamic hand gesture detection utilizing EMG signals, the paper uses
cutting-edge deep learning techniques, notably CRNN. The authors use examples of live
human-robot interaction to show the efficacy of this method. They also stress the significance
of edge Al for applications in smart manufacturing and robotics since it enables lightweight,
real-time processing. The transferability of the trained model to new users is also highlighted
in the research, demonstrating its potential for expanded application in human-robot interaction
systems.

The journal article “Virtual Reality-Based Interface for Advanced Assisted Mobile
Robot Teleoperation” does mention the use of a potential field-based navigation method for
mobile robot control, which is a significant algorithmic component in this context. It is
renowned for being both straightforward and successful at avoiding obstacles. It might,
however, be constrained in complicated situations that contain tight spaces or moving
obstructions. More information regarding the precise settings and tweaking applied to this
algorithm in their system may have been supplied in the article. Since the article's main focus
is on the VR interface and usability study, it doesn't provide a thorough examination of cutting-
edge robotics or VR-related algorithms or methodologies. The particular application and the
hardware capabilities of the robot are frequently taken into consideration while choosing an

algorithm.

2.1.4 Review of application of Gesture Recognition

1. Hand gesture recognition technology is used to operate robotic arms and other gear,
allowing for natural human-machine interaction.

2. This technology may be linked into security systems, where unique hand gestures can
be used to access lockers or safes, so improving security.

3. Hand gesture-controlled phones, such as dumb assistance phones, can be deployed in
public areas and offices, allowing both people with disabilities and the general public
to use them.

4. The system's capabilities can be expanded to help deaf people communicate. VVoice-to-
text translation allows a deaf or mute person to connect with those who can hear and

speak, bridging communication gaps.
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As explained in the research paper "EMG-Based Dynamic Hand Gesture Recognition
Using Edge Al for Human-Robot Interaction,” the use of gesture recognition is an essential
part of human-robot interaction (HRI) technology in a variety of fields, particularly in industrial
settings and smart factories. For examples, Smart Factories and Industrial Automation, Robotic
Control, Gripper Control, Human Work Augmentation, Rehabilitation and Assistance, Edge
Al Implementation, and Universal Gesture Classification. Gesture recognition has several uses
in scenarios including human-robot interaction, smart manufacturing, and industrial
automation. Control systems are made easier to use, human-robot interaction is improved, and
manufacturing processes are more productive and safer as a result. Additionally, the adoption
of edge Al for gesture detection fits with the need for quick, reliable, and portable solutions in

robotics and industrial applications.

2.2 Review of challenges, issues, and limitations

The research paper "EMG-Based Dynamic Hand Gesture Recognition Using Edge Al
for Human—Robot Interaction™ presents an innovative approach to gesture recognition, but it
also acknowledges several challenges, issues, and limitations. Even for the same person doing
the identical motion, EMG signals might differ greatly from person to person. The development
of a reliable and comprehensive system for gesture recognition is complicated by this
variability. The paper uses a single Myo armband sensor, which limits the number of muscles
and data points that can be monitored. Using multiple sensors could enhance the system's

ability to capture complex gestures accurately.

The one of the limitations for the journal article discuss the development of a virtual
reality (VR)-based interface for the teleoperation of mobile robots is the usage of a LIDAR
sensor on the robot for obstacle detection. The fact that the quality of the teleoperation
experience is highly dependent on the accuracy and field of view of the sensors presents one
of the obstacles in VR-based teleoperation. LIDAR sensors might not be able to detect

transparent or reflecting objects in some settings.

The common challenges, issues, and limitations are Gesture Recognition Reliability,
Latency and Real-Time Control, Hardware Requirements and Limited Real-World Testing.
Although it is not covered in detail in the article, if gesture recognition were to be added to the
VR interface, it would run into problems with accurately recognizing user gestures. Accurate

recognition can be impacted by a variety of factors, including lighting, occlusions, and human
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variation in gesture execution. Real-time processing and control are essential for industrial and
robotic applications. Safety and efficiency issues could arise from slow gesture detection.
Although appropriate for lightweight processing, edge Al platforms may have hardware
restrictions that slow down and impair identification performance. The choice and optimization
of hardware are crucial. The performance assessment of the recognition model in a carefully
monitored experimental setting is the main emphasis of the research. Real-world industrial

environments could present extra complexities and difficulties.

2.3 Proposed Solutions

This project aims to propose solutions for the above challenges, issues, and limitations.
Future study could investigate the integration of numerous sensors, possibly positioned on
various areas of the arm, to capture a more thorough set of muscle actions to alleviate the
constraints associated with a single EMG sensor. The robot's perception abilities can be
improved by combining data from various sensors, including depth sensors, cameras, and
LiDAR. By enabling a more thorough awareness of the surroundings, sensor fusion approaches
can enhance navigation and obstacle identification in challenging situations.

To improve the reliability of gesture detection, machine learning models can be trained
on a wide dataset of user gestures, accounting for differences in lighting conditions and user
behaviors. Accuracy can also be increased by using more sophisticated computer vision
algorithms, including 3D gesture recognition. To accomplish real-time processing of EMG
signals and reduce processing times for gesture identification, optimize the edge Al platform
and algorithms. The advantage is in industrial environments, lower latency guarantees that the

system reacts quickly to user gestures, increasing safety and effectiveness.

Itis possible to work on creating VR accessories and headsets that are more affordable
to address the pricing issue. Additionally, users' hardware requirements may be reduced via
cloud-based VR solutions that delegate certain processing to distant servers. A more thorough
evaluation of the system's viability would result from extensive testing in actual industrial
settings with a range of environmental factors and user demographics. Conduct thorough
system testing and validation in actual industrial settings. The Advantage is Real-world testing
ensures the system's viability by identifying and addressing problems unique to industrial

applications.
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2.3 Autonomous Navigation Evaluation

Autonomous navigation is an essential component of mobile robotics, particularly in
applications that require precision and agility in dynamic surroundings. “Development of an
automated benchmark for the analysis of Nav2 controllers” by Federica Schena gives a detailed
analysis of the performance of various Nav2 controllers in the context of smart wheelchair
navigation using the ROS 2 framework. This work is especially important to projects requiring
mobile robot navigation and path planning since it compares the performance of four distinct

controllers in a range of real-world scenarios [8].

The study focuses on the Dynamic Window Approach (DWB), Regulated Pure Pursuit
(RPP), Time Elastic Band (TEB), and Model Predictive Path Integral (MPPI) controllers. Each
controller has various benefits for particular navigation assignments, such as basic environment
traverse, sophisticated obstacle avoidance, and sharp turning. The primary technical focus of
this thesis is on simulation-based evaluation using ROS 2's Gazebo environment, which
measures parameters such as kinematic performance, route consistency, and avoiding
collisions across five different scenarios: empty surroundings, stationary obstacles, single

obstacles, and restricted spaces [8].

The findings of this test reveal that, while each controller shines in specific situations,
none provides a universally superior answer. For example, the DWB controller performed well
in smooth path following but suffered in intricate obstacle avoidance. In contrast, MPPI and
TEB displayed more adaptability in dynamic situations, particularly in scenarios featuring
rapid turns or thick obstacle fields. However, these controllers tend to demand more computing
resources, which may be an issue for real-time systems with limited processing capacity. The

overall results are shown in figure below [8]:

Performance indexes DWB RPP TEB MPPI
Success rate 100.00% | 100.00% | 100.00% | 100.00%
Avg linear speed (m/s) 0.466/0.5 | 0.5/0.5 | 0.476/0.5 | 0.459/0.5
Avg path length (m) 7.238 7.231 7.247 7.236
Avg time taken (s) 15.498 14512 | 15.14 15.66
Avg integrated x jerk (m?/s") 1.811 0.393 1.445 0.834
Max velocity (m/s) 100.00% | 100.00% | 100.00% | 100.00%
Max local planned path error (m) | 0.062 0.063 0.051 0.061
Min local planned path error (m) | 0.00 0.00 0.00 0.00
Avg local planned path error (m) | 0.023 0.017 0.017 0.017
Avg heading error (°) 0.495 0.373 0.358 0.349
Std heading error (°) 0.005 0.001 0.023 0.025
Energy Consumption (J) 3.509 3.647 3.55 3.475

Figure 2-1 Sample of overall results for autonomous navigation evaluation [8]

Bachelor of Information Technology (Honours) Computer Engineering
Faculty of Information and Communication Technology (Kampar Campus), UTAR

19



CHAPTER 2

Schena’s advice to investigate a hybrid system that combines the capabilities of each
controller is very notable. This is consistent with the necessity for adaptable solutions in real-
world robotic systems, where navigation issues vary greatly depending on ambient complexity
and robot characteristics. The thesis also emphasizes the need of creating modular systems with
ROS 2 and Nav2, which enable the easy integration of additional controllers or modifications

to current ones based on unique use cases [8].
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Chapter 3
Proposed Method/Approach

The processes of the project were categorized into different phases in the development, which
were project pre-development, data pre-processing, model training architecture building and
data training, and prediction on test dataset. The design methodology used in this project is
prototyping model of embedded development life cycle (EDLC) approaches. Prototyping
model is developed in multiple cycles. Produces a more refined prototype at the end of each

cycle instead of functionality.

Prototy Develo
ping pment
Initial Desi Customer
Requirements ! e Maintenance
Review
\ ) | J
| o

1% phase 2" phase

Figure 3-1 Embedded Development Life Cycle (EDLC)

In previous FYPL, the progress is still at the 1st phase of the Embedded Development Life
Cycle (EDLC). While FYP2 is progressing the 2nd approaches phase of the Embedded
Development Life Cycle (EDLC). The maintenance will be continued in the future when the

system product is launched in the market.
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3.1  System Design Diagram/Equation
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Figure 3-2 System Design for Development of a Real-Time Gesture Recognition System

for Human-Robot Interaction

The following are the suggested techniques and technologies for attaining the main and sub-

objectives of the real-time gesture detection system for human-robot interaction:

1. Gesture Recognition Model:

Technique/Technology: Deep Learning (Convolutional Neural Networks).

Justification: Deep learning models, particularly CNNs, have shown exceptional success in
identifying the presence and location of hands within a video frame and determining the
positions of key points (e.g., fingertips, joints) on the detected hands, which qualifies them for
the recognition of intricate gestures. They can accurately recognize gestures by learning

hierarchical features from gesture data.

2. Real-time performance improvement:

Technique/Technology: Model quantization and parallel processing are all optimization
strategies.

Justification: To attain real-time performance, shorten inference times, and ensure rapid user-
robot interactions, optimization strategies are essential.
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3. User Interface and Feedback:

Technique/Technology: Designing a graphical user interface (GUI) for gesture interaction and
feedback mechanisms (such as visual cues).

Justification: A user-friendly interface makes it easier for users to interact, and feedback

mechanisms confirm robot operations and gesture detection, improving the user experience.

4. Gesture-to-Action Mapping:

Technique/Technology: The development of a mapping algorithm or rule-based system to
convert recognized gestures into robot actions.

Justification: By defining the robot's behavior based on recognized gestures, mapping

algorithms make sure the system responds appropriately to user commands.

The equation represents the mathematical model or algorithm used within the system for

gesture recognition or data processing. A general placeholder equation:

Gesture Recognition Algorithm: G(x) = f(input data)

Where:
e G(X) represents the recognized gesture.
e f() is the function representing the gesture recognition algorithm.
e "input data" refers to the data collected from input devices, such as images or sensor

readings.

This equation outlines the basic structure of the gesture recognition algorithm within the
system. Specific details about the algorithm and its implementation would be provided in

further sections or documentation.

3.2  System Architecture Diagram
The system architecture diagram illustrates the flow of data and interaction between various

components of the real-time gesture recognition system for human-robot interaction.
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Figure 3-3 System Architecture Diagram for Development of a Real-Time Gesture

Recognition System for Human-Robot Interaction
In the diagram, the components are represented as follows:

Gesture Recognition Model: This component comprises deep learning devices such as

Convolutional Neural Networks (CNNs) which analyze input data to recognize gestures.

Cloud Functions: These functions act as subscribers to receive data from the deep learning
devices. They may perform additional processing or trigger actions based on the recognized

gestures.

Input Devices: These devices capture input data, such as images or sensor readings, which are

then processed by the gesture recognition model.

Robot Controller: The controller receives instructions or commands based on the recognized

gestures and controls the actions of the robot accordingly.

Feedback Mechanisms: These mechanisms provide feedback to users, confirming gesture

recognition or indicating the robot's response.

I0T: Telegram is integrated for IoT monitoring and alerting purpose. Telegram will receive
input data, such as images or sensor readings and send output data to control some functions

of the robot system through the Internet.

The arrows indicate the flow of data and control signals between the components, illustrating

the system'’s operation in real-time human-robot interaction scenarios.
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3.3 Timeline

3.3.1 FYP 1 timeline

Jan, 2024 Feb, 2024 Mar, 2024 Apr, 2024
D Name
22Jan  28Jan  04Feb 11Feb 18Feb 25Feb O03Mar 10Mar 17Mar 24Mar  31Mar  O07Apr  14Apr 21 Apr

3 Define project objectives and scope -

4 Conduct preliminary research _

6 Meet Supervisor & Obtain Hardware -

2 v Project Setup _

5 Set up necessary software tools _

o —

8 Teleoperation |

9 Mapping -

10 v Navigation _
11 Navigation system using ROS2 tools =

12 Navigation system using Python -
13 Submission of FYP1 |

Powered by: onlinegantt.com

Figure 3-4 timeline of FYP1

3.3.2 FYP 2 timeline

Jun, 2024 Jul, 2024 Aug, 2024 Sep, 2024
D Name
10Jun 16Jun  23Jun  30Jun  O7Jul  14Jul  21Jul  28Jul O4Aug 11Aug 18Aug 25Aug O1Sep 08Sep 15Sep

1 v Project Setup _
-
==

2 Conduct preliminary research

3 Set up necessary software tools

4 ~ Data Collection and Pre-processing —

5 Gather relevant datasets for training -

6 Clean and preprocess the data )

7 ~ Model Development [ ]

8 Design and implement gesture recognition m... (=]

9 Train the model using preprocessed data =5

10 v Testing and Evaluation [ ]

1 Test the trained model on test datasets =

12 Evaluate model performance metrics & Ident [ ]

13 ~ Integration and Deployment [ ]

14 Integrate the trained model with hardware co... -

15 Develop user interface and feedback mecha... -

16 Deploy the system for real-time gesture recog.- _

17 ~ Documentation and Reporting -
18 Prepare final report and presentation materials ]
19 Submission of FYP2 |
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Figure 3-5 timeline of FYP2
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Chapter 4
SYSTEM DESIGN

4.1  System Block Diagram

Input/Output

_____________________________________________________

Application

—————————————————————————

Raspberry
Remote
PC

| Do Pi Model 3
: P GUI & Hand . | TurtleBot3
: b Detection Module Burger

Figure 4-1 System Block Diagram

1. Input Section
Laptop/Web Camera captures live video, sent to the Remote PC for processing.

2. Application Section
GUI & Hand Detection Module: Detects hand gestures from the video feed and
provides a user interface. It can also send control commands or notifications via
Telegram.

3. Input/Output Section
TurtleBot3 Burger: Receives control commands and integrates sensor data.
Raspberry Pi Model 3 B+: Central processing unit for handling data from sensors like
the Raspberry Pi Camera, LIDAR (for obstacle detection), and DHT22 Sensor (for
temperature and humidity).
Open CR: Control board that drives the robot's wheels.

In summary, the Camera captures video, which the Remote PC uses for gesture
recognition. Then, the recognized gestures are sent as commands to the TurtleBot3 for action.
Thus, the raspberry pi processes sensor data and sends instructions to the Open CR for
movement control. The system enables hand gesture-based control of the TurtleBot3 robot,
integrating camera input, gesture recognition, and various sensors for interactive operation.
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4.2  System Components Specifications

4.2.1 Hardware

The hardware involved in this project is TurtleBot (Burger). A TurtleBot is equipped with
appropriate sensors, such as a camera (e.g., Intel RealSense) and a LiDAR sensor.

2. 1. 2. Dimension and Mass

2. 1. 2. 1. Data of TurtleBot3 Burger

TurtleBots Burger

B = 138 x 178 x 192
(LxW x H, mm)

192mm (H)

————
178mm (W) ' ¢ 138mm (L) L

TurtleBots Burger

360° LiDAR for SLAM & Navigation

Scalable Structure

Single Board Computer
(Raspberry Pi)

OpenCR
(32-bit ARM Cortex®-M7)

DYNAMIXEL x 2 for
Wheels

Sprocket Wheels for
Tire and Caterpillar

Li-Po Battery

Figure 4-1 TurtleBot3 Burger [9]
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Table 4-1 Specifications of TurtleBot3 Burger [9].

Description

Specifications

Maximum translational velocity

0.22 m/s

Maximum rotational velocity

2.84 rad/s (162.72 deg/s)

Maximum payload

15kg

Size (L x W x H) 138mm x 178mm x 192mm
Weight (+ SBC + Battery + lkg

Sensors)

Threshold of climbing 10 mm or lower

Expected operating time 2h 30m

Expected charging time 2h 30m

SBC (Single Board Computers) | Raspberry Pi

MCU

32-bit ARM Cortex®-M7 with FPU (216 MHz,
462 DMIPS)

Remote Controller

Actuator

XL430-W250

LDS (Laser Distance Sensor)

360 Laser Distance Sensor LDS-01 or LDS-02

Camera -
IMU Gyroscope 3 Axis
Accelerometer 3 Axis
Power connectors 3.3V /800mA
5V /4A
12V /1A

Expansion pins

GPIO 18 pins Arduino

32 pin
Peripheral UART x3, CAN x1, SPI x1, I2C x1, ADC x5,
5pin OLLO x4
DYNAMIXEL ports RS485x 3, TTLx 3
Audio Several programmable beep sequences
Programmable LEDs User LED x 4
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Status LEDs Board status LED x 1
Arduino LED x 1 Power
LEDx 1
Buttons and Switches Push buttons x 2, Reset button x 1, Dip switch x 2
Battery Lithium polymer 11.1V 1800mAh / 19.98Wh 5C
PC connection USB
Firmware upgrade via USB / via JTAG
Power adapter (SMPS) Input: 100-240V, AC 50/60Hz, 1.5A @max
Output: 12V DC, 5A

GPIO Pinout Diagram

o . 111
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Figure 4-3 Raspberry Pi [10]
The Raspberry Pi single-board computer line is made by the UK nonprofit Raspberry Pi

Foundation, whose goals are to increase computer literacy and make computer science
education more accessible. Numerous iterations and versions of the Raspberry Pi have been
released since its launch in 2012. The first Pi model has a single-core 700MHz CPU and just
256MB RAM, whereas the most recent Pi model had a quad-core CPU clocked at over 1.5GHz
and 4GB RAM. The Raspberry Pi Zero is the most economical variant, costing only $5, while

the others have traditionally been priced at roughly $100 (typically $35 USD) [10].
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Worldwide, people use the Raspberry Pi to learn to programme, build hardware projects,
automate their homes, use Edge computing and Kubernetes clusters, and even for industrial
purposes. The Raspberry Pi is a reasonably priced Linux computer with a set of GP1O (general
purpose input/output) pins that enable control over electronic components for physical
computing and exploration of the Internet of Things [10]. Raspberry pi 3 model B+ is used for

this project.

GPIO 1|33v|6| D53 |11 | D58 | 16| D63 1 3.3V 6 | JTDO_SWO IJTAG
2| GND |7 | D54 |12 | D59 |17 | D64 2 [JTMS_SwDIO| 7 GND
3| DSO | 8| DSS5 |13 | D60 | 18| D6S 3 GND 8 JTOI
4| D51 |9 | D56 |14 | D61 | 19| D66 4 | JTCK_SWCLK | 9 GND
5 | D52 |10| D57 |15 | D62 | 20| D67 5 GND 10 | MCU_NRESET

------

.........

of i

BT AT

BOWIY-801-L 00t
004N

.
e .

Figure 4-4 OpenCR 1.0 [21]
For ROS embedded devices, OpenCR1.0 is being developed to offer fully open-source

hardware and software. The schematics, PCB Gerber, BOM, and firmware source code for the
TurtleBot3 and OP3 are all freely distributable to users and the ROS community under open-
source licenses. The OpenCR1.0 board's STM32F7 series CPU is built around an ARM Cortex-
M7 with a floating-point unit, which is an extremely potent processor. OpenCR1.0's
development environment is quite flexible, allowing experts to create traditional firmware or
use the Arduino IDE and Scratch for younger pupils [21].
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Figure 4-5 Raspberry pi camera with flex cable

This is a high-quality 5-megapixel Raspberry Pi Camera Module, specifically the Jectse

OV5647 model, which comes with a flexible cable. To capture images and high-definition

video of the surrounding environment, the end of the flex cable should be inserted into the
connector marked "CAMERA" on the Raspberry Pi attached to the TurtleBot3 Burger [11].

The specifications of this Raspberry Pi camera module are as follows:

Table 4-2 Specifications of Raspberry pi camera Module Jectse OV5647 [11].

Description Specifications

Name camera module

Brand Jectse

Chip ovs5647

Video capture resolution | 2592P x 1944P

Screen Size 1 Inches

Lens type Wide Angle

Angle 175°

Weight 0.02 Kilograms

Applications Fully compatible with Raspberry Pi B 3/2
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Figure 4-6 DHT22

The DHT22 is an affordable digital sensor designed to measure temperature and
humidity. It is connected to GPIO pin 4, 5V pin and Ground pin on the Raspberry Pi, which is
mounted on the TurtleBot3 Burger. The sensor uses a thermistor to measure air temperature
and a capacitive humidity sensor to determine the surrounding moisture levels, outputting a
digital signal on its data pin, which eliminates the need for analog input pins. While the DHT22
is straightforward to use, precise timing is essential for accurate data capture. The specifications
of the DHT22 are listed below:

Table 4-3 Specifications of DHT22 [12].

Description Specifications

Model DHT22

Pins Output pin (DAT), Power pin (VCC), Ground pin (GND)

Power supply 3.3-6V DC

Output signal digital signal via single bus

Sensing element Polymer capacitor

Operating range humidity 0-100%RH; temperature -40~80Celsius

Accuracy humidity +-2%RH (Max +-5%RH); temperature <+-
0.5Celsius

Resolution or sensitivity humidity 0.1%RH; temperature 0.1Celsius

Repeatability humidity +-1%RH; temperature +-0.2Celsius

Humidity hysteresis +-0.3%RH

Long-term Stability +-0.5%RH/year

Sensing period Average: 2s

Interchangeability fully interchangeable

Dimensions small size 14*18*5.5mm; big size 22*28*5mm
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4.2.2 Firmware

The software involved in this project is Ubuntu and Robot Operating System 2 (ROS2).
Ubuntu is a popular free, open-source Linux-based operating system that can use on computer
or virtual private server. While a collection of software libraries and tools called the Robot

Operating System (ROS) are used to create robot applications [13].

#) Ubuntu

Figure 4-7 Ubuntu [11]
In 2004, the British company Canonical unveiled Ubuntu. It was built on Debian, a popular

distribution at the time that required a lot of installation work. Ubuntu was consequently
suggested as a user-friendly substitute. The advantages of using Ubuntu are its user-
friendliness, strong security, more software options, enhanced privacy, lightweight
performance and free of charge. The lists of Ubuntu library packages [14]:

» focal (20.04LTS) * kinetic (22.10)
* focal-updates * kinetic-updates
* focal-backports * kinetic-backports
e jammy (22.04LTS) * lunar (23.04)
* jammy-updates * lunar-updates
 jammy-backports * lunar-backports

*  mantic
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::ROS2

Figure 4-8 ROS 2 [12]
ROS contains the open-source resources needed for upcoming robotics project, including
drivers, cutting-edge algorithms, and robust development tools. The robotics and ROS
communities have undergone significant development since the founding of ROS in 2007. By
utilizing what is excellent about ROS 1 and enhancing what isn't, the ROS 2 project hopes to
adjust to these developments [15]. There are two supported client libraries which are the C++
client library (rclcpp) and the Python client library (rclpy). Both client libraries utilize common
functionality in rcl [16]. Several ROS2 topics are published or subscribed to control the robot

system.

4.2.3 Software/API

2.
O

OpenCV

Figure 4-9 Open CV [22]
OpenCV is a comprehensive open-source library for computer vision, machine
learning, and image processing. It has become a significant part in real-time operation, which
is critical in modern systems. It allows to process photos and movies to recognize items, faces,

and even human handwriting.

Python, when combined with other libraries such as NumPy, can parse the OpenCV
array structure for analysis purposes. Vector space and apply mathematical operations were
applied to identify an image pattern and its many aspects with the help of Python. OpenCV

offers users to do numerous operations on an image. Let take an example of the image below:
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Figure 4-10 Example of the image to do numerous operations [22]

Descriptions below are the operation done by OpenCV.

1.

Read the Image: OpenCV allows users to retrieve images from a file or straight
from a camera, making them available for further processing.

Image Enhancement: Users can enhance an image by altering its brightness,
sharpness, or contraction. This helps to visualize the image's quality.

Object detection: As shown in the image above, objects may also be detected using
OpenCV. Bracelet, watch, patterns, and faces can be identified. This can include
recognizing people, shapes, or even objects.

Image Filtering: Users can adjust the image by using filters like blurring or
sharpening.

Draw the Image: OpenCV lets users to draw text, lines, and other forms in images.
Saving Changed photos: After processing, users can store the photos that have been
edited for future study [19].

Figure 4-11 Visual Studio Code [23]

Visual Studio Code (also known as VS Code) is a free open-source text editor developed

by Microsoft. VS Code is accessible for Windows, Linux, and Mac. Although the editor is very

portable, it contains some impressive features that have helped VS Code become one of the

most popular software development tools in recent years.
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VS Code offers a wide range of programming languages, including Java, C++, Python,
CSS, Go, and Dockerfiles. Furthermore, VS Code lets users to add and even create additional

extensions, such as code linters, debuggers, and cloud and web development capabilities.

VS Code's layout enables a lot of customization than other text editors. To enhance the
user experience, VS Code is organized into five major regions which are Activity Bar, Side

Bar, Editor's groups, Panel and Status Bar as shown in figure below [23].

Q Activity Bar @ Editor Groups

4 OPEN EDITORS

'S (WORKSPACE)

TERMINAL Tpowershell * + @ A

Panel

Pmester 017101 ©OA0 n1,Col1 Spaces:? UTF-B LF 1SON @

e id = Status Bar
Side Bar

Figure 4-12 User interface of Visual Studio Code [23]

HandTrackingModule 0.2

Figure 4-13 Hand Tracking Module
The hand tracking module allows for real-time detection and tracking of hands. OpenCV
will be used to develop or import a hand tracking module capable of detecting and tracking
landmarks of up to two hands within the camera's view. To install the module, run the command
“pip install HandTrackingModule” in the terminal. In Visual Studio Code, the module can be
imported using the Python statement “from cvzone.HandTrackingModule import

HandDetector”.

Bachelor of Information Technology (Honours) Computer Engineering
Faculty of Information and Communication Technology (Kampar Campus), UTAR

36



CHAPTER 4

Figure 4-14 Simple Commander API [24]

The Nav2 Simple Commander provides Python-based ways for interacting with the
Navigation 2 system. The Nav2 Simple (Python3) Commander aims to give Python3 users with
"navigation as a library" capabilities. Nav2 Simple Commander provide an API that handles
all ROS 2 and Action Server chores for users, allowing users to focus on developing an

application that takes advantage of Nav2's features.

A simple illustration of the main structure is provided below. Note that goToPose(),
goThroughPoses(), followWaypoints(), and related methods are non-blocking, allowing users
to obtain and handle feedback in a single threaded program. As a result, while waiting for an
assignment to be completed, the while not nav.isTaskComplete() design is required to poll for
adjustments to navigating completion and, if necessary, carry out certain duties of interest to
user's application (such as analysing feedback, performing something with the data collected

by the robot, or verifying for errors) [24].
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from nav2_simple_commander.robot_navigator import BasicNavigator

import rclpy

rclpy.init()
nav = BasicNavigator()

nav.setlnitialPose(init_pose)

nav.waitUntilNav2Active() # if autostarted, else use lifecycleStartup()

path = nav.getPath(init_pose, goal_pose)
smoothed_path = nav.smoothPath(path)

nav.goToPose(goal_pose)

while not nav.isTaskComplete():
feedback = nav.getFeedback()
if feedback.navigation_duration > 600:

nav.cancelTask()

result = nav.getResult()

if result == TaskResult. SUCCEEDED:
print('Goal succeeded!’)

elif result == TaskResult. CANCELED:
print('Goal was canceled!")

elif result == TaskResult.FAILED:
print('Goal failed!’)
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Figure 4-15 Telegram Bot API [26]

Telegram released the Bot APl on June 24, 2015, allowing robots to communicate with

Telegram. This innovation allowed not only humans but also machines to communicate via

Telegram. Telegram bots can be configured for 10T applications, such as sending messages to

a Raspberry Pi or receiving data from a Raspberry Pi back to Telegram [26].

4.3  Circuits and Components Design

MicroSD|

Card

[

—
s [

5V

\

GPIO 4‘ ® Ground

MicroSD Card
Slot
(Underneath)

Raspberry Pi 3 Model B+

CSI Camera
Connector

— Raspberry Pi

Jectse OV5647

Camera Module

‘\\

Figure 4-16 Block Diagram of Circuits and Components Design

The block diagram above illustrates the circuit and component design for this project.

The central component is the Raspberry Pi 3 Model B+ attached to the TurtleBor3, to which

three subcomponents are connected: the DHT22 sensor, the Raspberry Pi camera, and the

microSD card. Together, these elements form the overall circuit design.
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4.4  System Components Interaction Operations (Flowcharts)

GUI

Robot Control Panel

User

Figure 4-18 Flowchartl for System Components Interaction Operations
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Gesture_number False

defected

True False

Display lastest image

Update status_label

Update speed_label Action depends on
gesture_number Display lastest image

v

False

Display lastest video
Update next_location_label
Update remaining_distance_label
Update speed_|abel

Display lastest image
| —O-

Telegram

Restart laptop_canvas &
raspi_canvas

False
Cancel all tasks

Cancel all tasks

Figure 4-19 Flowchart2 for System Components Interaction Operations

The figure 4-17 shows the system components interaction operations between user and
GUI of the project system. The flowcharts outline a gesture recognition system that monitors
and controls a TurtleBot3 robot. It starts by initializing the GUI components and monitoring
the system's status (battery, temperature, and humidity). The system continuously detects
gestures and based on recognition results, updates the GUI then sends commands to the robot,
or sends notifications to/via Telegram. The hand gesture numbers, and their corresponding
actions can be viewed in the results section of Chapter 6. It also manages user interactions,
such as displaying images or videos and handling input to restart or cancel tasks. The process
concludes by closing the program when the user decides to exit. Overall, the system integrates

real-time gesture detection, robot control, and user interaction.
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Chapter 5
SYSTEM IMPLEMENTATION

The System Implementation conducted in this project aimed to lay the groundwork for the
implementation of the proposed method outlined in Chapter 3. This involved setting up the
necessary software and conducting initial experiments to access the feasibility of the approach.
The preliminary work can be divided into two main sections: software setup and

visualization/segmentation.

5.1  Setting up

5.1.1 Software

Before starting to develop this project, there are two OS needed to be installed and downloaded
into PC and SD card for TurtleBot respectively:

1. Ubuntu 22.04 LTS Desktop (64-bit)
2. Ubuntu Server 22.04.5 LTS (64-bit)

Before delving into the development process, it was essential to set up the required software
tools. Visual Studio Code was identified as the primary Integrated Development Environment
(IDE) for coding and project management. Additionally, other software dependencies, such as
TurtleBot3 via Debian Packages, libraries, nav 2 simple commander APl and frameworks, were
installed to support the development environment. Some dependent ROS 2 Packages installed
such as Gazebo, Cartographer, Navigation 2 for mapping and navigation used. This setup
process ensured that the project had a stable and efficient coding environment to facilitate

smooth development.

5.1.2 Connection between PC and TurtleBot 3

The connection between PC and TurtleBot 3 is via the same Wi-Fi by edit the WIFI_SSID and
WIFI_PASSWORD in the network configuration file. Then get the IP address of WLANO of
the TurtleBot. With that, work can be done from the Remote PC using SSH. This SSH is
configured with the Cmd_Vel (PC terminal). After that, Cmd_Vel will turn into Ubuntu

terminal and can continue work for installation inside TurtleBot3. Besides, ROS Domain ID
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Setting in ROS2 DDS communication, ROS_DOMAIN_ID must be matched between Remote
PC and TurtleBot3 for communication under the same network environment. A default ID of
TurtleBot3 is 30 [25].

GNU nano 6.2

¥ dlink-11EC-5GHz = a
S e
b

B sluetoothon
W 4:23 Remaining (75 %) >

Balanced

Settings

yes

yes

points:

-11EC:
password: uqwzc31800

l Write Out Where Is I Cut I Execute Location
Read File Replace Paste Justify B Go To Line
Figure 5-1 Connection between PC and TurtleBot 3 is via the same Wi-Fi

sbuntu@ubuntu: -

$ plng 192.168.8.162
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5519) to the 1ist of known hosts.
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ed Ln: o
for wlen®: 192.1068.0.162
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updates arc standard secur pdates.
ze additional updates run: apt =t --upgradable
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t tugu s s

Figure 5-2 SSH is configured with the Cmd_Vel
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Figure 5-3 ROS Domain ID matched between Remote PC and TurtleBot3

5.1.3 Hardware Configuration /Firmware Setup
1. LDS Configuration
Add LDS model inside the ‘~/.bashrc’ file. With the commands below:

~/.bashrc
~/ bashrc

The LDS model for this project is LDS-01.
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2. OpenCR Setup
Connect the OpenCR to the Raspberri Pi using micro-USB cable. Install required
Packages on Raspberry Pi to upload the OpenCR firmware. Add the
OPENCR_MODEL which is ‘Burger’. Download the fiemware and loader then upload

it to the OpenCR [25]. A successful firmware upload for TurtleBot3 Burger will look
like below:

turtlebot@turtlebot: ~
turtlebot@turtlebot: ~ 98x55

- 11A1E12 11AIE12 ,

Figure 5-4 Output when successful firmware upload
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52  Bring Up & Teleoperation
1. Bring Up TurtleBot3
Connect to Raspberry Pi with its IP address using terminal from PC. Bring up basic
packages to start TurtleBot3 applications with correct parameter which is ‘Burger’ [25].
The terminal output will look like below:

: § ros2 launch turtlebot3_bringup robot, Launch. py
(launch]: ALL tog Files can be found below [hone ubuntu/. ros/10g/2024-04- 18-89-02-15- 560699- ubunty- 1264
unchis DERRULE ogglng verbosity s set to INFO
nane 3 turtlebot3 burger,urdf
bot_state_publisher-1]: process started with pld [1296)
ds_laser_publisher-2]: process started with pid [1298)
rtlebotd_ros-3]: process started with pid [1300)
r_publisher-2] [INFO) [1713430937.772405178] [hlds_laser_publisher): Init hlds_laser_publisher Mo
r_publisher-2] [INFO) [1713430937.773672198) [hids_laser_publisher]: port : [dev/ttyusse frame {d
bot3_ros-3] [INFO) [1713430937,808777445) (turtlebotd node]: Init TurtleBot3 Node Main )
tlebot3_ros-3] [INFO) [1713430937.812879386) [turtlebot3 node]: Init DynamixelSOKWrapper
tlebot3_ros-3] [INFO] [1711430937.8?1563212] {Dvnanlxelsokwrappe
ebot3 ros-3] [INFO) [17134308937,827418835 ) [DynamixelSOKWrapper]: Succeeded to change the baudrate!
bot3_ros-3] [INFO) [1713430937.873709552] [turtlebot3_node]: Start Calibration of Gyro
state_publisher-1) [INFO] [1713430937.970093294] [robot_state_publisher]: got segment base_footprint
tate_publisher-1] [INFO) [1713430937.971130367) [robot_state_publisher]: got segment base_link
tate_publisher-1] [INFO] [1713430937,971427812) [robot_state publisher]: got segment base_scan
tate_publisher-1] [INFO] [1713438937,971545207) [robot_state_publisher]: got segment caster_back_1ink
state_publisher-1] [INFO] [1713430937.971652810] [robot_state publisher]: got segnent imu_link
tate_publisher-1] [INFO] [1713438937.971774788] [robot_state_publisher]: got segment wheel_left_link
tate_publisher-1] [INFO] [1713430937,971986714) [robot_state_publisher]: got segment wheel _right link
tlebot3 ros-3] [INFO] [1713430942.874366226] [turtlebot3_node): Calibration End
lebot3_ros-3] [INFO] [1713430942.874667264] [turtlebot3 node]: Add Motors
turtlebot3 ros-3) [INFO] [1713430942.876291208] [turtlebot3 node]: Add Wheels
turtle 3] [INFO] [1713430942.,877706299] [turtlebot3 node]: Add Sensors
3] [INFO] [1713430942.927185994] [turtlebot3_node]: Succeeded to create battery state publisher
-3] [INFO] [1713430942,939779366] [turtlebotd node]: Succeeded to create imy publisher
3] [INFO] [1713430942.967561555] [turtlebot3 node]: Succeeded to create sensor state publisher
-3] [INFO] [1713430942,974130921] [turtlebot3 node]: Succeeded to create Joint state publisher
*3] [INFO] [1713430942,974548104] [turtlebotd node]: Add Devices
-3] [INFO] [1713430942,974713155] [turtlebotd_node]: Succeeded to create motor power server
-3] [INFO] [1713436942.988460767) [turtlebot3 node): Succeeded to create reset server
-3] [INFO] [1713430942,996490712) [turtlebot3_node]: Succeeded to create sound server
5-3] [INFO) [1713436943,003498720] [turtlebot3 node]: Run!
3] [INFO) [1713436943,129609314] [dLff _drive_controller]: Init Odometry
5.ros-3] [INFO] [1713436943,196905249] [diff drive_controller]: Run!

Figure 5-5 Output for Bring up command
Topic list with commands below:

/battery_state 1§ ros2 tople list

/sensor_state
jtf
Jtf_static

Figure 5-6 Output for ROS2 topic
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Service list with commands below:

SDOOR-ASUSLAptop-X14027A-X1402ZA:~S ros2 service list
JALTT_drive_controller/describe_parameters
JOLTT_drive_controller/get parameter_types
JELUTT_drive_controller/get_parameters
JOLTT_drive_controller/list_parameters
JOLTT_drive_controller/set_parameters
JELTT_drive_controller/set parameters_atomically
/hlds_laser publisher/describe_parameters
/hlds_laser publisher/get_parameter_types
/hlds_laser publisher/get_parameters
/hlds_laser publisher/list_parameters
/hlds_laser publisher/set_parameters
/hlds_laser publisher/set_parameters_atomically
/motor _power
Jreset
/robot_state_publisher/describe_parameters
/robot_state_publisher/get_paraneter_types
_paraneters

Figure 5-7 Output for service list
1. Teleoperation

Connect to Raspberry Pi with its IP address using terminal from PC [25]. Run
teleoperation node with command below:

un turtlebot3_teleop teleop_keyboard

Figure 5-8 Output for Teleoperation command

If node successfully launched, the instruction appeared to the terminal window will be
as below:

Figure 5-9 Output for Teleoperation when node successfully launched

Thus, the TurtleBot3 can now be controlled using keyboard of PC.
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53 SLAM & Navigation
5.3.1 Run SLAM node
Firstly, run the bring up with command. Then, open a new terminal from Remote PC and

launch the SLAM node using Cartographer as default SLAM method as command below:

... Mas ag; a8
30

X = o e
» BB Cartographer v . Mo

nc-Vivobook-ASUSLaptop-X1402ZA-X 1402ZA: ~

Figure 5-10 Cartographer

Next, run teleoperation node so that the TurtleBot3 can be controlled by keyboard to start
exploring and drawing the map [22].

?H
e ... —_

1 IE.g0*
.-’ . \’-‘bv
> .

L
f.‘:’..'.' ‘ “-”
S

Figure 5-11 Map of FYP lab
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Lastly, the map drawn need to be saved using the command below:

ros2 run nav2_map_server map_saver_cli -f ~/map

) Home ia b e 0 X

) Recent

¥ Starred backup build Desttop ~ Documents  Downloads  gesturebol — install log Musi Pictures Public 1052 Wy sulpls snap Sptem  Templotes  Videos
Volume

(3) Home Informati

2 Documents

Downloads Bineries.tat  imstalledPa  mapogm  mepyeml
chages.bt

T Musie

&) Fctures

H Videos

f Trash

+ Other Locations

Figure 5-12 Directory of saved map
5.3.2 Navigation using ROS2 tools

Firstly, run the bring up with command. Then, open a new terminal from Remote PC and
launch the Navigation node. ROS2 uses Navigation2. Initial Pose Estimation must be
performed by clicking the ‘2D Pose Estimate’ button in the RVIZ2 menu before running the
Navigation as this process initializes the AMCL parameters that are critical in Navigation.
TurtleBot3 must be correctly located on the map with LDS sensor data that neatly overlaps the
displayed map [22].

feptfros/humble/share fnav2_bringup/rvizinav2_default_view.rviz* - RViz o x
File Panels Help
Arbowa Camers  _Solact  4Focus Camera = Moasure 30 PoeaEstimato  § PublshPont Ml =
T pisplays ]
= @ Global options
Ficed Frame maq
W 48; 45,45
30
G ¥
* i RobotMedel
r A TE 0
i
i
r

3 £
+ 3 clobal planner i
+ [ controlier i
¢ [ Realsonse

» ¥ Markerarray W

kel

@ Mavigation 2 ]
Navigation:  unknawn

Localization: unknown

Feedback: uriknawri

Poses remaining: o

ETA: 05

Distance remalning: Q.00 M

Time taken: 0s

Recoveries: 0

Reset n

Figure 5-13 Initial Pose Estimation
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Jopt/ros/humble/share /nav2_bringup/rviz/nav2_default_view.rviz* - RViz o x
File Panels Help
APMowCamera  _Solect  §FoansCamers  ==Measwe o~ 2DPecoEsimate @ PublshPont 4 Na2Goal -
= Displays )
= @ Global Options
Fixed Frame map Fl
Background Color W 48; 45,48 ""H_._
Frame Rate 30
* ¥ Globa! Status: Ok
» ® Grid v
* ik RobotModel -
» U TE v o
» ~ LaserScan v I
» %5 Bumper Hit v g . A
» P2 map v " - ’ y
» @ Amcl Particle Swarm ¥ - g
» [@ Global Planner Vv . & W . ‘ﬁ. PSR S
» @ Controller ¥ a o
» k@ realsense 2
» 9® MarkerArray v e o2 v
a v " -
" B i \,
- R A
' R & . '
Add fo .. : . -
& Navigation 2 © ' - 5 < +
o ! - 3
Navigatlon:  actnve " ¥
Localization: active v \i G
Feedback:  unknawn .. 1 b | J
Poses remaining: 0 % T
ETA: 05 2
Distance remaining:  0.00 m I-
Time taken: 0s .
Recoveries: 0 -
Pause —.
Reset -
Waypoint / Nav Thraugh Pases Made
Reset | Left-Click: Rotate. Middle-Click: Move X/Y. Right-Click: Zoom. ShIft: More options. 31 fps

Figure 5-14 LDS sensor data

Launch keyboard teleoperation node to precisely locate the robot on the map. Lastly, click the
‘Navigation2 Goal’ button in the RVIZ2 menu to set Navigation Goal. Click on the map to
set the destination of the robot and drag the green arrow toward the direction where the robot

will be facing [22].

-
Jopt/ros/humble/share nav2_bringup/eviz/nav2_default_view.rvizt - RViz o X
Eile Panels Help
ArMowCaners  _Seect  d-Focus Camera Moaswo  #2DPuaEsimate @ PublshPont 4 Nw2Cml =
= Dsplays 2
~ & Globa! Options
Fixed Frama map F
Background Color W 48; 43,48 "'H_
Frame Rate 30
» ¥ Global Status: Ok
» ® Grid v
vt RobotModel -
» TE v .
» & LaserScan v I
» & Bumper Hit v 5 3 -
» P2 map v = "
» 9 Amcl Particle Swarm ¥ v ’
» [ clobal Planner v . 5 b ‘ﬁ. T
» @ controller v . *
+ 1 realsense J
» 9 MarkerArray v A o
s 4 o ™ 4
-‘ : : . 4
‘ o f: oL - 5 ‘
13 4 N
Mdd Moy G | B 3 *
@ Navigation 2 ° Sy ’ r +
(5 8 () - H
Navigation: artne o - -
Localization: sctive o "\. v . =
= 1
Feedback:  unknown .
Poses remaining: 0 : g
ETA 0s X
Distance remalning:  0.00 m L
Time taken 0s
Recoveries: o -
Fause —_ —. I
Reset -
Waypuint / Nav Through Poses Made
Reset 3 fps

Figure 5-15 Navigation2 Goal

Bachelor of Information Technology (Honours) Computer Engineering
Faculty of Information and Communication Technology (Kampar Campus), UTAR
50



CHAPTER 5

file Panels Help

Joptfros/humble/share/nav2_bringup/rviz/nav2_default_view.rviz* - RViz

drMonCamera oot 4 Focws Camera Moaswe  ~ 2DPseEsimate  § PublshPant
= Diplays 0
« & Global Options
Fixed Frame map
Background Color Was; 43,48
Frame Rate 30
» v Globa! Status: Ok
» ® Grid v
) e RobotModel
v TR v
? 4 LaserScon v
) % Bumper Hit v
» P2 map v
» @ Amcl Particle Swarm ¥
+ [ clobal Planner ¥
+ [@ controllor ¥
» [ Realsense
v ¥ MarkerArray v
|
| ‘
Add
 Navigation 2 ©

Navigation:  active
Localization: atiive
Feedback:  acthe

ETA 0s
Distance remaining:  3.67m
Time taken: 9s
Recoveries 0
i
Cancel

Reset | Left-Click: Rotate, Middle-Click: Move X/Y. Right-Click: Zoom, ShIFt: More options.

Eile Parels Help
oncgonc-Vivobook-ASUSLaptop-X1402ZA-X1402ZA: ~

ler

[1713431565

& Nevigation 2
Navigation:  a<tive
Localization:
Feedback: eached

ETA: 0s
Distance remalning: 0,00 m
Time taken: 0s
Recoveries: 0

Pause
Reset

Waypoint / Nav Through Poses Mode

Figure 5-16 Navigation 2

] [controller
[controlle
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[controller_s
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5.3.2 Navigation using Python with Visual Studio Code

Firstly, run the bring up with command. Then, open a new terminal from Remote PC and
launch the Navigation node. ROS2 uses Navigation2. Next, open a new terminal again to
Navigate to my_robot_controlled package with Nav2 Simple Commander API. Install the node
that make it run in “ros 2 run” Modify the “setup.py” then navigate to ros_ws folder to build

the source code and source new built package [21]. Lastly, run the executable as the command

below:

Reset

Wéaypoint / Nav Theough Poses Mode

r

file panels pelp

Audd

» Navigation 2

Navigation:  active

Localization: active

Feedback:

FTA: 0s

Distance remalning:  0.00 m
0s

Time taken:
Recoveries: o

Pause

Roset

Reset

P Mows Camera ekt 4

Weypoint { Nav Through Poses Made

Figure 5-18 Command for Navigation using Python

Jopt/ros/humble/share/nav2_bringup/rviz/nav2_default_view.rviz* - RViz

3 —=Mowmws  ~2DPoscERimate @ PusimPok S Mav2ced & -

©

31tps

Figure 5-19 Result for Navigation using Python
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5.4  Raspberry Pi Camera Setup
Firstly, connect raspberry pi camera to the camera connector at raspberry pi attached to the

TurtleBot3. Next, configure and setup the camera via Ubuntu terminal.

:~$ sudo apt install libraspberrypi-bin vdl-utils ros-hunble-vdl2-camera
Reading package lists... Done
Building dependency tree... Done
Reading state information... Done
vil-utils is already the newest version (1.22.1-2buildl).
libraspberrypi~bin is already the newest version (0~20220324+gitcifdib8-Bubuntul~22.64.1)
\
/

)
ros-hunble-vidl2-canera is already the newest version (0.6.2-1janny.20230920.005439).

$ groups
ubuntu adm dialout cdrom floppy sudo audio dip video plugdev netdev lxd
$ sudo apt-get install raspi-config
Reading package lists... Done
Building dependency tree... Done
Reading state information... Done
raspi-config is already the newest version (20220506-8ubuntul~22.64.1)
® upgraded, O newly installed, O to remove and 6 not upgraded
t $ sudo raspi-config

Figure 5-20 Installations for raspberry pi configuration [27]

Install the necessary packages which are libraspberrypi-bin, ros-humble-v4l2-camera and
raspi-config to configure the raspberry pi. Then the Ubuntu terminal will turn into the raspberry
pi software configuration tool. After that, choose Interface options and enter then select legacy

camera to enable it by following the figures below.

{ Raspberry Pi Software Configuration Tool (raspi-config) }

1 Systen Options Configure system settings
2 Display Options Configure display settings

4 Performance Options Configure performance settings

5 Localisation Options Configure language and regional settings
6 Advanced Options Configure advanced settings

8 Update Update this tool to the latest version

9 About raspi-config Information about this configuration tool

<Select> <Finish>

Figure 5-21 Raspberry pi software configuration tool
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15 I2C

pberry Pi Software Configuration Tool (raspi-config) }

acy Camora Enable/disable legacy camora support

Enable/disable remote command line access using SSH
Enable/disable graphical remote access using WNC
Enable/disable automatic loading of SPI kernel module
Enable/disable automatic loading of I2C kernel module

16 Serial Port Enable/disable shell messages on the serdal connection
17 1-Wire Enable/disable one-mire interface
I8 Romote GPIO Enable/disable remote access to GPIO pins

<Solect> <Back>

Would you like to enable legacy camera support?

Legacy camera support is enabled.

Please note that this functionality is deprecated and
will not be supported for future development.

Figure
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Furthermore, enable automatic loading of SPI and 12C kernel modules through the same steps

as above. Lastly, enter the finish button to exit the raspi-config tool.

{1 Raspberry Pi Software Configuration Tool (raspi-config) }

I1 Legacy Camera Enable/disable legacy camera support
12 SSH Enable/disable remote command line access using SSH
I3 UNC Enable/disable graphical remote access using VNC

Enable/disable automatic loading of SPI kernel module
15 I2C Enable/disable automatic loading of I2C kernel module
I6 Serial Port Enable/disable shell messages on the serial connection
17 1-Wire Enable/disable one-mire interface

I8 Remote GPIO Enable/disable remote access to GPIO pins

<Select> <Back>

{ Raspberry Pi Software Configuration Tool (raspi-config) |

I1 Legacy Camera Enable/disable legacy camera support

I2 SSH Enable/disable remote command line access using SSH
Enable/disable graphical remote access using VNC
Enable/disable automatic loading of SPI kernel module
Enable/disable automatic loading of I2C kernel module

I6 Serial Port Enable/disable shell messages on the serial connection

17 1-Wire Enable/disable one-mire interface

I8 Romote GPIO Enable/disable remote access to GPIO pins

{ Raspberry Pi Softmare Configuration Tool (raspi-config) |}

1 System Options Configure system settings

2 Display Options Configure display settings

3 Interface Options Configure connections to peripherals

4 Performance Options Configure performance settings

5 Localisation Options Configure language and regional settings
6 Advanced Options Configure advanced settings

8 Update Update this tool to the latest version

9 About raspi-config Information about this configuration tool

Figure 5-23 Steps to enable automatic loading of SPI and 12C kernel modules
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$ groups
ubuntu adn dialout cdrom floppy sudo audio dip video plugdev netdev lxd
sudo apt-get install raspi-config
Done

Done

adi Done
raspi-config is r the nowest version (20220506-8ubuntul~22.64.1)
© upgraded, led, © to remove and 8 not upgraded
tu:~$ sudo raspi-config
$ vcgencad get_camera
supported=1 detected=1, libcamera interfaces=0

$

Figure 5-24 Command to check the availability of the raspberry pi camera
The availability of the raspberry pi camera can be checked with the command “vcgencnd
get _camera”. If supported and detected camera are equal to 1 means that there is one available
camera to be used. Thus, “tmux” as a terminal multiplexer is used to enable other terminals
that can run a separate program, to be created, accessed, and controlled from a single screen.
Finally, run v412_camera node to run the raspberry pi camera as “/image _raw” [28] in the ros2

topic list.

ubuntu@ubuntu: ~

ubuntu@ubuntu:~$ ros2 run w4l? camera w4l? camera_node --ros-args -p imac i "[6a®,a80]"

Figure 5-25 Results of the raspberry pi setup
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5.5 DHT22 Sensor Setup
Firstly, connect DHT22 to GPIO 4, 5V and Ground pins of the raspberry pi attached to
TurtleBot3. Then set up the DHT22 sensor by using Ubuntu terminal.
1. Create a package named “my_robot_controller” in /ros2_ws/src folder:
» cd ~/ros2_ws/src
» ros2 pkg create my_robot_controller --build-type ament_Python —dependencies
rclpy
2. Navigate to the “my_robot_controller” package:
» cd ~/ros2_ws/src/ my_robot_controller / my_robot_controller
3. Create and write a new Python file named as tempHumid.py with provided Python
codes to the “my_robot_controller” folder:

* nano tempHumid.py

+ S ¢d ~/ros2_ws
§1s

S ¢d src
S s

$ c¢d my_robot_controller
$1s
package.xml setup.cfg setup.py
$ c¢d my_robot_controller
S 1s

__init__.py tempHumid.py

$ nano tempHumid.py

Figure 5-26 Creation of my_robot_controller package and tempHumid.py
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rclpy
rclpy.node Node
Sensor_msgs.msg Temperature, RelativeHumidity
adafruit_dht
board
time

DHT22Publisher(Node):
(self):
super().__init_ (

self.dht_device = adafruit_dht.DHT22(board.D4)
Exception e:
self.get_logger().error(f

self.temp_publisher = self.create_publisher(Temperature,
self.humid_publisher = self.create_publisher(RelativeHumidity,

self.timer = self.create_timer(2.0, self.publish_sensor_data)

(self):

time.sleep(5.0)
temperature = self.dht_device.temperature
humidity = self.dht_device.humidity

temperature humidity

temp_msg = Temperature()

temp_msg.temperature = float(temperature)
temp_msg.header.stamp = self.get_clock().now().to_msg()
self.temp_publisher.publish(temp_msg)

humid_msg = RelativeHumidity()
humid_msg.relative_humidity = float(humidity)
humid_msg.header.stamp = self.get_clock().now().to_msg()
self.humid_publisher.publish(humid_msg)

self.get_logger().info(f

self.get_logger().warn(
Exception e:
self.get_logger().error(f

(args= ) i
rclpy.init(args=args)
node = DHT22Publisher()

rclpy.spin(node)
KeyboardInterrupt:

node.destroy_node()
rclpy.shutdown()

_name__ ==
main()

Figure 2-27 Codes for DHT22 sensor setup

After saving the tempHumid Python file, use colcon build and source the install/setup.bash.
Then run the script as navil. Finally, “/temperature” and “/humidity” topics is published in the
ros2 topic list, and the values of temperature and humidity will be shown every 5 seconds as

the figure below.
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$ c¢d my_robot_controller
$ s
setup.cfg setup.py
$ c¢d my_robot_controller
S 1s

package.xml

__.py tempHumid.py
5 S nano tempHumid.py
S cd ~/ros2_ws
$ colcon build
Starting >>> my_robot_controller
Finished <<< my_robot_controller [24.8s]

Summary: 1 package finished [33.3s]
S source install/setup.bash
S ros2 run my_robot_controller naviil
[INFO] [172)866307 350420887] [dht22 publlsher] Temperature: 25.0 C, Humidity: 66.3 %

Figure 5-28 Results of temperature and humidity collected by DHT22 sensor

5.6  Telegram Setup

Firstly, create a new Telegram bot via BotFather of the Telegram and get an API token. Then
set a list of commands so that users can know the Telegram bot’s functionalities on receiving
data and controlling the TurtleBot3 of the robot system. The steps and results of Telegram

setup are shown as below:

& Ll ol ED
urtleBot3_Burger :

17.:05 @ > 1705 @ S o D

<€ ‘3 2,479,758 mo-.mq users

% BotFather o
N 2.479,758 monthiy users
- get a list of your games
edit a game
ame - delete an existing game

‘(v-.mwm
Alright, a new bot. How are we going to call S
it? Please choose a name for your bot stcommand

TurtleBot3_Burger Choose a bot to change the list of
commands.

Good. Now let's choose a username for

your bot. It must end in "bot’. Like this, for )TurtieBot3_Burger_bot
example: TetrisBot or tetris_bot

OK. Send me a list of commands for your Welcome text
TurtleBot3_Burger_bot bot. Please use this format
Show the time

Done! Congratulations on you( new bo! You command1 - Description

| page: hiig org/bots/ag

= O <

will find it at Lme/T command2 - Another description Capture picture
You can now add a description, about
section and profile picture for your bot, Send /empty to keep the list empty. Record video
see Ip for a list of commands. By the — =7
way, when you've finished creating your hi - Welcome text Reset alert msg
cool bot, ping our Bot Support if you want a time - Show the time
better username for it. Just make sure the picture - Capture picture Temperature
bot is fully operational before you do this video - Record video
reset - Reset alert msg Humidity
Use this token to access the HTTP API - t- Temperature
5 h - Humidity Battery status
4 - ™~ s b - Battery status
‘ Keep your token secure and store it safely, o™ ff“; ¢ - Current location Current location
| it can be used by anyone to control your & . ! p 3 3
i Lot [ oy LY e n - Next location/action 5 s
d = B o r - Remaining distance ext location/action
o T ekl s - Robot status
{ Fora d(SCllplIOﬂ 01 the Bot AP, see this (/' L SR, W Remaining distance

Robot status

Figure 5-29 Steps and results of Telegram setup
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5.7  Overall System Setup

Hardware setup: Raspberry pi camera and DHT22 are connected to the raspberry pi attached

to the TurtleBot3 Burger. Battery is also be connected to supply power to the TurtleBot3.

Figure 5-30 Hardware setup

Software setup: Firstly, Open the drawn map with RVIZ2 and configure the TurtleBot3’s
initial pose estimation by clicking the ‘2D Pose Estimate’ button in the RVIZ2 menu to enable
the navigation function. Next, a GUI is created and the ros2 topics such as /battery_state,
/temperature, /humidity, /cmd_vel, /image_raw and /amcl_pose from the ros2 topic list are
subscribed or published by writing in the Python file using visual studio code to access with
the TurtleBot3. This enables the GUI to receive and show the values of battery percentage,
temperature, humidity, current position of the TurtleBot3 and the stream video captured by the
raspberry pi camera frame by frame. Besides, the /cmd_vel topic enables users to control the
speed and movement of the TurtleBot3. Other than that, Telegram bot is also accessed by
writing the API token for the in the Python file to enable remote interaction. After the Python
file with the fully functional Python codes is created, use colcon build and source the
install/setup.bash then run the script as navi. Finally, a GUI will launch and pop up. The system

is now ready for users to control the TurtleBot3 using hand gestures.
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S ros2 topic list

Jamcl/transition_event

Jamcl_pose

/battery_state
/behavior_server/transition_event
/behavior_tree_log

/bond
/bt_navigator/transition_event
Jcamera_1info

Jclicked _point

Jemd_vel

Jcmd_vel_nav
Jcontroller_server/transition_event
Jcost_cloud

Jdiagnostics

Jdownsampled_costmap
/downsampled_costmap_updates
Jevaluation
/global_costmap/clearing_endpoints
Yolobal_costmap/costmap

_/qlobal costmap/costmap _raw

/global_costmap/costmap_updates
/global_costmap/footprint
/global_costmap/global_costmap/transition_event
/global_costmap/published_footprint
/global_costmap/voxel_grid
/alobal_costmap/voxel_marked_cloud
/goal_pose

/humidity

/image_raw

/image_raw/compressed
/image_raw/compressedDepth
/image_raw/theora

Jimu

Jinitialpose

/joint_states
/local_costmap/clearing_endpoints
/local_costmap/costmap
Jlocal_costmap/costmap_raw
/local_costmap/costmap_updates
/local_costmap/footprint
J/local_costmap/local_costmap/transition_event
Jlocal_costmap/published_footprint
/local_costmap/voxel_grid
/local_costmap/voxel_marked_cloud
/local_plan

/magnetic_field

/map

/map_server/transition_event
/map_updates

/marker
/mobile_base/sensors/bumper_pointcloud
Jodom

/parameter_events

/particle_cloud

/plan

/plan_smoothed
/planner_server/transition_event
/received_global_plan
/robot_description

Jrosout

/scan

/sensor_state
/smoother_server/transition_event
/speed_limit

/temperature

Jtf

Jtf static

/transformed_global_plan
/velocity_smoother/transition_event
/waypoint_follower/transition_event
/waypoints

Figure 5-31 ROS2 Topic List (Latest)
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# Whmetsinate @ Pubishbont S NaGod b

Figure 5-32 RVIZ and PC terminal for running the Python file

Robot Control Panel =

Restart System

Cancel laskEmmrgency Stop
Latest Video

Latest image

[Current Location: (0.00, 0.00) - Starting PortiChargng Station
Next Location: (0.0, 0.0}

Remamning Distance: N

Spead: Confrofied by Tumtiefot

Batlery Stalus: 81 60%

Robot Status: The robet s avaliabie now!

Temperature: 24,80°C

Humidity: 64.50%

Figure 5-33 GUI of the robot system
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5.8 Implementation Issues and Challenges

Several difficulties and problems arose during the project's execution that needed to be
carefully considered and resolved. One major obstacle was integrating various hardware parts,
like the TurtleBot and sensors, with the ROS2 and Ubuntu software environments. Technical
challenges had to be overcome to guarantee these components’ smooth compatibility and
communication. Another issue was to optimize deep learning model performance for real-time
gesture recognition on platforms with limited resources. To obtain sufficient performance in
real-world circumstances, it was imperative to strike a balance between computational

efficiency and precision.

Despite these difficulties, the project also included several cutting-edge elements that
enhanced its originality. A fresh approach to human-robot interaction was represented using
deep learning techniques, specifically Convolutional Neural Networks (CNNs), for gesture
detection. These methods made it possible for the robot to reliably comprehend complicated
motions, enabling smooth communication between people and robots. Additionally, the use of
GUI and 10T in this project also let users feel convenient when using the robot system. In
summary, resolving implementation obstacles and utilizing cutting-edge technologies were

critical to the project's success.

59 Concluding Remark

In conclusion, there are 3 Ubuntu terminals and 2 PC terminals required for the robot
system implementation. Three Ubuntu terminals are used to bring up the TurtleBot3, run the
v4l2_camera_node and execute the tempHumid.py script (navil) for the DHT22 sensor. Two
PC terminals are used to open map in RVIZ2 for navigation and run the main Python script

(navi) to launch the system. All the steps for all the setups are stated above.

Furthermore, there are still some implementation issues and challenges. For examples,
the imperfection of the hardware and software. However, these implementation obstacles can

be addressed by leveraging cutting-edge technologies.
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Figure 5-34 Node graph from rqgt
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Chapter 6
SYSTEM EVALUATION AND DISCUSSION

6.1  System Testing and Performance Metrics
Evaluation of the accuracy of the hand tracking module

Pseudocode:

import necessary libraries
Path to the log file
Open the log file in append mode

gesture_number = {
0,0,0,0,0):0,(0,1,0,0,0):1,(,1,1,0,0):2,(0,1,1,1,0):3,(0,0,1, 1, 1): "OK", (0, 1, 1, 1, 1): 4,
(1,1,1,1,1):5/(,0,0,0,1):6,(1,1,0,0,0): 7,(1,1,1,0,0): 8,(2,1,1,1,0): 9, (1, 0, 0, 0, 0): 10,
0,0,0,0,1):11,(0,0,0,1,1): 12,(2,0,0,1,1): 13,(1,1,0,1,1): 14

Set gesture_count to 0
Define MAX_GESTURES as 20

Function detect_hand_gesture:
If gesture_count >= MAX_GESTURES:
Print "Max gestures reached. Stopping system."
Call close_system
Return
Read frame from video capture
If frame is read successfully:
Display image on canvas
Detect hands in the frame
If hands are detected:
If two hands are detected:
Get finger positions for both hands
# Determine detected gesture based on finger positions
if fingers1 ==[1, 0, 0, 0, 0] and fingers2 ==[1, 0, 0, 0, 0]:
detected_gesturel = "Move forward"
elif fingers1 == [0, 0, 0, 0, 1] and fingers2 == [0, 0, 0, 0, 1]:
detected_gesturel = "Move backward"
elif fingers1 ==[0, 1, 0, 0, 0] and fingers2 == [0, 0, 0, 0, 0]:

detected gesturel = "Turn left"
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elif fingers1 == [0, 0, 0, 0, 0] and fingers2 == [0, 1, 0, 0, 0]:
detected_gesturel = "Turn right"
elif fingers1 == [0, 0, 0, 0, 0] and fingers2 == [0, 0, 0, 0, 0]:
detected gesturel = "Stop"
elif fingers1 == [0, 0, 0, 0, 1] and fingers2 == [0, 0, 0, 0, 0]:
detected gesturel = "Speed up"
elif fingers1 == [0, 0, 0, 0, 0] and fingers2 == [0, 0, 0, 0, 1]:
detected_gesturel = "Speed down"
If a gesture is detected:
Increment gesture_count
Print detected gesture
Call log_detected gesture with fingers and detected gesture
Else:
Get finger positions for the single hand
Check if the finger positions match any gesture in gesture_number
If a gesture is matched:
Increment gesture_count
Print detected gesture number
Call log_detected gesture with finger positions and detected gesture number

Set a timer to call detect_hand_gesture again in 10 milliseconds

Function log_detected_gesture(fingers, detected_gesture):
Get current timestamp

Write timestamp, fingers, and detected gesture to log file

Function close_system:
Close log file
Release video capture
Destroy all OpenCV windows
Quit the Tkinter application

Function main:
Initialize Tkinter
Create a canvas for video display
Call detect_hand_gesture to start gesture detection

Start Tkinter main loop

If script is run directly:

Call main
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The percentage of accurate predictions generated based on the test data is known as accuracy.
By dividing the total number of guesses by the number of accurate predictions, it is simple to
calculate [29].

Correct predictions

Accuracy T predictions

Robot Control Panet

~
Open Vv M froes sl Mge{st‘urneloﬂp‘g.‘txltl E controlier/A Save = = (=] x
2024-09-13 01:04:58 - [(e0, 0, 0, 6, 0)] Detected Gesture: 0
2024-09-13 01:04:58 - [(0, 0, 0, 0, 0)] Detected Gesture: ©
2024-09-13 01:04:58 - [[0, ©, ©, ©, 0], [0, ©, 0, ©, 0]] Detected Gesture: Stop
2024-09-13 01:04:58 - [(0, 0, 0, 0, 0)] Detected Gesture: ©
2024-09-13 01:04:59 - [(80, 06, 0, 0, 0)] Detected Gesture: O
2024-09-13 01:04:59 - [(0, 0, 0, O, ©)] Detected Gesture: ©
2024-09-13 01:04:59 - [[e, ©, 0, ©, 0], [0, ©, 0, 06, 0]] Detected Gesture: Stop
2024-09-13 01:04:59 - [(0, 0, 0, 0, 0)] Detected Gesture: ©
2024-09-13 01:04:59 - [(e, ©, 0, 6, 0)] Detected Gesture: ©
2024-09-13 01:04:59 - [[e, @, 0, 0, 0], [0, ©, 0, ©, 0]] Detected Gesture: Stop
2024-09-13 01:04:59 - [(0, 6, 0, 0, 0)] Detected Gesture: O
2024-09-13 01:04:59 - [(0, 0, 0, 06, 0)] Detected Gesture: ©
2024-09-13 01:04:59 - [[e, ©, ©, 0, O], [0, O, O, ©, O]] Detected Gesture: Stop
2024-09-13 01:04:59 - [(e, 06, 0, 0, 0)] Detected Gesture: ©
2024-09-13 01:04:59 - [(0, 06, 0, O, O0)] Detected Gesture: 0
2024-09-13 01:04:59 - [(0, 0, 0, 0, 0)] Detected Gesture: O
2024-09-13 01:04:59 - [[@, ©, 0, 0, 0], [0, ©, O, 0, 0]] Detected Gesture: Stop
2024-09-13 01:04:59 - [(6, 06, 0, 0, O0)] Detected Gesture: ©
2024-09-13 01:04:59 - [[0, ©, 0, ©, 0], [0, ©, ©, 0, 0]] Detected Gesture: Stop
2024-09-13 01:04:59 - [(6, 0, 0, 0, 0)] Detected Gesture: ©

PlainText v Tab width:8 v Ln3, Col 53 v INS

Figure 6-1 Results of the accuracy of the hand tracking module in “0”

Accuracy = % X 100%

=70%
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Accuracy

Robot Control Panel — I

oren v || M| o ey robot ot oot controlerie. | S || = | @ © @
2024-09-13 01:04:03 - [(0, 1, 0, 0, 0)] Detected Gesture: 1
2024-09-13 01:04:03 - [(0, 1, 0, 0, 0)] Detected Gesture: 1
2024-09-13 01:04:03 - [(0, 1, 0, 0, 0)] Detected Gesture: 1
2024-09-13 01:04:03 - [(0, 1, 0, 0, 0)] Detected Gesture: 1
2024-09-13 01:04:03 - [(0, 1, 0, 0, 0)] Detected Gesture: 1
2024-09-13 01:04:03 - [(0, 1, 0, 0, 0)] Detected Gesture: 1
2024-09-13 01:04:03 - [(0, 1, 0, 0, 0)] Detected Gesture: 1
2024-09-13 01:04:03 - [(0, 1, 6, 0, 0)] Detected Gesture: 1
2024-09-13 01:04:04 - [(0, 1, 0, 0, 0)] Detected Gesture: 1
2024-09-13 01:04:04 - [(0, 1, 0, 0, 0)] Detected Gesture: 1
2024-09-13 01:04:04 - [(0, 1, 0, 0, 0)] Detected Gesture: 1
2024-09-13 01:04:04 - [(6, 1, 0, 0, 0)] Detected Gesture: 1
2024-09-13 01:04:04 - [(0, 1, 0, 0, 0)] Detected Gesture: 1
2024-09-13 01:04:04 - [(0, 1, 0, 0, 0)] Detected Gesture: 1
2024-09-13 01:04:04 - [(0, 1, 0, 0, 0)] Detected Gesture: 1
2024-09-13 01:04:04 - [(0, 1, 0, 0, 0)] Detected Gesture: 1
2024-09-13 01:04:04 - [(0, 1, 0, 0, 0)] Detected Gesture: 1
2024-09-13 01:04:04 - [(0, 1, 0, 0, 0)] Detected Gesture: 1
2024-09-13 01:04:04 - [(0, 1, 0, 0, 0)] Detected Gesture: 1
2024-09-13 01:04:04 - [(0, 1, 0, 0, 0)] Detected Gesture: 1
Loading file “/home/onc/ros2_ws/src/m... PlainText v Tab width: 8 v Ln1, Col1 v INS

Figure 6-2 Results of the accuracy of the hand tracking module in “1”

Accuracy = % X 100%
=100%
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Accuracy [ = -

Robot Control Panel - (=] x

Open ~ | [71 9e5t“re[°k-l,°9txtl Save = B & &
2024-09-13 01:07:46 - [(6, ©6, 1, 1, 1)] Detected Gesture: OK
2024-09-13 ©01:07:46 - [(©, ©6, 1, 1, 1)] Detected Gesture: OK
2024-09-13 01:07:46 - [(®, ©, 1, 1, 1)] Detected Gesture: OK
2024-09-13 01:07:46 - [(®, ©, 1, 1, 1)] Detected Gesture: OK
2024-09-13 01:07:46 - [(®, ©, 1, 1, 1)] Detected Gesture: OK
2024-09-13 01:07:46 - [(©0, ©, 1, 1, 1)] Detected Gesture: OK
2024-09-13 ©01:07:46 - [(O0, ©, 1, 1, 1)] Detected Gesture: OK
2024-09-13 01:07:46 - [(6, 6, 1, 1, 1)] Detected Gesture: OK
2024-09-13 01:07:46 - [(©®, ©, 1, 1, 1)] Detected Gesture: OK
2024-09-13 01:07:46 - [(0, ©, 1, 1, 1)] Detected Gesture: OK
2024-09-13 01:07:46 - [(©6, ©, 1, 1, 1)] Detected Gesture: OK
2024-09-13 ©01:07:46 - [(®, ©, 1, 1, 1)] Detected Gesture: OK
2024-09-13 01:07:46 - [(®, ©, 1, 1, 1)] Detected Gesture: OK
2024-09-13 01:07:46 - [(®, ©, 1, 1, 1)] Detected Gesture: OK
2024-09-13 ©01:07:46 - [(©6, O, 1, 1, 1)] Detected Gesture: OK
2024-09-13 ©01:07:47 - [(6, 6, 1, 1, 1)] Detected Gesture: OK
2024-09-13 01:07:47 - [(6, ©6, 1, 1, 1)] Detected Gesture: OK
2024-09-13 01:07:47 - [(®, ©, 1, 1, 1)] Detected Gesture: OK
2024-09-13 01:07:47 - [(®, ©, 1, 1, 1)] Detected Gesture: OK
2024-09-13 01:07:47 - [(®, ©, 1, 1, 1)] Detected Gesture: OK
Plain Text ~ Tab width:8 Ln1, Col1 N7 INS

Figure 6-3 Results of the accuracy of the hand tracking module in “OK”

Accuracy = % X 100%
=100%
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Accuracy

Robot Control Panel

gesturemf_log.txt
ny_robot_controller/n

0,
0:

v % % % e ow ¥ % %M %M % oM oW oW owow
v % % % w W D
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0)]
e],
0)]
0)]
e],
0)]
0)]
e]l,
e],
e]l,
e],
e],
e,
el,
el,
e],
],
],
e],

y_robot_controller/Accuracy Save =

Detected Gesture: 10

Detected Gesture: 10

[1, 6, 0, ©, O0]] Detected Gesture:

Detected Gesture: 10

Detected Gesture: 10

[1, 6, 6, 0, 0]] Detected Gesture:

Detected Gesture: 10

Detected Gesture: 10

[1, 6, ©, 06, 0]] Detected Gesture:

[1, 6, 0, ©, 0]] Detected Gesture:

[1, 6, 0, 0, 0]] Detected Gesture:

[1, 6, ©, 06, 0]] Detected Gesture:

[1, ©, 06, 6, O0]] Detected Gesture:

[1, 6, ©, O, 0]] Detected Gesture:

[1, 6, ©, ©, O0]] Detected Gesture:

[1, 6, 0, 0, 0]] Detected Gesture:

[1, 6, ©, 06, O0]] Detected Gesture:

[1, 6, 0, ©, ©0]] Detected Gesture:

[1, 6, ©, ©, 0]] Detected Gesture:

[1, ©, 0, 6, 0]] Detected Gesture:
PlainText v Tab width:8 v Ln1,Col1

Move

Move

Move
Move
Move
Move
Move
Move
Move
Move
Move
Move
Move
Move

v

forward

forward

forward
forward
forward
forward
forward
forward
forward
forward
forward
forward
forward
forward

INS

Figure 6-4 Results of the accuracy of the hand tracking module in “Move forward”

Accuracy = ;—z X 100%

=70

%
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Accuracy Q i

= Pie Robot Control Panel = & 35

Open v M gesturetl_log.txt

ros2_ws/src/my_robot_controller/my_robot_controller/Accuracy Save = = a X

b024-09-13 ©1:11:26 - [(0, 0, 6, 0, ©)] Detected Gesture: ©
2024-09-13 01:11:26 - [[6, 1, ©, ©, 0], [0, ©, ©, O, ©]] Detected Gesture: Turn left
2024-09-13 01:11:26 - [[06, 1, ©, ©, 0], [0, O, O, O, O]] Detected Gesture: Turn left
2024-09-13 ©01:11:26 - [[6, 1, ©, 0, 0], [0, O, O, O, O]] Detected Gesture: Turn left
2024-09-13 01:11:26 - [[0, 1, ©, 0, 0], [0, O, ©, O, O]] Detected Gesture: Turn left
2024-09-13 01:11:26 - [[0, 1, 0, ©, 0], [0, ©, O, O, O]] Detected Gesture: Turn left
2024-09-13 01:11:26 - [[0, 1, ©, O, 0], [0, ©, O, O, O]] Detected Gesture: Turn left
2024-09-13 01:11:26 - [[0, 1, 6, 0, 0], [0, O, O, O, O0]] Detected Gesture: Turn left
2024-09-13 01:11:27 - [[0, 1, ©, ©, 0], [0, ©, O, O, O]] Detected Gesture: Turn left
2024-09-13 061:11:27 - [[e, 1, 6, ©, 0], [0, ©, O, O, O0]] Detected Gesture: Turn left
2024-09-13 ©1:11:27 - [[e, 1, 6, 0, 0], [0, O, O, O, O0]] Detected Gesture: Turn left
2024-09-13 01:11:27 - [[e, 1, 6, ©, 0], [6, 6, ©, 0, 0]] Detected Gesture: Turn left
2024-09-13 01:11:27 - [[6, 1, 6, 0, 0], [0, 0, O, O, O0]] Detected Gesture: Turn left
2024-09-13 01:11:27 - [[0, 1, 6, ©, 0], [0, ©, O, O, 0]] Detected Gesture: Turn left
2024-09-13 01:11:27 - [[06, 1, ©, ©, 0], [0, ©, O, O, O]] Detected Gesture: Turn left
2024-09-13 01:11:27 - [[e, 1, 6, ©, 0], [6, 6, ©, O, 0]] Detected Gesture: Turn left
2024-09-13 01:11:27 - [[6, 1, 0, 0, 0], [0, ©, O, O, O]] Detected Gesture: Turn left
2024-09-13 01:11:27 - [[®, 1, 6, ©, 0], [0, ©, O, O, 0]] Detected Gesture: Turn left
2024-09-13 61:11:27 - [[6, 1, 6, ©, 0], [0, ©, O, O, O0]] Detected Gesture: Turn left
2024-09-13 01:11:27 - [[6, 1, 0, O, 0], [0, ©, O, O, O]] Detected Gesture: Turn left
PlainText v Tab Width: 8 v Ln1,Col1 v INS

Figure 6-5 Results of the accuracy of the hand tracking module in “Turn left” at light

environment

Accuracy = % X 100%

=95%
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Robot Control Panel

Open Vv < 'g'eistq‘rreﬁl:rlda‘:'k_lqu.t)'(t Sl Save = = m] X

t2024~09-13 01:12:28 - [(0, 0, 6, O, 0)] Detected Gesture: ©

2024-09-13 01:12:28 - [(6, 0, 6, O, ©0)] Detected Gesture: ©

2024-09-13 01:12:28 - [(06, 0, 0, O, 0)] Detected Gesture: ©

2024-09-13 01:12:28 - [(6, 0, ©, O, 0)] Detected Gesture: ©

2024-09-13 01:12:28 - [(06, 0, 6, O, 0)] Detected Gesture: ©

2024-09-13 01:12:28 - [(0, 0, 6, 0, 0)] Detected Gesture: ©

2024-09-13 01:12:28 - [(0, 0, 6, O, 0)] Detected Gesture: ©

2024-09-13 01:12:28 - [[e6, 1, ©, O, O], [0, O, O, O, O©]] Detected Gesture: Turn left

2024-09-13 01:12:28 - [[0, 1, ©, O, 0], [0, O, O, O, O]] Detected Gesture: Turn left

2024-09-13 01:12:28 - [[e6, 1, ©, O, O], [0, O, O, O, ©]] Detected Gesture: Turn left

2024-09-13 ©01:12:28 - [[6, 1, ©, O, 0], [0, O, O, O, O]] Detected Gesture: Turn left

2024-09-13 01:12:28 - [[06, 1, ©, O, 0], [6, ©, O, O, 0]] Detected Gesture: Turn left

2024-09-13 ©01:12:28 - [[6, 1, ©, O, 0], [0, ©, O, O, O]] Detected Gesture: Turn left

2024-09-13 01:12:28 - [[0, 1, 6, ©, 0], [0, ©, 0, O, 0]] Detected Gesture: Turn left

2024-09-13 01:12:28 - [[0, 1, ©, O, O], [0, ©, O, O, ©]] Detected Gesture: Turn left

2024-09-13 01:12:28 - [[0, 1, 6, 0, 0], [0, ©, ©, O, 0]] Detected Gesture: Turn left

2024-09-13 01:12:28 - [[06, 1, 06, O, 0], [0, O, O, O, ©]] Detected Gesture: Turn left

2024-09-13 01:12:28 - [[0, 1, 0, 0, 0], [6, ©, 0, O, 0]] Detected Gesture: Turn left

2024-09-13 ©01:12:28 - [[0, 1, ©, O, ©], [0, ©, O, O, O]] Detected Gesture: Turn left

2024-09-13 01:12:28 - [[6, 1, ©, 0, 0], [0, 6, ©, O, 0]] Detected Gesture: Turn left
PlainText ¥ Tabwidth:8 v Ln1,Col1 v INS

Figure 6-6 Results of the accuracy of the hand tracking module in “Turn left” at darker

environment

Accuracy = g X 100%

= 65%
Hand gesture recognition achieves 100% accuracy when each pattern for one hand is uniquely
defined. Accuracy decreases to 95% when unique patterns involve both hands, and further
drops to 70% when hand patterns are not distinct, such as recognizing "0" with both hands

versus one hand. In darker environments, the accuracy reduces to 65%.
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Evaluation of the real time between hand detection and navigation

Pseudocode:

Import necessary libraries
Path to the log file
Open the log file in append mode

Define gesture_number as a dictionary mapping finger tuples to gestures

gesture_number ={ (0, 1,0,0,0):1,(0,1,1,0,0): 2,(0,0,0,0,0):0,(0,0,1,1,1):3,(0,1,1,1,1): 4}
Define goal_positions as a dictionary mapping gestures to goal coordinates

goal_positions = { 1: (0.0, 0.0), # Goal for gesture 1 2: (3.00, 1.00), # Goal for gesture 2 }

Define test_gestures as a list of 5 sample gestures

Define true_labels as the same list as test_gestures

Function handle_gesture(gesture):
Record current time as detection_time
Record current time as action_time
Compute latency as the difference between action_time and detection_time
Log the detected gesture, action, and latency

Return gesture, gesture_number, latency

Function evaluate_model_performance(true_labels, predicted_labels):
Compute accuracy, precision, recall, and F1-score
Print performance metrics

Compute and display confusion matrix using true and predicted labels

Function main():
Initialize ROS (Robot Operating System) components
Initialize GUI window with labels for sensor data and video feeds
Define detect_hand_gesture function:
Capture a frame from the camera
Convert the frame to RGB
Display the frame on the GUI canvas
Detect hands in the frame
If hands are detected:
Extract finger states and convert to a tuple

If the finger tuple is in gesture_number:
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Record start time
Identify gesture from gesture_number
If the gesture has a goal position:
Update remaining distance label and navigate to goal
Otherwise, handle movement based on gesture where gesture = 0 is stop, 3 is moving forward and 4
is moving backward
Record end time and log time taken

Schedule the next frame capture

Define update_status function:
Spin ROS node to receive updates
If battery status is available:
Update battery status label
If battery is low, navigate to the charging station
Monitor task completion and update remaining distance label
Check task result and handle accordingly

Schedule the next status update

Start GUI event loop and background threads for sensor and camera updates
In the main function:

Simulate gesture detection and handle gestures

Evaluate model performance based on simulated results

Analyze gesture action log for latency and navigation success

Define analyze_logs function:
Read and parse the gesture action log file
Extract and compute latency metrics
Calculate and print navigation success rate

Optionally print the full log DataFrame

Execute main function

Based on the results below, the calculation:

11(0.03)+2(0.02)+104(0.00)
117

= 0.003162 seconds
The robot system operates in near real-time, with an average response time of 0.003162

Average time taken =

seconds from hand gesture recognition to the TurtleBot2's response. This extremely short delay
is nearly imperceptible, making the system highly responsive.
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r
sture_action Ext

| open « | 1 <.‘:cqiw\/'a/m'2:wguv-mlul.'mz':n?‘xl_r:.'lmhﬂ.’a:rmlv e
12924-89-11 129,697:INFO:Hand Gesture: (3),Time Taken: 6.66 seconds
7 2824-89-11 3,667:INFO:Hand Gesture: (3),Tine Taken: 6.86 seconds
3 2824-49-11 3,795: INFO:Hand Gesture: (8),Timc Taken: .88 scconds
< 72824-89-11 #58: INFO:Hand Gesture: (0),Tine Taken: 0.00 seconds
2024-99-11 3,934: INFO:Hand Gesture: (0),7ine laken: 0.00 seconds
6 2824-89-11 q,805: INFOzHand Gesture: (0),Tine Taken: 0.00 seconds
7 2924-69-11 4,878: INFO:Hand Gesture: (0),Time Taken: 0.00 seconds
5 20924-09-11 4,148: INFO:Hand Cesture: (0),Time Taken: 6.00 seconds
©2824-09-11 16:29:34,225:INFO:Hand Gesture: (0),Time Taken: 0.00 seconds
10 2624-89-11 4,295:INFO:Hand Gesture: (8),Time Taken: 0.06 seconds
2924-89-11 4,377:INFO:Hand Gesture: (8),Tine Taken: 6.08 seconds
17 20824-89-11 ,446: INFO:Hand Gesture: (8),Time Taken: 6.00 scconds
11 72823-09-11 4,518: INFO:Hand Gesture: (0),Tine Taken: 0.00 seconds
: 2824-09-11 ,591: INFOzHand Gesture: (0),1ine laken: 0.00 seconds
15 2824-69-11 4,663: INFO:Hand Gesture: (0),Time Taken: 0.00 seconds
16 2824-69-11 A4, 733:INFO:Hand Gesture: (0),Time Taken: 0.00 seconds
4 4,882:INFO:Hand Gesture: (0),Time Taken: 0.00 seconds
4,877:INFO:Hand Gesture: (0),Time Taken: 0.00 seconds
4,943:INFO:Hand Gesture: (8),Time Taken: 0.60 seconds
,998:INFO:Hand Gesture: (8),Time Taken: 6.68 seconds
1 2824.89-11 5,863:INFO:Hand Gesture: (4),Time Taken: ©.00 scconds
2 2m24-09-11 5,121: INFO:Hand Gesture: (4),Time Taken: @.00 seconds
2024-09-11 Gesture: (4),Tine laken: 0.00 seconds
$ 2024-09-11 Gesture: (4),Tine Taken: 0.00 seconds
2024-09-11 Gesture: (4),Tinme Taken: 0.00 seconds
Gesture: (4),Tine Taken: 0.00 seconds
Gesture: (4),Time Taken: 0.00 seconds
Gesture: (4),Time Taken: 0.06 seconds
Gesture: (4),Time Taken: 6.66 seconds
30 2824-689-11 16 5,588: INFO:Hand Gesture: (4),Time Taken: 6.00 seconds
11 2824-089-11 16 643: INFO:Hand Gesture: (4),Tine Taken: 0.06 seconds
2 2824-09-11 16 45: INFO:Hand Gesture: (4),Time Taken: 0.00 seconds
5 2824-99-11 16 5,771:INFO:Hand Gesture: (4),Tine laken: 0.00 seconds
2024-89-11 16 LA54:INFO:Hand Gesture: (4),Tine Taken: 0.00 seconds
5 2021-09-11 16 5,911: INFO:Hand Gesture: (4),Time Taken: 0.00 seconds
2024-09-11 16 ,968:INFO:Hand Gesture: (4),Tine Taken: 0.00 seconds
2924-09-11 16:29:36,833:INFO:Hand Gesture: (4),Time Taken: 0.00 seconds
2924-89-11 16 6,898: INFO:Hand Gesture: (4),Time Taken: 6.00 seconds
2924-@9-11 16 6,148: INFO:Hand Gesture: (3),Tine Taken: 6.00 seconds
40 28724-49-11 16 ,284: INFO:Hand Gesture: (4),Time Taken: 0.868 scconds
41 2824-09-11 16 6,266: INFO:Hand Gesture: (8),Time taken: 0.00 seconds
12 2024-89-11 16 6,322: INFO:Hand Gesture: (4),Tine Taken: 0.00 seconds
§2024-69-11 16 6,386: INFO:Hand Gesture: (4),Tine Taken: 0.00 seconds
2021-09-11 16 LA43:INFO:Hand Gesture: (4),Time Taken: 0.00 seconds
5 2824-09-11 16 6,581:INFO:Hand Gesture: (4),Time Taken: 0.00 seconds
2024-89-11 16 6,558: INFO:Hand Gesture: (4),Time Taken: 6.00 seconds
2824-89-11 16 6,622:INFO:Hand Gesture: (4),Time Taken: .00 seconds
2824:89-11 16 6,681:INFO:Hand Gestura: (4),Time Taken: 6.00 seconds
49 2874-89-11 16 6,738: INFO:Hand Gesture: (8),Time Taken: 0.08 seconds
0 2824-49-11 16 6,795: INFO:Hand Gesture: (4),Time taken: 0.00 seconds
1 2824-09-11 16 6,857: INFO:Hand Gesture: (4),Tine Taken: 0.00 seconds
2024-65-11 16 6,915: INFO:Hand Cesture: (4),Tine Taken: 0.00 seconds
53 2824-69-11 16 LO73:INFO:Hand Gesture: (4),Time Taken: 0.00 seconds
7 3833:38: 11 18138137331 MFQ MRS Eesnure: (3)Tine Jaken: 8:99 seconds
56 2624-89-11 1 7,158;INFO:Hand Gesture: (4),Tine Taken: .68 secconds
57 2824-89-11 1 7,214:INFO:Hand Gesture: (4),Tine Taken: 9.08 seconds
42024-09-11 1 7,273: INFO:Hand Gesture: (4),Tine Taken: 9.08 seconds
2624-09-11 1 7,333:INFO:Hand Gesture: (4),Tine Taken: 9.88 seconds
12824-989-11 1 7,392: INFO:Hand Gesture: (4),Tine Taken: 8.88 seconds
12024-09-11 1 7,450: INFO:Hand Gesture: (4),Tine Token; 9.00 secands
624-089-11 1 7,507 :INFO:Hand Gesture: (4),Tine Taken: 9.88 seconds
6312024-89-11 16:29:37,568: INFO:Hand Gesture: (4),Tlne Taken: 9.08 seconds
04 2024-09-11 7,627:INFO:Hand Gesture: (3),Tine Taken: ©.08 seconds
924-89-11 7,699: INFO:Hand Gesture: (4),Tine Taken: .08 seconds
66 2824-09-11 7,753: INFO:Hand Gesture: (4),Tine Taken: 5.86 seconds
7,B21:INFO:Hand Gesture: (4),Time Taken: ©.68 seconds
16:29:37,891: INFO:Hand Gesture: (4),Tine Taken: 0.088 seconds
7,946: INFO:Hand Gesture: (4),Tine Taken: 9.08 secands
1 8,003:INFO:Hand Gesture: (4),Tine Taken: ©.68 seconds
1 8,064: INFO:Hand Gesture: (4),Time Taken: 0.08 seconds
/7 2824-09-11 1 8,119: INFO:Hand Gesture: (4),Tine Taken: 8.066 scconds
73 2024-69-11 1 8,181:INFO:Hand Gesture: (4),Tine Taken: 0.68 seconds
12024-69-11 1 18,238: INFO:Hand Gesture: (4),Tine Taken: B.08 seconds
75 2024-09-11 1 8,311:INFO:Hand Gesture: (4),Tine Taken: 9.86 seconds
2024-09-11 1 8,382:INFO:Hand Gesture: (4),Tine Taken: ©.86 seconds
2024-09-11 1 9:138,443: INFO:Hand Gesture: (4),Tine Taken: 0.08 seconds
924-69-11 1 8,499: INFO:Hand Gesture: (4),Tine Taken: 9.88 seconds
79 2824-69-11 1 8,576: INFO:Hand Gesture: (4),Time Taken: 0.68 seconds
AU 2024-09-11 1 8,0637: INFO:Hand Gesture: (4),Tine Taken: 9.06 scconds
51 2024-89-11 1 8,712: INFO:Hand Gesture: (4),Tine Taken: ©.68 seconds
22024-89-11 1 8,787: INFO:Mand Gesture: (4),Tine Taken: 8.086 seconds
12024-69-11 1 8,B858: INFO:Hand Gesture: (4),Tine Taoken: 9.6@ scconds
512024-89-11 1 8,938:INFO:Hand Gesture: (4),Tine Taken: 9.68 seconds
1 2624-09-11 1 9,009: INFO:Hand Gesture: (4),Tine Taken: 9.00 seconds
2624-09-11 1 9,066: INFO:Hand Gesture: (4),Time Taken: 8.88 seconds
2024-89-11 1 9,135: INFO:Hand Gesture: (4),Tine Taken: 9.06 seconds
$24-09-11 1 9,192: INFO:Hand Gesture: (4),Tine Taken: 9.08 seconds
2624-69-11 9,269: INFO:Hand Gesture: (4),Tine Taken: .86 seconds
) 2624-69-11 9,381:INFO:Hand Gesture: (1),Tine Taken: 9.63 seconds
9,0655: INFO:Hand Gesture: (8),Tine Taken: ©.06 seconds
9,714:INFO:Hand Gesture: (6),Tine Taken: ©.08 seconds
91 2824-09-11 <INFO:Mand Gesture: (8),Tine Taken: 9.06 secands
824-09-11 16:29:39,B44: INFO:Hand Gesture: (8),Time Taken: ©.08 scconds
824-09-11 1 9 918:INFO:Hand Gesture: (06),Tine Taken: 0.08 seconds
@24-09-11 8,002: INFO:Hand Gesture: (8),Tine Taken: B.06 secands
7 2024-09-11 9,082 INFO:Hand Gesture: (8),Tine Taken: ©.68 seconds
97 2824-09-11 ,152:INFO:Hand Gesture: (0),Tine Taken: 6.68 seconds
19 2824-09-11 9:48,223: INFO:Hand Gesture: (0),Tine Taken: 9.06 seconds
100 2824-69-11 8,313 : INFO:Hand Gesture: (8),Time Taken: 0.68 seconds
101 2024-69-11 9,374: INFO:Mand Gesture: (6),Tine Taken: 0.08 seconds
107 2824-09-11 ,483: INFO:Hand Gesture: (1),Timc Taken: ©.83 scconds
9,818:INFO:Hand Gesture: (1),Time Taken: ©.83 seconds
1,099:INFO:Hand Gesture: (0),Tine Taken: 0.88 seconds
1,203:INFO:Hand Gesture: (1),Tine Taken: 9.83 seconds
6 1,518:INFO:Hand Gesture: (1),Time Taken: 0.03 seconds
07 2624-09-11 1,835: INFO:Hand Gesture: (1),Tine Taken: 8.02 secands
824-89-11 Hand Gesture: {1).Tine Taken: 9.83 seconds
2024-09-11 Hand Gesture: (2),Time Taken: 6.03 seconds
2024-69-11 Hand Gesture: (2),Time Taken: 06.83 seconds
2024-09-11 Hand Gesture: (2),Time Taken: 0.03 seconds
2024-09-11 Hand Gesture: (1),Time Taken: 0.83 seconds
2024-09-11 Hand Gesture: (8),Time Taken: 6.80 seconds
024-09-11 Hand Gesture: (1),Time Taken: 6.83 seconds
2024-09-11 Hand Gesture: (1),Time Taken: 6.63 seconds
2024-09-11 Hand Gesture: (1),Time Taken: 0.82 seconds
2024-69-11 16:30:42,637:INFO:Hand Gesture: (1),Time Taken: 0.63 seconds

PlainText v  Tab width:8 v

Figure 6-7 Results of the evaluation for the real time between hand detection and

navigation

Bachelor of Information Technology (Honours) Computer Engineering

Faculty of Information and Communication Technology (Kampar Campus), UTAR

75



CHAPTER 6

Evaluation of the deviation and time taken for path planning of navigation

Pseudocode:

Import necessary libraries
Path to the log file
Open the log file in append mode

DEFINE gesture_number AS {
0,1,0,0,0):1,(0,1,1,0,0):2,(0,0,0,0,0):0,(0,0,1,1,1):3,(0,1,1,1,1): 4
}
DEFINE goal_positions AS {
1:(0.0,0.0),  # Goal for gesture 1
2:(3.00,1.00), # Goal for gesture 2
}
DEFINE test_gestures AS[1, 2]
DEFINE true_labels AS test_gestures

FUNCTION handle_gesture(gesture):
DETERMINE detection_time AS current time
DETERMINE action_time AS current time
CALCULATE latency AS action_time - detection_time
LOG gesture, gesture_number, latency
RETURN gesture, gesture_number, latency

FUNCTION evaluate_model_performance(true_labels, predicted_labels):
CALCULATE accuracy, precision, recall, f1 from true_labels and predicted_labels
PRINT accuracy, precision, recall, f1
COMPUTE confusion_matrix from true_labels and predicted_labels

DISPLAY confusion_matrix as heatmap

FUNCTION main():
INITIALIZE ROS nodes and navigator
SETUP GUI with labels and canvases
FUNCTION detect_hand_gesture():
READ frame from camera
CONVERT frame to RGB
DISPLAY frame on laptop_canvas
DETECT hands in frame
IF hands detected:
GET fingers' state
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CREATE tuple from fingers' state
IF tuple in gesture_number:
SET gesture_numberl from gesture_number
IF gesture_numberl in goal_positions:
UPDATE remaining_distance_label
SET speed to "Controlled by TurtleBot"
GET goal position (x, y) from goal_positions
NAVIGATE to goal position (X, y)
RESET camera
CALL detect_hand_gesture() again in 10 milliseconds

FUNCTION update_status():
SPIN ROS node
IF battery status is available:
PRINT battery level
IF battery level < 30%:
CANCEL any current task
STOP robot
SET goal_pose to (0.0, 0.0)
NAVIGATE to goal_pose
MONITOR task completion and UPDATE remaining_distance_label
HANDLE task result (SUCCEEDED, CANCELED, FAILED)
CALL update_status() again in 1 second
CALL detect_hand_gesture() to start gesture detection
CALL update_status() to start status updates

FUNCTION analyze_logs():
READ log file
EXTRACT and CALCULATE latency from log
PRINT average, minimum, maximum latency
EXTRACT and CALCULATE navigation success rate from log
PRINT success rate
EXECUTE main()
SIMULATE gesture detection
EVALUATE performance with true_labels and predicted_labels
ANALYZE logs
IF_name__ =="_main_":
CALL main()
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Igasture_path_planning_log.txt

Open v I+ Save = - (=] ®

ulel controde oy ko rellsiiAcira

2024-059-11 17:13:54 BHI:INFO:Coal: (3.%4, 1.00), Actual Position: (0.8, B.0D), Deviation:
3.16, Success: navigation success, Time Taken: 2. secon
2024-09-11 17:14:04,136:INFO:Coal: (3.24, 1.00), Actual Posit
3.16, Success: pavigation success, Time Taken: 11.76 seconds|
2024-09-11 17:14:56,732:I8F0:Caal: (0.84, 8.60), Actual Paosition: (7.99, 1.04), Deviation:

ion: (0.84, B.0D), Deviatiaon:

3.17, Success: navigation success, Time Taken: 4. seconds

7024-09.11 17:14:57,736:T8F0:Caal: (0.84, B.080), Actual Pazition: (2.99, 1.84), Deviatian:
$5: navigation success, Tinme Taken: 5.55 conds
17:16:05,840: TNFO:Coal: (3.8, 1.80), Actual Pozition: (-P.69, a4.81), Deviation:

,

: navigetion_success, Time Taken: $.05 seconds

:116:87 ,117:T8F0:Coal: (3.88, 1.80), Actual Poszition: (-£.89, 4.61), Doviation:

: navigation_success, Time Yaken: 2.13 seconds

:16:56,317:INFO:Coal: (0.88, 9.80), Actual Position: (3.81, 1.87)

: navigation_success, Time Taken: 6.68 seconds

116:58,420:I8F0:Coal: (0.86, 8.80), Actual Postition: (3.81, 1.87), Deviation:

: navigation_s , Time Jaken: 8.79 seconds

L140:INFO:Goal: (3,88, 1.060), Actual Position: (0.81, 9,683), Deviation:
navigation_success, Time Taken: #8.09 seconds

17:29,358: INFO: Goa (3.868, 1.60), Actual Position: (6.81, ©.083), Deviation:

navigation_success, Time Token: 6.91 seconds

116:62,475:INFO:Goal: (3,89, 1.00), Actual P

. navigation_success, Time Taken: 8.09 seconds

2024-09-11 17:18:69,511:INFO: Coal: (0.86, 9.00), Actual Positlon: (3.89, 1.07), Deviation:

3.27, Success: navigation_success, Time Taken: 6.71 seconds

2024-09-11 17:18:41,825:INFO:Goal: (3.86, 1.00), Actual Postitlon: (-1.22, 6.1%), Deviation:

4.38, Success: navigation_success, Time Taken: @.86 seconds

2021-09-11 17:18:42 867:INFO:Coal: (3.8, 1.00), Actual Position: (-0.46, 98.05), Deviation:

3.58, Success: navigation_success, Time Taken: 8.86 seoconds

2021-05-11 17:18:56,215: INF0:Coal: (3.86, 1.00), Actual Position: (-8.73, 6.08), Deviation:

3.84, Success: navigation_success, Timo Taken: 13.41 sccands

2024-09-11 17:19:01,0690:I8F0:Goal: (3.88, 1.00), Aclual Position: (-1.11, 8.14), Devistion:

4.19, Success: navigation_success, Time Taken: 18.88 secends

4-09-11 17:19:07,739:I810:Coal: (3.80, 1.00), Actual Position: (-1.11, ©.14), Devialion:

, Success: navigation_success, Time Taken: 24.93 seconds

2024-09-11 17:1%:44,330:1%10:Coal: (0.%0, B.00), tual Position: (2.43, B.72), Deviation:

2.54, Success: navigation_success, Time Taken: 8.07 seconds

2024-09-11 17:19:46,398:IN¢#0:Coal: (0.¥0, ©.00), Actual Posit

2.54, Success: navigation success, Time Taken: 2.13 secon

2024-09-11 17:19:57,811:INFO:Coal: (0.%4, 2.00), Actual Position: (2.43, B.72), Deviation:

2.54, Success: navigation success, Time Taken: 13.55 seconds

2024-09-11 17:19:58,B53:INFO:Caal: (0.8a, B.00), Actual Position: (Z.43, B.72), Deviation:

2.54, Success: navigation success, Time Taken: 14.59 seconds

2024-09-11 17:29:19,598:INFO:Caal: (3.8@, 1.40), Actual Position: (-B.@8, -0.12), Deviation:

navigation success, Time Taken: 8.05 seconds

:170:31,900:TNFO:Caal: (3.84, 1.80), Actual Pasition: (-B.@8, -0.12), Deviatton:

pavigation success, Time Taken: 12.4) seconds

7,330:I8F0:Coal: (0.86, 8.80), Actual Posittion: (3.5

: navigatlon_success, Time Taken: $.07 seconds

1Z21:19,385:T8FO:Coal: (0.84, 8.80), Actual Position: (3.85, 1.84), Deviatiaon:

: navigetion_suctess, Time Taken: 2.13 seconds

Deviatien:

itlon: (3.89, 1.07), Deviation

(z.43, B.72), Deviation:

1.84), Deviatiaon:

WA N WY W
v o p
o
L~
o
2

Flain Text ~  Tab widthc g Ln2,Col 152 v INS

Figure 6-7 Results of the path planning for navigation

2.51+11.76+4.55+5.55+0.05+2.13+6.68+8.79+0.69+6.91+0.09+6.71+0.06+0.06
Average time taken = 13.41+18.88+24.93+0.07+2.13+13.55+14.59+0.05+12.43+0.07+2.13

25

= 6.351 seconds

3.16+3.16+3.17+3.17+3.24+3.24+3.19+3.19+3.14+3.14+0.12+3.27
Average deviation = +4.38+3.58+3.84+4.19+4.19+2.54+2.54+2.54+2.54+3.28+3.28+3.22+3.22

25

= 3.141 centimeters

The robot system using nav2 for navigation can be considered as smart, accurate and responsive
as the path planning taking less than 7 seconds of the average time taken and an average
deviation of under 4 centimeters. However, its performance may decline in environments with
significant noise, such as human activity or obstacles.
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6.2 Testing Setup and Result

Gestures detection with their corresponding actions and GUI functionalities

Table 6-1 Hand Gestures with their corresponding actions

Hand(s) Hand Gesture Action

1 (0,0,0,0,0): 0 Stop

1 (0,1,0,0,0): 1 Go to (0.0, 0.0) then capture image when arrived

1 (0,1,1,0,0): 2 Go to (3.00, 1.00) then capture image when arrived

1 (0,1,1,1,0): 3 Go to (-1.20, 1.10) then capture image when arrived

1 (0,0,1,1,1): OK Go to (0.0, 0.0) then capture image when arrived

1 0,1,1,1,1): 4 Go to (-2.70, -0.40) then capture image when arrived

1 (1,1,1,1,1):5 Draw circle

1 (1,0,0,0,1): 6 Surveillance mode

1 (1,1,0,0,0): 7 Start recording on the raspi_canvas and go to (-2.70, -
0.40) then stop recoding when arrived

1 (1,1,1,0,0): 8 Start recording on the raspi_canvas and go to (0.0, 0.0)

then stop recoding when arrived

1 (1,1,1,1,0:9 Start recording on the raspi_canvas and go to (3.00,
1.00) then stop recoding when arrived

1 (1,0,0,0,0): 10 Start recording on the raspi_canvas and go to (-1.20,
1.10) then stop recoding when arrived

1 (0,0,0,0,1): 11 Capture image

1 (0,0,0,1,1): 12 Record video on the raspi_canvas by drawing one circle

then stop recording

1 (1,0,0,1,1): 13 Start recording on the raspi_canvas

1 (1,1,0,1,1): 14 Stop recording

2 (0,0,0,0,0), (0,0,0,0,0) Stop

2 (1,0,0,0,0), (1,0,0,0,0) Move forward

2 (0,0,0,0,1), (0,0,0,0,1) Move backward

2 (0,0,0,0,1), (0,0,0,0,0) Speed up

2 (0,0,0,0,0), (0,0,0,0,1) Slow down

2 (0,1,0,0,0), (0,0,0,0,0) Turn left

2 (0,0,0,0,0), (0,1,0,0,0) Turn right
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All the captured images and recorded videos will be saved in the directory as shown below:

( ) s} Home ros2_ws src my_robot_controller / my_robot_controller : Q = v = = o x
70 Recent
] ]
* starred Accuracy captured_ recorded_ __init__.py my_First_ nav_to_
images videos node.py pose.py
(ot Home

[® Documents
4 Downloads
J1 Music

&) Pictures
5 Videos

iy Trash

+ Other Locations

Figure 6-8 Directory of the saving captured images and recorded videos

no
b/share/nav2_bringup/rviz/nav2_default v

/¥ 2D PoseEstimate @ PublishPoint .~ Nav2Goal 4 =

F'--__l_._

Robot Control Panel

g 145 Spa 145610.jpg

image_
9_

image image. image image. image
20240909 20240909_ 20240909  20240909_  20240909_
111717,jpg  111800jpg 111836 jpg 111916 pg  111948,pg

Restart System |

Cancel Task/Emergency Stop
Vivobook-ASUSLaptop-.. Q = - O x Latest Video
Latest Image

[Robot Status: The robot is available now!
remperature: 24.80°C
Humidity: 64.50%

Figure 6-9 Complete work for the robot system with GUI

After running the Python script, a GUI appears with various components, including

laptop_canvas, raspi_canvas, and several buttons (Restart, Cancel All Tasks, Display Latest

Video, Display Latest Image). It displays information such as the robot's current and next

location, remaining distance, speed, battery status, robot status, temperature, and humidity. The

starting point is (0.0, 0.0). Most values on the GUI are updated in real-time through ROS 2

topics by publishing or subscribing to the relevant data.
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create subscriptiond
Temperature,
temperature callback,

P
AN

velocity publisher
wist,

node,create subscriptioni
Image,

e callback,

node.create subscription(
PoseWithCovarianceStamped,

pose callback,
10

Figure 6-10 python code to publish and subscribe to ros2 topics
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Robot Control Panel - o x Robot Control Panel - o x

Cancel Task/Emergency Stop Cancel Task/Emergency Stop

Latest Video | Latest Video |
Latest Image ‘ Latest Image ‘

Current Location: (-0.24, -0.21) Current Location: (0.00, 0.00) - Starting Point/Charging Station

INext Action: Stop Next Location: (0.00, 0.00) - Starting Point/Charging Station

ining Distance: N/A ining Distance: N/A

Speed: Controlled by TurtleBot Speed: Controlled by TurtleBot

Battery Status: 53.88% Battery Status: 74.44%

Robot Status: The robot is available now! Robot Status: The robot is available now!

25.00 °C 25.00 °C
Humidity: 61.00% Humidity: 61.00%

t/share/nav2_bringup/rviz/navz_default_view.rviz* - RViz

_ ““““““ o : : : i
¥SIA6IPg  TASSTTIPY TASSSESPG  TASGVOJPY  T45629)p9
g
#

7 WroseEstimate @ PblshPoiot .~ Nav2Goal & =

Cancel Task/Emergency Stop
Latest Video

Latest image
|current Location: (0.00, 0.00) - Starting Point/Charging Station

Figure 6-11 Robot system’s GUI (1)
When the hand gesture "0" is detected from the laptop canvas, the robot will stop immediately,
and the GUI will update the next action to "stop.” Upon detecting gesture "1," the robot will
navigate to the coordinates (0.0, 0.0), update the next location, status, and remaining distance,
then capture an image upon arrival and mark the location as "done.” The same process of

capturing an image and updating the next location to "done" applies to gestures "2," "3," "4,"

and "OK."
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Robot Control Panel

B o % Robot Control Panel

Robot Control Panel S G &

Restart System
Cancel Task/Emergency Stop
Latest Video

Latest Image :
[Current Location: (0,00, 0.00) - Starting Point/Charging Station
[Next Location: (3.00, 1.00) - Room 1
[Remaining Distance: NJA

Restart System
Cancel Task/Emergency Stop |
Latest Video |
Latest Image ‘
[Current Location: (2.99, 0.84)

Restart System ‘
Cancel Task/Emergency Stop ‘

[ Current Location: (-1.20, 1.10) - Room 2

[Next Location: (-1.20, 1.10) - Room 2
[Remaining Distance: NiA

[Next Location: (-2.70, -0.40) - Room 3

[Speed: Controlled by TurtieBot

Battery Status: 61.11%

[Robot Status: The robot is busy now... ignoring gesture.
[Temperature: 25.00 °C B )

[Humidity: 61.00%

Restart System
Cancel Task/Emergency Stop
Latest Video

Latest Image ‘

Speed: Controlled by TurtleBot
Battery Status: 59.99%

[Robot status: The robot is busy now... lgnoring gesture.
[Temperature: 25.50°C )

[Humidity: 62.40%

[Speed: Controlled by TurtleBot

Battery Status: 59.99%

[Robot Status: The robot is busy now... Ignofing gesture.
[Temperature: 25.50°C ) -
Humidity: 62.40%

Figure 6-12 Robot system’s GUI (2)

Robot Control Panel = B X

Robot Control Panel - O X

Restart System
Cancel Task/Emergency Stop
Latest Video

Latest Image ‘

[Current Location: (-0.24, -0.21)

[Current Location: (-0.77, 0.53)

|Next Action: Drawing One Circle

Next Action: Done!

ling Distance: N/A

ing Distance: N/A

Speed: Controlled by TurtieBot

[Speed: Controlled by TurtleBot

Battery Status: 53.88%

Battery Status: 52.77%

Robot Status: The robot is available now!

Robot Status: The robot is available now!

[Temperature: 25.00 °C

25.00 °C

Humidity: 61.00%

Humidity: 61.00%

Figure 6-13 Robot system’s GUI (3)

When gesture number 5 is detected, the TurtleBot3 will move in a circular path once and then

stop. Simultaneously, the GUI will update to reflect this action.
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Figure 6-14 Robot system’s GUI (4)
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Figure 6-15 Robot system’s GUI (5)
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Figure 6-16 Robot system’s GUI (6)
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Figure 6-17 Robot system’s GUI (7)
When gesture number 6 is detected, the TurtleBot3 activates surveillance mode. It begins
recording and captures an initial image, then navigates through a series of waypoints: (0.0, 0.0)
to (3.00, 1.00), followed by (-1.20, 1.10), then (-2.70, -0.4), and finally returns to the initial
point (0.0, 0.0). An image is captured at each waypoint, and the recording stops upon returning
to the initial point. The GUI updates after each action.

recorded_videos Robot Control Panel =

Restart system |
Cancel Task/Emergency Stop |
Latest Video |
Latest image |

55, 0.26)
00) - Starting Point/Charging Station

robot is available now!
5.00 °C

Figure 6-18 Robot system’s GUI (8)
When gesture numbers 7, 8, 9, or 10 are detected, the robot will start recording and “7” will
move to the location (0.0, 0.0). It will update its next location, status, and remaining distance
during the movement. Once it arrives, the robot stops recording and updates the next location
status to “done.” The recording and status update functions are consistent across all four

gestures.
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Figure 6-19 Robot system’s GUI (9)
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Figure 6-20 Robot system’s GUI (10)
When gesture number 11 is detected, an image is immediately captured and saved to a
designated directory. The GUI then updates to display the next action as "done" once the image
capture is completed.
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Figure 6-21 Robot system’s GUI (11)

When gesture number 12 is detected, the TurtleBot3 will start recording and begin moving in
a circular path. Recording will stop once the TurtleBot3 halts. Additionally, the GUI will
update to show "Done" on the next action.
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Figure 6-22 Robot system’s GUI (12)
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In this system, gesture number 13 initiates recording, while gesture number 14 halts it. The
"OK" gesture, detected by the Raspi_canvas, commands the TurtleBot3 to return to its starting
point (0.0, 0.0). This functionality is beneficial for business applications, such as in restaurants,
where a robot can deliver food to tables. Customers can signal the robot with the "OK" gesture

to prompt it to return to the counter for further tasks.
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Figure 6-23 Robot system’s GUI (13)

When two hands are detected, the system will respond according to Table 16-1 with commands
to stop, move forward, move backward, turn left, turn right, speed up, or slow down.
Additionally, the speed displayed on the GUI will be updated accordingly.
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Figure 6-24 Robot system’s GUI (14)

Bachelor of Information Technology (Honours) Computer Engineering
Faculty of Information and Communication Technology (Kampar Campus), UTAR

92



CHAPTER 6

Other GUI functionalities
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Figure 6-25 Robot system’s GUI (15)

When an internet issue prevents accessing the remaining distance during navigation, users can
either wait for the TurtleBot3 to reach its goal and then click the “restart system” button to
resume normal operations, or they can directly click the “cancel task/emergency stop” button

to immediately halt all tasks and stop the TurtleBot3 if an error occurs.
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Figure 6-26 Robot system’s GUI (16)

The system allows users to view the most recent captured image or recorded video by clicking
the “latest image” or “latest video™ buttons. If no image or video has been captured or recorded

since the system started, a window will display a “no video/image found” message.
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Figure 6-27 Robot system’s GUI (17)

When the TurtleBot3's battery is low, it will automatically return to its charging station located
at coordinates (0.0, 0.0). Additionally, it will notify users to charge the robot via the GUI.
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Telegram functionalities
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Figure 6-28 Results of Telegram (1)

When users select data command from the Telegram command menu, they receive information

from the robot system or can control the TurtleBot3.
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Figure 6-29 Results of Telegram (2)

When the DHT22 detects an overheat environment, the system will notify users or their
contacts via a Telegram bot. Initially, an image along with data values will be sent, followed
by continuous alert messages until the user issues the /reset command. After resetting, the
alerts will pause for 10 seconds and resume the same steps if the overheat condition persists

again; otherwise, they will stop sending alert messages.
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Figure 6-30 Results of Telegram (3)

The TurtleBot3 will capture images or record videos whenever a hand gesture is detected.

These images or videos will be sent to a Telegram bot for further processing or review.
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6.3 Project Challenges
The main challenges encountered in this project were related to the integration of multiple

technologies and the development of a highly responsive system. Specific challenges include:

1. Gesture Recognition Accuracy: It found difficult to achieve consistently high
accuracy in gesture detection across a wide range of locations, lighting situations, and
human variances. To ensure that the system could recognize gestures consistently in
real time, the deep learning model needed to be optimized and fine-tuned for varied
inputs.

2. Real-Time Performance: Real-time performance was important for effective human-
robot interactions. Reducing latency when processing hand gestures proved difficult,
especially on resource-constrained platforms such as Raspberry Pi. To minimize delays,
the system requires thorough optimization of both hardware and software components.

3. Hardware and Software Integration: Combining hardware components like
TurtleBot3, Raspberry Pi, DHT22 sensor, and a camera module with software (ROS2
and custom gesture recognition models) created compatibility concerns that had to be
addressed through debugging and adjustments.

4. Environmental Sensitivity: Environmental factors such as lighting and background
noise influenced the system's effectiveness, affecting gesture detection and robot
navigation. Robustness under different situations necessitated periodic system
adjustment.

5. Internet Connectivity Issues: Delays were also caused by inconsistent or slow internet
connections, especially when receiving the stream video from raspberry pi camera and
the system employed 10T and cloud-based services for remote monitoring and control.
This impacted real-time performance and responsiveness, demanding increases in

network stability and connection speed to ensure smooth operations.
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6.4 Objectives Evaluation
The objectives of the project were successfully evaluated through extensive testing. Below is

a summary of the results:

1. Accuracy of Gesture Recognition: The gesture recognition system achieved an
average accuracy of 70-100%, depending on the gesture and the surrounding
conditions. For simple movements like "Move forward," accuracy was rather high, but
it fell for more complex gestures or in darker situations.

2. Real-Time Performance: The system's response time from gesture recognition to
robot action was calculated to be an average of 0.003162 seconds, making the
interactions practically real-time. This performance level fulfils the criteria for a smooth
human-robot interaction.

3. User Interface and Feedback: The GUI gave real-time updates on system status, such
as temperature, humidity, and robot operations. Users could simply control the robot
with hand gestures, and feedback mechanisms such as GUI and 10T contributed to a
user-friendly experience.

4. Gesture-to-Action Mapping: All defined gestures were successfully mapped to their
corresponding robot movements. The technology accurately converted hand signals

into navigation and other commands, allowing for efficient interaction with the robot.

6.5 Concluding Remark

In conclusion, the research met its primary goal of creating a real-time gesture detection system
for human-robot interaction. Despite technological hurdles, the system was successfully
installed, with acceptable levels of accuracy and responsiveness. The combination of deep
learning, 10T, and robotics resulted in an easy framework for commanding the robot via natural
gestures. Future enhancements should focus on improving system robustness in a variety of

situations and optimizing hardware for broader applications.
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Chapter 7
CONCLUSION AND RECOMMENDATION

7.1  Conclusion

In conclusion, by creating a real-time gesture detection system, this project has addressed
the urgent demand for improved human-robot interaction. The first issue arose from the
shortcomings of conventional human-robot interfaces, which frequently depend on laborious
input techniques and obstruct smooth communication between humans and robots. Driven by
the opportunity to optimize and enhance this communication, the project aimed to develop a

solution utilizing cutting-edge technologies and techniques.

Convolutional neural networks (CNNs) [30], the deep learning models, was the main
component of the suggested solution for gesture identification challenges. The system aims to
enable natural communication between people and robots by utilizing deep learning to
accurately understand and respond to human gestures in real-time. By leveraging cutting-edge
technologies such as deep learning, computer vision, and 10T, the system allowed for intuitive,

non-verbal communication with a robot, enhancing the user experience.

Many original concepts were developed during the project, mostly in the fields of model
optimization and data pre-processing. Methods like model quantization and data augmentation
were investigated in order to improve the robustness and effectiveness of the gesture detection
system. Furthermore, enhancing the overall user experience and system performance was
greatly aided by the integration of feedback systems and user interface design. The successful
implementation of gesture-to-action mapping and a user-friendly interface facilitated smooth

and efficient interactions.

In summary, by creating a real-time gesture detection system, the project has advanced
human-robot interaction significantly. Through tackling the stated issue and utilizing creative
solutions, the project has established the groundwork for further investigation and advancement
in this fascinating domain. The future of human-robot interaction holds great promise due to
the immense possibility for additional invention and improvement of gesture recognition
systems as technology progresses. Overall, the project’s objectives were met, contributing to

advancements in human-robot interaction.
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1.2

Recommendation

For future improvements, the following recommendations are made:

Enhancing Accuracy in Diverse Conditions: The system's accuracy can be increased
by increasing the training dataset to cover a wider range of hand gestures and
surrounding variables. Implementing adaptive learning models may enable the system
to self-improve over time.

Optimizing Hardware for Real-Time Performance: Using more powerful hardware
platforms with more processing capacity, such as GPUs, could reduce latency and speed
up gesture detection and robot reaction.

Improving Environmental Robustness: The system should be strengthened by
including sensors that adapt for environmental factors such as lighting and background
noise. Noise reduction and multi-modal sensor integration techniques have the potential
to boost dependability even more.

Expanding System Applications: The gesture recognition system can be used to other
fields, such as healthcare, education, and entertainment, where intuitive, hands-free
interaction with robots is extremely advantageous.

Enhancing Internet Connectivity: To overcome delays caused by internet
connectivity concerns, it is advised to invest in more robust and quicker internet
connections, particularly when employing 10T and cloud-based services. Edge
computing, which processes data locally, can also help reduce reliance on internet

bandwidth while maintaining real-time responsiveness in the system.

These recommendations aim to further enhance the usability, scalability, and performance of

the system for real-world applications.
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Trimester, Year: T3, Y3 | Study week no.: 2

Student Name & ID: ONG NIAM CHI 20ACB05969

Supervisor: DR TEOH SHEN KHANG

Project Title: DEVELOPMENT OF A REAL-TIME GESTURE RECOGNITION
SYSTEM FOR HUMAN-ROBOT

1. WORK DONE
[Please write the details of the work done in the last fortnight.]

This week's primary goal was to explore and better understand the technological
requirements for constructing a real-time gesture detection system for human-robot
interaction. Several internet resources, including tutorials and research articles, were used
to gain information on programming approaches and machine learning algorithms suited
for gesture recognition. In addition, instructional films from outlets such as YouTube were
evaluated to help with TurtleBot3 configuration and knowledge of its sophisticated
functionalities.

2. WORK TO BE DONE

Begin writing the basic code for the gesture detection system in Python, and then
experiment with several algorithms to see which ones work best for the desired application.
Prepare to create a rudimentary GUI to interact with the TurtleBot 3.

3. PROBLEMS ENCOUNTERED

Encountered difficulties in assessing the reliability of the online resources consulted, as
there were inconsistencies in the information found. There was also uncertainty regarding
the applicability of certain algorithms to the project’s specific requirements.

4. SELF EVALUATION OF THE PROGRESS

The research phase was productive, providing a broad understanding of the requirements
and challenges associated with gesture recognition systems. However, the need for more
reliable and vetted resources became apparent, and further guidance from experienced
professionals will be sought in the upcoming weeks to ensure the chosen approach is sound
and applicable to the project.
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Student Name & ID: ONG NIAM CHI 20ACB05969

Supervisor: DR TEOH SHEN KHANG

Project Title: DEVELOPMENT OF A REAL-TIME GESTURE RECOGNITION
SYSTEM FOR HUMAN-ROBOT

1. WORK DONE
[Please write the details of the work done in the last fortnight.]

This week's focus was on getting started developing the graphical user interface (GUI)
for the gesture recognition system. Efforts were focused on mapping hand gestures to
navigation commands for the TurtleBot3. In order to efficiently implement the GUI,
various libraries and programming frameworks were studied. Initial tests were carried out
to determine the system's ability to read gestures and regulate the robot's motions.

2. WORK TO BE DONE

Continue to refine the GUI and improve the accuracy of gesture mapping with navigation
commands. Plan to include more control features such as speed modification and robot
status monitoring.

3. PROBLEMS ENCOUNTERED

The challenges were choosing the right tools and libraries for GUI development and
guaranteeing interoperability with existing gesture detection techniques.

4. SELF EVALUATION OF THE PROGRESS

Good progress was achieved in building the GUI's core features. However, additional
work is required to improve gesture recognition accuracy and ensure seamless connection
with the TurtleBot3 control system.
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1. WORK DONE
[Please write the details of the work done in the last fortnight.]

Gestures have been successfully translated to the TurtleBot3 navigation commands. The
system can now manage the robot's movement in all directions (forward, backward, left,
and right), as well as its speed. New functions were introduced, such as displaying the
robot's battery status, current stance, and speed through ros2 topic list. This represented a
big step towards completing the gesture control system's fundamental functionalities.

2. WORK TO BE DONE

Begin integrating new sensors and improving system performance to ensure smoother
functioning. Plan to add environmental sensors to the system's capabilities.

3. PROBLEMS ENCOUNTERED

Minor issues with synchronization between gesture commands and robot responses were
observed, requiring adjustments in the code.

4. SELF EVALUATION OF THE PROGRESS

Overall, this week was successful as core functionalities were achieved. Future work will
focus on optimizing performance and adding more features to enhance system
capabilities.
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1. WORK DONE
[Please write the details of the work done in the last fortnight.]

This week's setback was caused by a corrupted microSD card, which required a system
rebuild. The memory swap is still needed to make the system rebuild smoothly. Despite
the delay, the system was successfully recovered, and work began to integrate the
Raspberry Pi camera as a topic /image_raw in the ROS2 environment to record visual
data for gesture detection and surrounding environment monitoring.

2. WORK TO BE DONE

Continue to refine camera integration and expand image processing capabilities to
improve gesture detection accuracy from both laptop and raspberry pi cameras.

3. PROBLEMS ENCOUNTERED

The corruption of the microSD card resulted in downtime and a temporary halt in
development. There were also minor issues with configuring the camera topic in ROS2.

4. SELF EVALUATION OF THE PROGRESS

Despite the unexpected delay, the ability to quickly rebuild the system and continue with
the camera integration showed resilience. The progress is on track to complete further
implementation tasks.
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1. WORK DONE
[Please write the details of the work done in the last fortnight.]

All capabilities, including gesture control, camera integration, and the GUI, were
successfully implemented and tested. Threads were introduced to enable the system to
work smoothly and without lag. In addition, a DHT22 sensor was added as /temperature
and /humidity ros2 topics so that can be subscribed to monitor ambient conditions,
increasing the system's capabilities.

2. WORK TO BE DONE

Connect the DHT22 sensor data to a remote monitoring platform like Telegram and make
final refinements to the code.

3. PROBLEMS ENCOUNTERED

Some challenges were faced with optimizing the system for multi-threading, but these
were resolved by adjusting the thread management strategy.

4. SELF EVALUATION OF THE PROGRESS

The project is progressing well, with all key functionalities now in place. The system is
performing reliably, and the addition of multi-threading has improved overall
performance.
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1. WORK DONE
[Please write the details of the work done in the last fortnight.]

We successfully linked the DHT22 sensor to Telegram for remote monitoring and
finished the last coding adjustments. The system is now fully operational, with all
expected functions such as gesture control, camera feed, and environmental monitoring.

2. WORK TO BE DONE

Conduct extensive testing to ensure that all capabilities work as intended under a variety
of scenarios. Prepare for the final system evaluation.

3. PROBLEMS ENCOUNTERED

Minor issues arose in integrating the DHT22 sensor data with the Telegram platform, but
these were resolved through debugging.

4. SELF EVALUATION OF THE PROGRESS

This week marked the completion of the development phase, with all objectives met. The
system is ready for final testing and evaluation.
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1. WORK DONE
[Please write the details of the work done in the last fortnight.]

Focused on determining the system's correctness and reliability throughout various
scenarios. The performance of gesture detection and robot control was thoroughly tested.
The final report was created, describing every aspect of the project, from development to
implementation.

2. WORK TO BE DONE

Complete the final report, considering input from testing, and prepare for any final
presentations or demonstrations.

3. PROBLEMS ENCOUNTERED

Minor discrepancies were observed during testing, particularly under low-light
conditions, which required some last-minute adjustments to the camera settings.

4. SELF EVALUATION OF THE PROGRESS

The project has reached its final stages successfully. The testing results were satisfactory,
and the final report is nearing completion. The system is ready for deployment or further
enhancements as needed.
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Abstract

This projeé focuses on developing
a real-time gesture recognition
system for human-robot interaction
(HRI), integrating  cutting-edge
technologies like deep learning,
computer vision, 10T, and robotics.

The system enables intuitive ‘

communication between humans
and robots through natural hand
gestures, enhancing interaction in
various fields such as home services,
security, and entertainment. Despite
challenges in ensuring accuracy,
real-time performance, and
hardware integration, the system
demonstrates promising results in
improving HRI.

Objectives
Implement & develop an
accurate gesture recognition
system using deep learning to
identify hand gestures.

Achieve real-time performance
for smooth human-robot
interaction.

Create a user-friendly interface
with real-time feedback.

Map recognized gestures to

robot actions for effective

control and monitoring.

onclusion

The project successfully demonstrated
the feasibility of using gesture recognition
for human-robot interaction. Despite
challenges related to internet
connectivity, environmental conditions,
and hardware integration, the system
showed promising results in accuracy and
responsiveness. Future work should focus
on improving robustness, addressing
internet-related delays, and expanding
the system's applications in fields like
ealthcare and entertainment.

UNIVERSITI TUNKU ABDUL RAHMAN
FACULTY OF INFOTMATION AND COMMUNICATION TECHNOLOGY
Prepared by: Ong Niam Chi. Supervisor: DR TEOH SHEN KHANG

Development of a Real-Time Gesture Recognition
System for Human-Robot Interaction

Methodology, Phase 2 @8}
<«

Develop & Implement

Gesture Recognition Model

Integration of Gesture
Recognition Model, TurtleBot3,
Raspberry Pi, sensors, and a
camera module with ROS2

Design of User Interface to
provide feedback such as robot
status, sensors data to user
Testing & Evaluation on
gesture recognition
accuracy and real-time
responsiveness.

Result @%
The system achieved an accuracy of 70-100% in
recognizing hand gestures depending on the gesture and
environment.Real-time performance was achieved with
an average response time of 0.003162 seconds, enabling
seamless interaction between users and the robot. The
user interface successfully provided feedback on robot
actions, sensor data, and gestures, ensuring ease of use.

LRy ) @5
« . TurtleBot3_Burger
bot

Welcome to TurtleBot's World!

16:13

Current Location: (0.00, 0.00) - Starting
Point/Charging Station

Next Location: (0.0, 0.0) Cancel Task/Emergency Stop
Remaining Distance: N/A Latest video
Battery Status: 40.55%

Robot Status: The robot is available now!
Temperature: 25.00 *C °C

Humidity: 61.00% %

Restart System

Latest Image

Humidity: 61.00%
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