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ABSTRACT 

In changing dynamic financial risk management, this project seeks to advance credit 

scoring predictions through the sentiment analysis into the data science framework, 

with a specific focus on Natural Language Processing (NLP) and classification 

algorithms. Traditional credit scoring models, they rely on the traditional historical 

financial data, normally cannot capture the real-time dynamics and external factors that 

can impact the borrower’s creditworthiness. The objective is to use the power of 

sentiment analysis, originate from the diverse textual sources such as social media and 

financial reports to increase the accuracy and flexibility of credit risk assessments. The 

project adopts a development-based approach with field of data science, leveraging 

NLP techniques and classification algorithms to seamlessly integrate sentiment-derived 

features with conventional credit scoring attributes. The methodology emphasizes the 

fusion of sentiment-derived insights with established credit data, ensuring a 

comprehensive understanding of credit risk factors. The methodology involves five 

steps to process data; those are data collection, text preparation, sentiment detection, 

sentiment classification, and presentation of output. This is to ensure the accuracy of 

the borrower’s creditworthiness will increase compared to the traditional credit scoring 

models. This proposal will discuss a few relevant topics such as literature reviews, 

research analysis, and conclusion of the project work. 
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CHAPTER 1 Introduction 

 

Introduction 

 

With advancements in technology nowadays, there are many companies want 

to adopt sentiment analysis to understand their customers’ sentiments [1]. Sentiment 

analysis involves examining the positive or negative expressions within textual content 

to gauge customer sentiment. Through contextual analysis, businesses can gain insights 

into the social sentiments of their customers by actively monitoring online 

conversations [2]. The traditional credit scoring is relied on the common model that 

based on the financial data, credit report, standardized metrics, and the problem is may 

not be suitable for everyone. Ginimachine website reported that America have over 28 

million people are credit invisible and 21 million who are considered as not scoreable 

under the traditional credit scoring calculation [3]. The statistics already show that 

traditional credit scoring it’s doesn’t work for everyone. The alternative credit scoring 

is the method that enhanced from traditional credit scoring models, it’s included like 

utility, rent payment, mobile payment, social media activity and other behavioral 

pattern. 

 

Figure 1.1.1 Alternative Credit Scoring Comparison [4] 
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Besides that, the reasons that alternative credit scoring is important due to 

alternative credit data enables lenders to broaden their services to individuals deemed 

"credit-invisible" – those who were previously ineligible for loans under the 

conventional credit scoring system. Traditional credit data reports heavily emphasize 

an individual's credit history as a decisive factor in scoring. Consequently, individuals 

lacking a credit history face significant challenges in qualifying for new credit. The 

introduction of alternative data enhances the prospects for credit-invisible consumers 

to secure a loan, offering them improved chances of accessing credit facilities [5]. 

 

In the pursuit of financial inclusivity, particularly among the underbanked and 

unbanked populations residing in remote areas with limited access to traditional 

banking services, the incorporation of sentiment analysis emerges as a game-changing 

mechanism. Many individuals in such regions encounter challenges in opening 

conventional bank accounts due to geographical constraints and a lack of infrastructure. 

However, the integration of sentiment analysis into alternative credit scoring models, 

applied through online platforms, signifies a significant step towards enhanced 

financial accessibility. By scrutinizing behavioral patterns gleaned from social media 

platforms like Twitter, sentiment analysis provides nuanced insights into individuals' 

financial behaviors, surpassing the limitations of traditional credit scoring metrics [6]. 

This innovative approach not only facilitates credit access for those historically 

excluded from mainstream financial services but also contributes to cultivating a more 

inclusive financial landscape that transcends geographical constraints. 
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Problem Statement and Motivation 
 

Problem Statement 

Underrepresentation of Credit-Invisible Individuals: 

The conventional credit scoring models predominantly rely on historical credit data, 

making it challenging for individuals without a credit history, often referred to as 

"credit-invisible," to qualify for loans. This problem excludes a significant 

demographic from accessing credit facilities. The project aims to address the 

underrepresentation of credit-invisible individuals by incorporating sentiment analysis, 

providing a more inclusive credit scoring methodology that considers alternative data 

sources beyond traditional credit histories. 

 

Transparency and Interpretability in Credit Scoring Decisions: 

Traditional credit scoring models often lack transparency, leading to concerns about the 

interpretability of the factors influencing credit risk predictions. This poses a challenge 

for stakeholders, including financial institutions and borrowers, who seek a clearer 

understanding of the decision-making process. The project addresses this problem by 

focusing on developing a credit scoring model that not only enhances predictive 

accuracy but also introduces transparency and interpretability into the risk management 

process. 

 

Real-time Adaptability in Credit Scoring Models: 

The existing credit scoring models employed in risk management often lack real-time 

adaptability, relying heavily on historical financial data. This limitation poses a 

challenge in promptly responding to dynamic economic conditions and external 

influences. The project aims to address the problem of delayed risk assessments by 

incorporating sentiment analysis, ensuring a more responsive and adaptive credit 

scoring model. 
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Motivation 

 The motivation behind our project, "Risk Management Credit Scoring 

Prediction Using Sentiment Analysis," is rooted in a desire to address problems with 

traditional credit scoring. Many people, particularly those without a typical credit 

history (known as "credit-invisible"), face challenges in qualifying for loans due to the 

heavy reliance on past financial data. This exclusionary practice motivated this project 

to explore a more inclusive credit scoring method by incorporating sentiment analysis. 

Additionally, traditional credit scoring models are often seen as complex and unclear, 

creating uncertainty for both lenders and borrowers. The project is driven by the goal 

of making credit evaluations more transparent and understandable by developing a 

credit scoring model that not only improves accuracy but also adapts in real-time to 

changes in the economy. This project aims to create a system that considers a wider 

range of data sources, including sentiments expressed online, to empower individuals 

and make the credit evaluation process fairer and more accessible. 

 

1.2 Project Scope 
The objective of the project is to develop a credit scoring model with sentiment 

analysis for financial sector to increase the financial inclusion and develop a 

dashboard for the users to monitor their financial status. 

 

The Key features of the project include: 

- The credit scoring model will be able to show the percentage of the users’ 

credit scoring real time. 

- The credit scoring model will be able calculate the user credit score by using 

polarity based on the context of the social media. 

- The credit scoring model show the user overall majority behavior patterns by 

analyzing the context of the social media. 

- The credit scoring model will provide credit band based on the credit score. 
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1.3 Project Objectives 
The main goal of this project is to create a smarter way to assess credit risk by 

combining traditional credit scoring with sentiment analysis. The aim is to improve how 

we predict creditworthiness by considering people's sentiments. This approach seeks to 

make the credit scoring process more accurate, adaptable, and transparent. Ultimately, 

the project aims to contribute to a stable and fair financial system by addressing the 

limitations of current credit scoring models. The objective aim to have: 

 

Determine the Polarity of User Context or Comment: 

The primary objective is to assess and understand the sentiment expressed in user 

comments or contexts. This involves identifying whether the language used is positive, 

negative, or neutral. Implement Natural Language Processing (NLP) techniques to 

analyze textual data. Utilize sentiment analysis algorithms to evaluate the sentiment 

expressed by users in comments, feedback, or any textual input. A sentiment analysis 

model capable of categorizing user context into positive, negative, or neutral 

sentiments. 

 

Develop a System to Calculate Credit Score Based on Polarity: 

Create a robust algorithm that calculates the overall polarity of a user based on various 

inputs. This involves considering multiple factors contributing to the user's sentiment 

and deriving a comprehensive polarity score. The polarity score will be use in the 

calculation of the credit scoring. The credit limit will be adjusted based on the credit 

score. 

 

Develop a Web for Real-Time Prediction: 

Build a user-friendly web that provides real-time prediction and visualization of 

sentiment-related metrics. This dashboard should offer insights into the overall majority 

sentiment counts, credit band, credit score and overall the sentiment of the texts. 
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1.4 Contributions 
 The contributions of the project, "Risk Management Credit Scoring Prediction 

Using Sentiment Analysis," extend far beyond traditional credit scoring methodologies. 

By addressing the underrepresentation of credit-invisible individuals and introducing 

sentiment analysis, the project significantly contributes to increasing financial 

inclusion. This means that individuals who were previously excluded due to a lack of 

conventional credit history now have enhanced opportunities to qualify for loans and 

participate in financial activities. Additionally, the model places a strong focus on 

transparency and interpretability in credit scoring determinations, thereby empowering 

users. This is achieved through the incorporation of alternative data sources, 

specifically social media data. It allows individuals to easily monitor and understand 

their financial status, fostering financial literacy and providing a clearer view of the 

factors influencing credit risk predictions. Overall, these contributions mark a 

transformative step in the financial sector, promoting fairness, accessibility, and 

empowerment for a more inclusive and informed financial landscape. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



CHAPTER 1 

Bachelor of Information Systems (Honours) Digital Economy Technology  

Faculty of Information and Communication Technology (Kampar Campus), UTAR 
7 

 

1.5  Report Organization 
 

In Chapter 1, the project introduction is provided the overview of the project 

including the problem statement and motivation, scope, to point out the issues that will 

affect my project. We also point out the objectives of the project to have a clear view 

what are the aims of the project that need to be achieve and project scope is to lead us 

to the correct direction. Lastly, it also highlighted the contribution to the individuals 

and society and provide a report organization to provide a roadmap for the reader what 

we going to carry out in this project. 

 

 Chapter 2, the literature reviews which is the existing program or research 

related to the project and we need to understand the way of the current system do and 

comparison between the selected program and research.  

 

 Chapter 3, which is talking about the system methodology that needs to be for 

development-based project. It also mentions about the system design diagram, use case 

diagram, and activity diagram to providing a crystal-clear visualization for reader to 

understand the whole project structure and flow. It also lists out the implementation 

issues and challenges and timeline to let readers know the estimated timeline for 

deliverable and milestones of the project. 

 

 Chapter 4, the preliminary work done and show the results according to the plan 

that we proposed in previous chapter, and we will highlight the feasibility of the method 

we proposed. 

 

 Chapter 5, the conclusion, is the summary of the project current process 

including the problem, motivation, and proposed solution. 
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CHAPTER 2 LITERATURE REVIEW 

 

2.1Review of the Technologies 
 

2.1.1 Hardware 

For my project, I'm working on an HP Omen Series laptop, which is equipped with an 

Intel Core i7-7700HQ processor. The laptop runs on Windows 10, providing a stable 

environment for all tasks. It has an NVIDIA GeForce GTX 1050 graphics card, which 

handles graphics-intensive applications smoothly. The system also includes 8GB of 

DDR4 RAM, allowing for efficient multitasking, and a 1TB PCIE SSD, which offers 

plenty of storage space and fast data access, making it a reliable setup for all my 

computing needs. 

 

2.1.2 Firmware/OS 

In our project, we’ve set up a development environment on Windows 10, which 

provides a reliable platform for all our work. For coding, we use VS Code and Jupyter 

Lab. VS Code is great for writing and testing code, while Jupyter Lab is particularly 

useful for running Python scripts and working with data. To bring everything together 

into a web application, we rely on Flask, a simple yet effective Python framework that 

allows us to create and manage web-based interfaces for our model. This setup supports 

the smooth development and deployment of our credit scoring prediction model. 

 

2.1.3 Programming Language 

The project will adpot Python as the programming language because it is more user-

friendly and has a wide range of libraries that cater to diverse needs. We also use Flask, 

which is a web framework written in Python, as it helps in building and managing the 

web application part of the project effectively. Thus, using Python in conjunction with 

Flask provides enough power and freedom needed to implement the solutions. With the 

availability of open-source libraries and software packages for sentiment analysis, such 

as NLTK, scikit-learn, and TensorFlow  
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2.1.4 Algorithms  

The project will use FinBERT algorithm, a specialized version of the BERT model that 

trained and nice fit for financial applications or sector. FinBERT is particularly useful 

for tasks such as sentiment analysis within financial texts, so it’s a very important 

component to our credit scoring prediction model. By leveraging FinBERT, we can 

analyze and interpret financial language more accurately, enhancing the overall 

performance and reliability of our model.  

 

2.1.5 Summary of the Technologies Review 

In summary, the credit scoring prediction is built on the solid hardware and software 

foundation which can ensure the system can operate as smooth as possible. The project 

relies on python and flask python to build a user-friendly web application. The main 

element of credit scoring prediction is based on the traditional data and sentiment 

analysis based on the Finbert algorithm, ensuring precise sentiment analysis and 

improved model performance.  
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2.2 Literature Review 

 

Review on Risk Management Credit Scoring  

2.2.1  CalcXML:  Credit Scoring Calculator 

 The CalcXML provides a valuable tool for individuals seeking to estimate their 

credit scores. This user-friendly credit score calculator offers a straightforward and 

accessible way for users to gauge their creditworthiness based on essential financial 

information. Users input data such as their outstanding balances, credit limits, and 

payment history, and the calculator generates an estimate of their credit score. This 

resource serves as a practical and informative aid for those looking to understand how 

certain financial behaviors may impact their credit standing. The calculator's simplicity 

and clarity make it a useful platform for individuals keen on monitoring and improving 

their credit scores, contributing to financial literacy and informed financial decision-

making [7]. 

 

 Figure 2.1.1 CalcXML  

 

Strengths: 
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User-Friendly Interface: The website boasts a user-friendly interface that simplifies 

the credit score calculation process. Users can easily input their financial details into 

the calculator, making it accessible to a wide range of individuals. 

Educational Value: The credit score calculator provides educational value by helping 

users understand the relationship between their financial behaviors and credit scores. It 

serves as an informative tool for those looking to enhance their financial literacy. 

Quick Estimation: The calculator offers a swift estimation of credit scores based on 

the entered information. This speed is advantageous for users seeking a rapid 

assessment of their credit standing. 

Weaknesses: 

Simplicity Limits Accuracy: While the calculator is straightforward, its simplicity 

may limit the accuracy of credit score estimations. It may not capture the full 

complexity of credit scoring algorithms used by credit bureaus, providing only a basic 

approximation. 

Limited Data Fields: The calculator relies on a limited set of financial data fields for 

its estimations. This simplicity might overlook some of the nuanced factors that 

traditional credit scoring models consider, potentially leading to less comprehensive 

results. 

Lack of Customization: The calculator may lack customization options, such as 

incorporating specific details unique to individual financial situations. This limitation 

could impact the precision of the credit score estimate, as it may not account for diverse 

financial scenarios. 

Absence of Sentiment Analysis: One drawback of the credit score calculator is that it 

doesn't consider sentiment analysis. Sentiment analysis, which looks at online 

behaviors and social media, gives a more complete picture of someone's financial 

habits. Without this feature, the calculator might miss important factors that influence 

credit scores, making its estimations less detailed and accurate. Adding sentiment 

analysis could help capture a broader view of someone's financial behavior and improve 

the calculator's precision in evaluating creditworthiness.
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2.2.2 AMEX: Credit Score Model 

 The Kaggle project titled "Amex Credit Score Model" provides an intriguing 

exploration into the development of a credit score model, leveraging the dataset and 

resources available on the Kaggle platform. The project appears to focus on creating a 

predictive model for credit scores, a crucial component in the financial sector. By 

analysing the dataset, the project likely delves into feature engineering, model training, 

and evaluation techniques to enhance the accuracy of credit score predictions. Kaggle, 

being a collaborative platform for data science enthusiasts, facilitates knowledge 

sharing and allows for the exchange of insights. While the specific details of the model's 

methodology and findings are not provided in the link, the project's premise aligns with 

the broader goal of utilizing data-driven approaches to optimize credit scoring systems, 

potentially contributing to advancements in risk management within the financial 

industry [8]. 

 

Figure 2.1.2 AMEX: Credit Score Model 
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Strengths: 

Comprehensive Dataset Utilization: One notable strength of the "Amex Credit Score 

Model" project is the comprehensive utilization of the dataset available on Kaggle. 

Effectively leveraging the dataset allows for a more robust credit score model, 

potentially leading to enhanced predictive accuracy. This strength underscores the 

project's commitment to utilizing rich data sources to inform and improve the credit 

scoring process. 

 

Feature Engineering Expertise: The "Amex Credit Score Model" project showcases 

strength in feature engineering, a crucial aspect of building robust predictive models. 

Effective feature engineering involves selecting, transforming, or creating relevant 

features from the dataset, contributing significantly to the model's ability to capture 

patterns and make accurate credit score predictions. 

 

Weaknesses: 

Limited Explanation of Model Choices: One weakness is the lack of detailed 

explanations regarding the specific choices made in the model-building process. 

Without insights into why certain algorithms or parameters were chosen, users may find 

it challenging to comprehend the rationale behind the model's architecture. Improved 

documentation on the decision-making process could enhance the project's educational 

value and assist other users in understanding and replicating the approach. 

 

Potential Overfitting Concerns: The project might face a weakness related to 

potential overfitting, especially if the model is highly tuned to the training data. 

Overfitting occurs when a model performs well on the training set but struggles to 

generalize to new, unseen data. Clear indications of steps taken to address overfitting 

concerns or enhance model generalization would strengthen the project's reliability and 

applicability beyond the provided dataset. 
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2.2.3 Credit Scoring Methods: Latest Trends and Points to Consider 

 "Credit Scoring Methods: Latest Trends and Points to Consider" is a valuable 

contribution to the field of credit scoring research. Its comprehensive review, structured 

analysis, and focus on practical insights make it a valuable resource for researchers and 

practitioners alike. Addressing the limitations through further research, broader scope, 

and empirical validation would further strengthen the paper's impact and provide an 

even more comprehensive and insightful overview of the evolving landscape of credit 

scoring methods [9]. 

 

Figure 2.1.3 Credit Scoring Methods: Latest Trends and Points to Consider 
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2.2  Limitation of Previous Studies  

Previous studies did not cover on the exhibits several weaknesses that collectively 

impact its overall effectiveness. Its simplicity, while user-friendly, may compromise 

accuracy by providing only a basic estimation, lacking the intricacies of credit scoring 

algorithms employed by credit bureaus. Relying on a limited set of financial data fields 

further restricts its ability to consider nuanced factors crucial in traditional credit 

scoring models, potentially leading to less comprehensive outcomes. The calculator's 

lack of customization options hinders its adaptability to diverse financial scenarios, 

impacting the precision of credit score estimates. Notably, the absence of sentiment 

analysis deprives the calculator of a holistic view of financial habits, potentially 

diminishing the accuracy of credit score predictions. Additionally, the project faces 

challenges in transparency, as it lacks detailed explanations of model choices, hindering 

users' comprehension and limiting its educational value. Potential overfitting concerns, 

without clear indications of mitigation strategies, raise questions about the model's 

reliability and applicability beyond the provided dataset. These weaknesses collectively 

highlight areas for improvement to enhance the calculator's accuracy, adaptability, and 

transparency. Besides that, previous studies did not implement the NLP sentiment 

analysis to resolve their problems. 
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CHAPTER 3 System Methodology/Approach 
 

3.0 Methodology 
Agile methodology is employed in projects like integrating sentiment analysis into 

credit risk prediction due to its adaptability and responsiveness. In dynamic and 

evolving endeavors, such as understanding user sentiments and predicting credit risk, 

the ability to accommodate changes and refine strategies over time is crucial. Agile's 

iterative approach allows for continuous development and regular stakeholder 

feedback, ensuring that the project stays aligned with evolving requirements and 

expectations. 

 

 

Figure 3.0 Agile Methodology 

 

Requirements: 

Agile starts with a high-level understanding of project requirements of the credit 

scoring model with sentiment analysis. Initial requirements are identified, and as the 

project progresses, they are refined based on ongoing feedback and insights from 

stakeholders. 

 

 

Design: 

The design phase in Agile involves creating an initial design that aligns based on the 

set of requirements of credit scoring. Design iterations occur as the project evolves, 

accommodating new insights or changes identified during development. The design 
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phase also need to determine the hardware and software that needs to be use in the 

project. 

 

Development: 

During this phase, which is going to start developing the credit scoring model with 

sentiment analysis. The project going to use decompose to break down the complex 

task into a smaller task to ensure the task is manageable. This allows for the creation of 

increments of the system, fostering a continuous and iterative development process. 

 

Testing: 

 Weekly testing is integrated into the development process to quickly and efficiently 

test new functionalities. Continuous testing practices are followed, ensuring that any 

issues are identified, addressed promptly during development, and the result came out 

have meet the objectives of the project. 

 

Deployment: 

Agile promotes frequent and incremental deployments. Small increments of the system 

are regularly released, ensuring that new features or improvements are quickly 

available. This phased deployment approach allows for adaptability and 

responsiveness. 

 

Review: 

Regular retrospectives are conducted at the end of each sprint to reflect on what went 

well and what could be improved. This feedback loop informs the next iterations, 

ensuring continuous improvement throughout the project. 



CHAPTER 3 
 

18 

Bachelor of Information Systems (Honours) Digital Economy Technology  

Faculty of Information and Communication Technology (Kampar Campus), UTAR 
 

3.1  System Design Diagram/Equation 
 

3.1.1 System Architecture Diagram 

 

Figure 3.3.1 System Design 

  

Phase 1: Data Preprocessing 

 In the Phase 1, the project needs to have a Twitter dataset and traditional loan 

credit scoring dataset to go through the data preprocessing phase to perform data 

cleaning because the datasets may contain the noise data like outliers, the duplicates, 

and error inputs. The data cleaning will help us to identify and fix all the anomalies to 

ensure that the quality and accuracy of the data during the training Machine Learning 

(ML).  Besides that, data transform is also a necessary step in data preprocessing to 

ensure the data is suitable to perform analysis and modeling task. Lastly, data scaling 

and EDA is also important in the data preprocessing. In this phase, the project needs to 

import the dependencies during the data preprocessing. 

 

 



CHAPTER 3 
 

19 

Bachelor of Information Systems (Honours) Digital Economy Technology  

Faculty of Information and Communication Technology (Kampar Campus), UTAR 
 

Phase 2: Polarity Detection 

 In the Phase 2, after the data preprocessing, we need to perform sentiment 

analysis to detect the polarity of the text after lemmatized. The FinBert is pre-trained 

sentiment analysis in use of financial sector, so we choose FinBert to perform polarity 

detection to have more accurate model. The reason we choose FinBert is FinBert is a 

specialized version of Bert, specifically train on the financial text data and fine-tune for 

financial task. 

 

Phase 3: Credit Scoring Prediction 

 In the Phase 3, we need to train the ML model to calculate the creditworthiness. 

The project will adopt 3-5 model like support vector machine (SVM), Neural network 

(NN) and more to train the model. The way we calculate the creditworthiness is the two 

datasets Twitter and credit scoring data is executed in parallel, the traditional credit 

scoring data which is consist 80% of the total creditworthiness score and the Twitter 

data will consist 20% of the total credit. For example, the applicant creditworthiness 

score needs at least 640 only will approve the loan application, but the applicant scores 

only have 600 so if the twitter sentiment analysis show positive then the positive 

polarity worth 40 score to let the applicant pass the application. 

 

Phase 4: Evaluation 

 In the Phase 4, the evaluation is to assess the performance of all the trained 

model on the new or unseen data to see how good it generalizes to new data. The 

Algorithm that we use is around 3-5 Algorithm like RandomForest, Logistic Regression, 

Decision Tree and more. The evaluation can determine which model is suitable to fulfil 

the project objectives and comparing different model to select the most suitable one to 

build the most effectiveness of ML system. 

 

Phase 6: Visualization 

 In the Phase 5, the visualization is to have some UI by using python flask to let 

the users to input their personal information like salary and the text data to get the text 

or commend in twitter platform. The web application is let the user easy to use to predict 

their credit scoring and let them know their majority sentiment analysis result from 

social media platform. 
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3.1.2 Use Case Diagram and Description 

 

 

Figure 3.1.2.1 Use Case Diagram 

This use case diagram depicts a risk management credit scoring system that leverages 

sentiment analysis for predictions. The system involves two primary actors: the 

Lender/User and the Analyst, each with distinct roles and capabilities. The Lender/User 

can import text data, view credit scores, access majority sentiment analysis results, and 

check credit band classifications. On the other hand, the Analyst has more technical 

responsibilities, including data import and model creation. The model creation process 

is particularly complex, involving data preprocessing, training, testing, and saving the 

best model. Additionally, the Analyst can analyse model performance, develop 

algorithms to calculate credit scores and bands, and create a web application for the 

system. This approach to credit scoring is innovative as it incorporates sentiment 

analysis alongside traditional financial metrics, potentially allowing for a more nuanced 

evaluation of credit risk. The system seems designed to cater to both end-users who 

need quick access to credit information and analysts who maintain and refine the 

underlying predictive models and algorithms. 
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3.1.3 Activity Diagram 

 

Figure 3.1.3 activity diagram 
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Chapter 4: System Design 
In this chapter will outlines the design and structure of our credit scoring prediction 

system, which uses sentiment analysis to enhance accuracy. We start with a Block 

Diagram that shows how the main components interact. Next, we detail the 

specifications for each component, including both hardware and software. We also 

cover System Components Specifications needed for the system. Finally, we explain 

how all components work together to process data and generate predictions. This 

chapter provides a clear guide for understanding and recreating the system. 

 

 

4.1 Sentiment Analysis 

 

Figure 3.3.1.1 Sentiment Analysis 

  

Data Collection: 

 The first stage is to data collection from twitter platform and traditional loan 

approval or user input to perform data preprocessing. 
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Data Preprocessing: 

 Once the data was collected, we need to do data preprocessing to prepare a good 

dataset in polarity detection. To process data preprocessing, we need to import the 

dependencies to perform some technique. First, we need to use stopwords to remove all 

the symbol and neutral word like he, she , it, & , !. It also need to remove the words 

starting with http or @ because inside the tweets have many this kind like hyperlink 

and mention function inside the text of the tweets. After that, we need to apply 

lemmatize the words it is because Lemmatization is the process of reducing words to 

their base or root form, known as the lemma, while still ensuring that the reduced form 

belongs to the language's dictionary. This is particularly useful in natural language 

processing (NLP) and text mining tasks where words need to be normalized for analysis 

or comparison. For example, the lemma of the word "running" is "run", and the lemma 

of "better" is "good". 

 

 After that, we need to perform data scaling and EDA on the structure data which 

is credit scoring dataset.  The credit scoring dataset have two type of variable the 

continuous variable and category variable so have different way to do it. First, need to 

fill missing value with means and fill NaN value with mode and standard scale the 

variable. We can plot the distribution of continuous variables and remove outlier and 

update the data frame for each variable. We can show the boxplots before and after. For 

the category variables we need to apply one-hot encode the specified categorical 

variables. 

 

Data Analysis: 

 After completing the data preprocessing stage, the system will advance to 

analyzing the data to gain a deeper understanding of the text. Furthermore, during this 

analysis phase, the system will consider the length of sentences, enhancing the overall 

sentiment analysis process. 

 

Sentiment Classification: 

 In this stage, we’re using a special model called FinBERT, designed for 

financial language. It's great at figuring out if the sentiment in text is neutral, positive, 
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or negative. Our setup takes text as input and gives out labels showing the sentiment. 

This sentiment analysis is a key part of our project, helping us get important insights 

from financial text that can guide decision-making in finance, investing, and market 

analysis. 

 

Sentiment Score: 

 After completing the sentiment classification process, where the model 

calculates both positive and negative polarities, the next step is to derive a sentiment 

score. This score acts as the final metric for determining whether the data conveys a 

positive, neutral, or negative sentiment. 

 

4.2 Modelling Block Diagram 

 

Figure 4.2.1 modelling 

 

First, the project needs to perform data pre-processing and data cleaning for the credit 

score data to make sure it is ready to perform modelling. The dataset split it into 70% 

as training data and 30% to testing data. The 5 classifier which are Decision Tree, 

RandomForest, KNN, Gaussian NB, and XGBoost to compare the accuracy to know 

which one have the highest accuracy and it will be chosen as the classifier for the project.  
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4.3 Modelling flow 
1. Data Loading 

The process begins by loading the training data from a CSV file into a Pandas 

DataFrame. This step is crucial as it organizes the raw data into a structured format, 

making it easier to work with. By loading the data, this will establish the foundation for 

the entire analysis and modeling process. 

2. Data Inspection 

Once the data is loaded, the next step is to get a sense of what the project dealing with. 

The first step start by checking the basic details of the dataset, such as the number of 

rows and columns, the data types of each feature, and whether there are any missing 

values. Additionally, generate summary statistics for numerical features, such as the 

mean, median, and standard deviation. This initial exploration helps us understand the 

dataset's structure and highlights any potential issues that need addressing before 

proceed further. 

3. Data Preprocessing 

Data preprocessing is where we clean and prepare the data for modelling. This step 

often involves filling in or removing missing values, encoding categorical variables into 

a numerical format, and possibly creating new features from the existing ones. It might 

also normalize or standardize the data, especially if using models sensitive to feature 

scaling. The goal here is to ensure the data is clean and in the right format for training 

our machine learning models. 

4. Model Training 

With the data ready, move on to training various machine learning models. Common 

choices for credit score prediction include Decision Trees, Random Forests, Logistic 

Regression, Naive Bayes, K-Nearest Neighbors, and XGBoost. During this step, each 

model learns from the training data by identifying patterns and relationships between 

the input features and the target variable (credit score). The models are trained to 

minimize errors and improve their ability to make accurate predictions. 
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5. Model Evaluation 

After training, it’s important to assess how well each model is performing. To evaluate 

the models using metrics such as accuracy, precision, recall, and confusion matrix. 

These metrics give us insights into the strengths and weaknesses of each model, helping 

us understand how effectively they can distinguish between different credit score 

categories. This evaluation is critical for deciding which model will be the most reliable 

for making predictions. 

6. Model Selection 

Based on the evaluation results, will select the best-performing model. This involves 

comparing the performance of all the trained models and choosing the one that offers 

the best balance of accuracy, precision, recall, and other relevant metrics. The selected 

model is deemed the most suitable for predicting credit scores in new data. 

7. Prediction 

With the best model in hand, we can now use it to make predictions on new, unseen 

data. This might involve predicting credit scores for new applicants or updating scores 

for existing customers based on recent information. The model applies the patterns it 

learned during training to make these predictions. 

8. Saving the Model 

Finally, save the trained model for future use. By saving the model, the project can 

quickly load it and use it in production without needing to retrain it. This step is crucial 

for deploying the model in real-world applications, ensuring that predictions can be 

made efficiently as new data becomes available. 
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4.4 Weight of credit score and polarity 
In the project, the traditional credit scoring methods is allocate 80% and 20% for 

sentiment analysis. The reason that set this distribution is traditional credit scoring have 

been proven that is more reliable in creditworthiness. recognizing the growing 

importance of alternative data sources, I’ve also incorporated sentiment analysis. By 

analyzing textual data, such as customer reviews or social media posts, sentiment 

analysis can offer additional insights that may capture nuances not reflected in 

traditional metrics. This distribution can approach the strengths of both traditional and 

modern to have a comprehensive credit assessment. 

 

4.5 Credit band 
The project have indicate the credit band based on the credit score after combine the 

sentiment analysis. The credit band will categorize into various bands to represent the 

quality of creditworthiness by evaluating the score to identify the predefined range and 

respective label for user. If the score is below 360, it is classified as "Poor," indicating 

significant risk. Scores ranging from 360 to 479 are labeled "Fair," suggesting some 

potential concerns but not as severe. A score between 480 and 599 is deemed "Good," 

representing a solid credit standing. Scores from 600 to 679 are categorized as "Very 

Good," reflecting a high level of credit reliability. Finally, scores of 680 and above are 

considered "Excellent," denoting exemplary creditworthiness. This tiered classification 

helps in quickly understanding and interpreting credit score levels. 
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4.6 Type of classifier 
Here’s the five types of machine learning algorithm that we use in this project. Each 

type of machine learning have different way to work and below will explain how it all 

works. 

1.) Decision Tree 

 

Figure 4.6.1 decision tree 

A Decision Tree is a model that splits data into subsets based on feature values to create 

a tree-like structure. Each node in the tree represents a decision point based on a 

particular feature, and branches indicate the possible outcomes of that decision. The 

process continues until the data is split into subsets that are as homogeneous as possible 

with respect to the target variable. This model is intuitive and easy to visualize, making 

it a popular choice for both classification and regression tasks. Its simplicity allows for 

straightforward interpretation of how decisions are made. 
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2.) Random Forest 

 

Figure 4.6.2 Random Forest 

 

Random Forest is an ensemble learning method that enhances the performance of 

Decision Trees by aggregating the results of multiple trees. It creates a "forest" of 

Decision Trees, each trained on a random subset of the data and features. During 

prediction, the Random Forest combines the predictions from all individual trees—

either by averaging (for regression) or by majority voting (for classification)—to 

produce a final result. This approach reduces the risk of overfitting and generally 

improves the accuracy and robustness of the model compared to using a single Decision 

Tree. 
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3.) KNN 

 

Figure 4.6.3 KNN 

K-Nearest Neighbors is a simple, instance-based learning algorithm used for 

classification and regression. It works by finding the 'k' closest training examples to a 

given test point based on a distance metric, such as Euclidean distance. The output is 

determined by the majority class (for classification) or the average of the values (for 

regression) of these nearest neighbors. KNN does not require explicit training, as it 

makes decisions based on the entire dataset at prediction time, which can make it 

computationally expensive for large datasets but very flexible and easy to implement. 
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4.) Gaussian Naive Bayes 

 

Figure 4.6.4 Gaussian Naive Bayes 

Gaussian Naive Bayes is a probabilistic classifier based on Bayes' Theorem, with the 

assumption that features are conditionally independent given the class label. It 

specifically assumes that the features follow a Gaussian (normal) distribution, which 

allows it to compute probabilities based on the mean and variance of each feature for 

each class. This model is particularly efficient for large datasets and performs well even 

when the assumption of feature independence is not entirely accurate. Its simplicity and 

ease of implementation make it a popular choice for text classification and other tasks 

involving large feature spaces. 
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5.) XGBoost (Extreme Gradient Boosting) 

 

Figure 4.6.5 XGBoost 

XGBoost is a powerful and flexible gradient boosting algorithm used for both 

classification and regression tasks. It builds an ensemble of decision trees sequentially, 

where each new tree corrects the errors of the previous ones by focusing on the residuals. 

XGBoost incorporates regularization to prevent overfitting, and it optimizes the 

training process through techniques like parallelization and tree pruning. Its ability to 

handle various types of data and its high performance in competitions make it a 

favoured choice for complex and large-scale machine learning problems. 
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Chapter 5:  System Implementation 

5.1 Hardware Setup 
For my project, I'm working on an HP Omen Series laptop, which is equipped with an 

Intel Core i7-7700HQ processor. The laptop runs on Windows 10, providing a stable 

environment for all tasks. It has an NVIDIA GeForce GTX 1050 graphics card, which 

handles graphics-intensive applications smoothly. The system also includes 8GB of 

DDR4 RAM, allowing for efficient multitasking, and a 1TB PCIE SSD, which offers 

plenty of storage space and fast data access, making it a reliable setup for all my 

computing needs. 

Description Specifications 

Model HP Omen Series 

Processor Intel(R) Core(TM) i7-7700HQ 

Operating System Windows 10 

Graphic NVIDIA GeForce GTX 1050 

Memory 8GB DDR4 RAM 

Storage 1TB PCIE SSD 

Table 5.1 Specifications of laptop 

5.2 Software Setup 
1.) Jupyter Notebook 

 

Figure 5.2.1 jupyter notebook 

Jupyter Notebook is an open-source, web-based interactive computing environment 

that allows users to create and share documents containing live code, equations, 

visualizations, and narrative text. It is widely used for data analysis, scientific research, 

machine learning, and more. 
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2.) Visual Studio Code 

 

Figure 5.2.2 VS code 

Visual Studio Code (VS Code) is a free, open-source code editor developed by 

Microsoft, designed for building and debugging modern web and cloud applications. 

 

3.) Flask Python 

 

Figure 5.2.3 Flask 

Flask is a lightweight and flexible web framework for Python, designed to help 

developers build web applications quickly and with minimal overhead. 

 

4.) FinBert 

 FinBERT is a specialized variant of the BERT (Bidirectional Encoder 

Representations from Transformers) model, tailored specifically for financial text 

analysis tasks. Developed by researchers and practitioners in the field of natural 

language processing (NLP), FinBERT is trained on a large corpus of financial text data, 

including news articles, earnings call transcripts, and social media posts related to 

finance. Unlike general-purpose BERT models, FinBERT is fine-tuned using domain-

specific datasets and objectives, enabling it to capture the nuances and intricacies of 

financial language more effectively. This domain-specific training allows FinBERT to 

generate contextualized word embeddings and understand the unique vocabulary and 
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semantics of financial jargon, making it well-suited for applications such as sentiment 

analysis, financial news classification, and stock price prediction. FinBERT has gained 

popularity in the finance industry for its ability to extract valuable insights from 

unstructured financial text data, helping analysts, traders, and investors make more 

informed decisions in the dynamic and complex world of finance. 

 Choosing Python with the Natural Language Toolkit (NLTK) for this project 

makes things easier. Python is a widely used language, and NLTK is specifically 

designed for working with language data. Together, they offer a straightforward way to 

analyze and understand the sentiments in text. Python's simplicity and NLTK's ready-

to-use tools save time in developing the sentiment analysis part of the project. Plus, 

many people use Python and NLTK, so there's plenty of community support and 

updates. It's a practical choice for making the credit risk prediction process more 

effective and user-friendly [10]. 

 

 

5.3 Setting and Configuration 
 Before commencing the development process, it is essential to install several 

software and plugins on the laptop. 

1.) Visual Studio Code 

2.) Python 

3.) Python Flask 

4.) Jupyter notebook 

5.) FinBert 
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5.4 Data Preprocessing 

 

 

 

Figure 5.4.1 function to perform cleaning 
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These functions collectively handle various aspects of data preprocessing, including 

cleaning categorical and numerical fields, handling missing values, and visualizing data 

distributions. The methods ensure that the dataset is prepared for modeling by 

addressing inconsistencies, missing data, and providing insightful visual 

representations of the data. 

 

Figure 5.4.2 Label Encoding, Normalize Data 

The figure above shown a series of preprocessing steps for a machine learning 

pipeline, starting with label encoding and ending with data normalization and saving. 

First, the LabelEncoder from sklearn.preprocessing is used to convert categorical 

variables into numerical labels, which is necessary for many machine learning 

algorithms that require numerical input. The code applies label encoding to several 

categorical columns in the df_train DataFrame. 

 

Next, the code splits the data into features (X) and the target variable (y), with 

X containing all columns except the target variable 'Credit_Score' and y holding the 

'Credit_Score'. It then normalizes the feature data using MinMaxScaler, which scales 

the data to a range between 0 and 1, making it easier for machine learning algorithms 

to process. The scaler is saved to a file for future use, ensuring that the same scaling 

transformation can be applied to new data consistently. Finally, both the normalized 

features and the target variable are saved to CSV files for further analysis or model 

training. This preprocessing pipeline helps prepare the data for efficient and effective 

model training. 
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Figure 5.4.3 text cleaning 

 

Figure 5.4.4 text preprocessing 

 

Text preprocessing pipeline using the Natural Language Toolkit (NLTK) for text data. 

It starts by downloading necessary NLTK resources such as tokenizers, WordNet for 

lemmatization, and part-of-speech taggers. A custom stopwords file is used if it exists, 

containing user-defined stopwords, otherwise, a default list of English stopwords is 

customized by removing some words and adding new ones, and then saved to a file for 

future use. The preprocessing function takes a text input, removes non-alphabetic 

characters (except '@'), and converts the text to lowercase. It then tokenizes the text by 

splitting it into words, removes any words starting with 'http' or '@' (typically URLs or 

mentions), and filters out stopwords. The remaining words are lemmatized using 

WordNet to reduce them to their base forms, and the processed words are joined back 

into a single string. This preprocessing step cleans and standardizes text data, preparing 

it for further analysis or modeling. 
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Figure 5.4.5 Using vectorizer 

 

Figure 5.4.6 Lemmatized Text 
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5.4.1 Data Transformation 

 

Figure 5.4.1.1 data transform  

The provided Python script is designed to process categorical data from a DataFrame 

and save the distinct values into an Excel file. It begins by importing the pandas library, 

essential for data manipulation, under the alias pd. The script assumes that a DataFrame 

named df_train already exists and contains the data to be processed. It then defines a 

list cat_col, which holds the name of the categorical column of interest, in this case, 

'Type_of_Loan'. An empty dictionary called distinct_values_dict is initialized to store 

the unique values found within this column. The script proceeds by looping through 

each column specified in the cat_col list, though in this instance, it only deals with the 

'Type_of_Loan' column. Within the loop, it extracts the unique values from the column 

using df_train[col].unique() and stores these values in the dictionary, using the column 

name as the key. Once all unique values are collected, the dictionary is converted into 

a new DataFrame, distinct_values_df, which allows for better formatting when 

exporting the data to Excel. The script then saves this new DataFrame to an Excel file 

named 'distinct_values.xlsx' and prints a confirmation message to indicate that the file 

has been successfully saved. 
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Figure 5.4.1.2 Drop columns 

The columns that need to drop is ID, Customer ID, Name, SSN, and Month because 

these columns are irrelevant, so we just drop it and the size of dataset after dropping 

columns is 22 

 

Figure 5.4.1.3 LabelEncoder 

The Figure above demonstrates how to convert categorical data into numerical format 

using LabelEncoder from the sklearn library. This process, known as label encoding, is 

a common preprocessing step in machine learning, especially when dealing with 

categorical features that need to be converted into a format that machine learning 

algorithms can understand. 

First, the LabelEncoder class is initialized by creating an instance named label_encoder. 

The script then defines a list called categorical_columns, which contains the names of 

the categorical columns in the DataFrame df_train. These columns include 'Occupation', 

'Type_of_Loan', 'Credit_Mix', 'Payment_of_Min_Amount', 'Payment_Behaviour', and 

'Credit_Score'. 

Next, a loop is employed to iterate through each column name in the 

categorical_columns list. For each column, the script applies the label encoding by 

calling label_encoder.fit_transform(df_train[column]). This method transforms each 

unique category within the column into a corresponding numerical label. The 

transformed data replaces the original categorical data in the df_train DataFrame. 
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Finally, the script displays the first few rows of the transformed DataFrame using 

df_train.head(). This allows you to see how the categorical data has been converted into 

numerical format, making it ready for further analysis or modeling in machine learning 

projects. This step is crucial for preparing the data for algorithms that require numerical 

input, ensuring that categorical variables are appropriately represented. 

 

 

Figure 5.4.1.4 Check for Null 

As the Figure 4.3.1 shown as above, the dataset appears some of the columns are null. 

The dataset has continuous variables and categorical variables split it out because 

different variables have different method. 

 

Figure 5.4.1.5credit score 

The figure shown that the dataset have 100000 distinct record with no null values 

present. 
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5.4.2 Data Visualization 

For data visualization, it only will show some of categorical variables and continuous 

variables due to the data have too many variables. 

 

categorical variables 

 

Figure 5.4.2.1 month and credit score distribution 

The figure shown that January to August have same equal distribution 12500 and 

there is no null. Every variable we need to make sure there is no null. 

 

Figure 5.4.2.2 Occupation and credit score distribution 
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Figure shown above have 16 of unique values which are Accountant, Architect, 

Developer, Doctor, Engineer, Entrepreneur, Journalist, Lawyer, Manager, Mechanic, 

Media Manager, Musician, Scientist, Teacher, and Writer. 

 

Figure 5.4.2.3 credit mix and credit score distribute 

The figure above shown as illustrates the distribution of credit scores across different 

credit mix categories: "Bad," "Good," and "Standard." The "Standard" credit mix has 

the highest number of records, with the majority of these being "Standard" and "Good" 

credit scores, and a smaller portion of "Poor" scores. In contrast, the "Bad" credit mix 

is predominantly associated with "Poor" credit scores, with very few "Good" scores. 

The "Good" credit mix shows a more balanced distribution between "Good" and 

"Standard" scores, with a smaller fraction of "Poor" scores. This distribution suggests 

a strong relationship between credit mix and credit score, where individuals with a 

"Standard" credit mix are more likely to have better credit scores, while those with a 

"Bad" mix are more likely to have poorer scores. These trends indicate that credit mix 

could be a significant factor in predicting credit scores, with clear patterns emerging 

across different categories. 
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Continuous variables 

 

Figure 5.4.2.4 Income distribute 

The chart displays the distribution of annual income across a dataset, with the x-axis 

representing income levels and the y-axis showing the number of records. The 

distribution is heavily skewed towards lower income levels, with the highest 

concentration of records falling in the 0 to 25,000 range. There is a noticeable peak 

around 20,000, indicating that a significant portion of the dataset falls within this 

income bracket. As income increases, the number of records steadily declines, with 

fewer records found in higher income brackets. The distribution shows a long tail 

extending towards higher income levels, but the frequency of records decreases sharply 

after 50,000. 
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5.5 FINBERT 

 

Figure 5.5.1 FINBERT 

FinBERT is a specialized version of the BERT model tailored for financial sentiment 

analysis. It builds on BERT’s transformer architecture, which enables it to process text 

bidirectionally, considering both preceding and following words to understand context 

more deeply. Initially, FinBERT is pre-trained on a large text corpus to learn general 

language patterns. It is then fine-tuned on financial texts, such as earnings reports and 

financial news, to grasp financial terminology and sentiment nuances. This fine-tuning 

allows FinBERT to effectively classify the sentiment of financial content into 

categories like positive, negative, or neutral. By using the Hugging Face transformers 

library, can easily load FinBERT, preprocess your text data, and obtain sentiment 

predictions, streamlining the integration of this powerful model into the applications. 
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5.6 Model Training 

 

Figure 5.6.1 Import library  

The figure shown the necessary library for the model training. 

 

Figure 5.6.2 function to evaluate model 

Here is the function to evaluate the performance of models. 
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Figure 5.6.3 Define parameter distribution 

The figure above is used to define parameter distributions for hyperparameter tuning of 

various machine learning classifiers using RandomizedSearchCV from sklearn. This 

technique helps in finding the optimal hyperparameters by randomly sampling from 

predefined distributions rather than exhaustively searching through all possible 

combinations. 

 

Figure 5.6.4 Model comparison 

The figure shows the results of performing hyperparameter tuning using 

RandomizedSearchCV for several machine learning models: Decision Tree, Random 

Forest, K-Nearest Neighbors (KNN), Gaussian Naive Bayes (NB), and XGBoost. Each 

model was tuned by running 3-fold cross-validation over a set of 50 candidate 
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hyperparameter combinations, totalling 150 fits per model. Among the models, 

Random Forest and XGBoost achieved the highest cross-validation scores of 0.7994, 

suggesting that these models are the most suitable for the given data set. The Decision 

Tree and KNN models also performed reasonably well, while the Gaussian Naive Bayes 

model had the lowest performance with a cross-validation score of 0.6391. These 

results indicate that more complex models like Random Forest and XGBoost are better 

suited for this specific prediction task. 

 

5.7 Model Evaluation 

 

Figure 5.7.1 Best model 

The figure above shows the Random Forest model was identified as the best model 

based on the cross-validation score, achieving a CV score of 0.7994. The classification 

report further validates the model's effectiveness, with an overall accuracy of 0.82. The 

model performs consistently across all classes with F1-scores ranging from 0.78 to 0.83, 

indicating a good balance between precision and recall. This makes the Random Forest 

model a robust choice for the classification task at hand. 
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Figure 5.7.2 Feature Importance 

The figure above shows the RandomForest feature importance the most significant is 

column 14. 
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Chapter 6  System Evaluation and Discussion 
 

6.1 Interface Design 
Creating an interface for your credit scoring system using Python Flask is essential to 

enable seamless interaction between users and the model. A user-friendly interface 

allows individuals or businesses to input relevant financial data and instantly receive a 

credit score prediction, making the system accessible to those without technical 

expertise. Flask provides a lightweight and flexible web framework to build this 

interface, allowing users to interact with your credit scoring model in real-time through 

a web browser. This not only enhances the usability of the model but also enables 

broader deployment and scalability, making it a practical tool for decision-making in 

real-world financial applications. 

 

 

Figure 6.1.1 Interface 

The Figure above shows this is the interface for credit scoring predictions to allow users 

to input their personal financial information and the text.csv to predict their credit score 

by RandomForest model and sentiment analysis. 
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Figure 6.1.2 result 

The figure above shows this is the result of the user after they input all the necessary 

personal financial information, the backend will run the RandomForest and Finbert to 

calculate the final credit score and credit band based on the user input. 

  

 

Figure 6.1.3 Interface logic 

The figure illustrates a flow for the system that integrates a web interface with machine 

learning models, specifically a Random Forest (RF) model and FinBERT. Users 

interact with the system by providing input data through the web interface. This input 

is then processed by the RF model to handles traditional numerical and categorical data, 

and FinBERT used for sentiment analysis or text data processing. These two models 

will combined results and after the calculation will be display to the web interface, 

which is a credit score and credit band for the user. 
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6.2 Maths 

 

 

Figure 6.2.1 Calculation of credit score 

The calculate_credit_score function computes a credit score based on the probability of 

default, scaling it within a range from 300 to 850. The formula adjusts the minimum 

score upward depending on how low the probability of default is, meaning a lower 

probability leads to a higher credit score. 

 

In the main function, the process begins by using the predict_credit_score function to 

obtain both a prediction and the corresponding probabilities for different risk categories. 

The credit score is then calculated using a weighted sum of these probabilities, 

specifically taking half of the probability from one category (prob.tolist()[0][2]) and 

adding it to the full probability from another (prob.tolist()[0][1]). This combined value 

is passed to calculate_credit_score to generate a numerical credit score. This score is 

then categorized into a credit band. By the assign_score_band function, and the function 

returns both the descriptive score band and the exact credit score. This approach ensures 

that the output is not only a numerical score but also an easy-to-understand 

classification, making the results more accessible to users. 
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6.3 System Testing and Performance Metrics 
A performance assessment and reliability analysis of this credit scoring application 

requires the use of a specialized testing dataset. This dataset was developed to replicate 

actual use cases allowing us to see how well the application can derive credit scores 

based on the input data. Credits scores are computed by the application but owing to 

the nature of the information being processed, the application cannot produce accuracy 

measures for the credit score as there are a multitude of external factors at play. Factors 

such as pictures interpretation and grade assessment will have given this performance 

outcome a subjective angle which is why the performance outcome will not be absolute. 

Because of their sensitive nature, both financial data and personal data cannot be 

precisely sourced, thus, a target of one hundred percent will always be unachievable. 

Instead, the application consistently though, reliably, provide usable credit score. 

 

6.4 Testing Setup and Result 
By selecting a data from testing dataset, to test the credit score how polarity score 

affects it the data will run on three different text.csv with positive, negative, and neutral. 

 

Figure 6.4.1 sample data 1 
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Most Positive Most Negative Most Neutral Mix 

550.8 511.2 531.0 531.6 

Table 6.4.1 result of sample data 1 

 

Figure 6.4.2 sample data 2 

Most Positive Most Negative Most Neutral Mix 

386.0 346.4 366.2 366.8 

Table 6.4.2 result of sample data 2 

The results above shows the affect of the polarity score, it can affect the credit score 

although it only consist about 20% of whole credit score but it’s significant to affect 

the credit score. 
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6.4 Project Challenges 
This project had several important constraints that influenced its development and 

execution. One of the main problems was the access to sensitive information like 

personal and financial data. This type of information is essential to perform credit 

scoring accurately but is usually inaccessible due to privacy issues. Moreover, there 

was also the issue of time, regarding working with vast text datasets especially for 

sentiment analysis since these techniques were data and resource intensive. The activity 

of modelling itself was an area where time was spent as the models required fine-tuning 

and validation to say the least to produce meaningful insights. In addition, some of the 

issues regarding data collection for Twitter’s real-time sentiment analysis using APIs, 

were expensive since these tweets would be push notifications, and therefore 

contributed to an inability to analyse the live sentiments. These challenges illustrate the 

difficulties in merging the old school credit scoring with the emerging techniques using 

data. 

 

6.5 Objectives Evaluation 
The project has managed to achieve the goals and accomplish a significant step forward 

in improving classical credit scoring with sentiment analysis. The project properly 

incorporates the Natural Language Processing (NLP) techniques to analyse text data 

whereby polarities from user comments are determined as Positive, Negative and 

Neutral. This comprehensive algorithm takes a deeper dive into calculating the polarity 

score, which is further passed on to credit scoring, thereby utilising consuming 

accurately judgment of credit health. We added a web interface for sentiment prediction 

and visualization in real time. In this way, it becomes an interface that offers visibility 

into the sentiment trends and persist a much more transparent credit scoring process as 

well. 
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Chapter 7 Conclusion and Recommendation 

 

7.1 Conclusion 
In conclusion, the project tackles the problem of extending the traditional methods of 

credit ratings by the sentiment analysis methods integrated in one credit rating 

technology. The project employs natural language processing approaches and captures 

user sentiments which assists in overcoming the fundamental problems with existing 

credit scoring techniques which also helps in making the assessment of credit 

worthiness more multi-faceted. However, despite the challenges such as confidential 

nature of data, long processing time on large volumes of data, inability to rely on 

dynamic data fully, the project has managed to come up with its goals achieving an 

accurate and justifiable credit scoring system. Developed web system enables insights 

and predictions to be made, with the system being not only efficient and functional but 

friendly to use as well. In the end, this project focuses on improving in a more scientific 

way estimation of credit risk, which steps in supports better and fairer economics. 

 

7.2 Recommendations 
Many alterations are suggested to improve the success and reliability of the credit 

scoring system that has been created in this project. First, this improvement is mostly 

possible through the introduction of the Twitter API, since a large portion of the 

sentiment analysis is performed on historical data making it less relevant to the present 

moment. The most current users’ sentiments would be captured by this system which 

is very important to making correct predictions of the credit scores due to the changing 

aspects of the social and economic conditions. 

Furthermore, cause the risk characteristics of the customers to expand the data sources 

to other billing available for example mobile bills, social media activities on Facebook, 

or upon a purchase as a form of e-commerce activities. These data points would 

improve how credit risk is evaluated since several other determinants of the 

responsibility and stability of an individual would be considered. It would enable the 

credit scoring model to consider the social and economic factors of the people and the 

community enhancing the accuracy of predicting credit scores. 
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