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ABSTRACT

This project involves an license plate detection and character recognition system
developed for the campus gate system. Commonly referred to as the Automated
License Plate Recognition System (ALPR), it proves valuable in various scenarios,
including monitoring vehicle entry and exit on university campuses. Following the
implementation of this project on campus, it successfully reduced the need for
manpower, streamlined traffic flow control during peak hours, and prevented
unregistered or uncategorized vehicles from entering the university premises. An
ALPR system typically involves three fundamental actions: license plate detection,

image processing, and license plate character’s recognition.

Primary objective of this project was to enhance recognition accuracy, angle checking,
and handling of unconstrained scenes, oblique views, and more. This was achieved
through a comprehensive evaluation of the developed ALPR system's performance.
Given the remarkable advancements in machine learning today, this project proposes
the utilization of YOLO, GAN methods and other tools for object detection, along
with EasyOCR for optical character recognition. These technologies collectively

extract characters and numbers from license plates to yield the final result.

The project primarily focuses on Malaysia's regional license plates, which adhere
standards license plate format set by the Malaysia Road Transport Department (JPJ).
However, some special cases may arise, such as logos positioned beside the license
plate, or other factors that could potentially influence the accuracy rate of license plate
detection and the availability of license plate character recognition. To facilitate this
research, a dataset containing 1200 images of Malaysia's license plates was employed.
This dataset encompasses challenging license plate images from various areas and

acquisition states.
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Chapter 1

Chapter 1

Introduction

An Automated License Plate Recognition (ALPR) system constitutes an image processing
methods that employs cameras plus specialized software to automatically detect, capture,
process, recognize, and analyse the license plates of vehicles. ALPR systems have found
extensive applications, including automatic toll collection, traffic management, automated
gate systems, and parking management. They have become increasingly crucial due to rising
traffic congestion, incidents of traffic violations, and unauthorized vehicle access. While a
range of ALPR systems has been created to tackle these obstacles, in particular traffic
surveillance systems, vehicle tracking systems, and vehicle speed detection, ALPR systems

remain a pivotal topic in the development of intelligent infrastructure.

Typically, an ALPR system comprises three main fundamental phases. The first phase
involves image pre-processing, where images are detected, captured, and then subjected to
color space conversion, image resolution resizing, and noise reduction. In the second phase,
license plate localization occurs, discovering the region of interest upon the vehicle where
this license plate is located, using characteristic and feature-based methods. Indeed, the final
phase of the process involves optical character recognition (OCR), where the letters or
characters on the processed license plate are read and identified. OCR is widely regarded as

the most crucial component related to Automatic License Plate Recognition (ALPR) system.

The title associated with the project is “Automated License Plate Recognition System for
Campus Gate System” focusing on enhancing security within the university campus area.
According to the UTAR Vehicle Parking Rules, only vehicles with a valid UTAR sticker are
allowed to enter the university compound. Despite the stipulated requirement for a UTAR
sticker to access the campus area, security guards are still required to manually inspect each
vehicle's sticker, a process that consumes significant time, particularly during peak traffic
hours such as 8:00 am morning classes. Furthermore, due to oversights, vehicles without the
required vehicle sticker sometimes gain access to the campus area. Such occurrences can lead
to parking violations, compromised campus safety, unauthorized access, and even vehicle
theft. Moreover, counterfeit stickers can be designed to resemble legitimate campus vehicle

stickers. Since security guards allow vehicles with valid stickers to enter the campus area,
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they may inadvertently permit vehicles with counterfeit stickers to enter as well. From a
safety perspective, security guards are required to conduct spot checks of vehicle stickers in
the university campus area. If this situation arises, the process of checking every vehicle in
the campus area one by one and distinguishing between valid and fake stickers can be time-

consuming and inefficient.

By considering the paramount importance of safety and security, the implementation of the
Automated License Plate Recognition (ALPR) system in conjunction with the gate system
serves as a robust and proactive measure. The ALPR system's integration with the gate
system results in a sophisticated solution that enhances the overall safety framework of the
university campus. This integration involves strategically positioning high-resolution cameras

equipped with advanced image processing capabilities at key entry and exit points.

In cases where a vehicle lacks the required UTAR sticker or has a suspicious license plate,
the ALPR system triggers an immediate alert to the security personnel. This enables timely
intervention by the security team, ensuring that only authorized vehicles gain access to the
campus premises. The automated nature of the ALPR system significantly reduces the need
for manual inspection of each vehicle's sticker, thus optimizing the security guard's efficiency

and effectiveness during peak traffic hours.

Moreover, the ALPR system's continuous monitoring and data logging contribute to a
comprehensive security record. In the event of an incident or security breach, the system
provides a valuable resource for retrospective analysis and investigation. This historical data
can aid authorities in identifying any patterns of unauthorized access, enabling them to take

appropriate measures to prevent future occurrences.

Ultimately, the ALPR system's integration with the gate system aligns with the university's
commitment to safeguarding its campus community. The technology not only streamlines the
vehicle access process but also fortifies the campus against potential security threats. It is a
testament to the institution's dedication to granting protected and unharmed surroundings for

students, faculty, staff, and guests alike.
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1.1 Problem Statement and Motivation

In contemporary times, numerous educational institutions dealing with daunting challenge of
effectively managing parking and traffic flow within their campus areas. These challenges
culminate in issues such as congestion, safety hazards, and inconveniences experienced by
students, staff, and visitors. Conventional parking systems, notably those reliant on parking
attendants and vehicle stickers, often prove to be inadequate and financially burdensome,

thereby placing operational and fiscal pressures on the student community.

A key aspect in ensuring the seamless operation of the ALPR system lies in the
standardization of vehicle plate formats. Consequently, vehicle plates have been streamlined
into two distinct configurations, with the alphabet or letters arranged either in a single or
double row. This standardization effort, particularly in compliance with the regulations set
forth by the JPJ, is crucial for maintaining the efficiency of the ALPR system. Illustrative
examples of these standardized vehicle plate formats, as endorsed by the JPJ, can be found in

Figure 1.1.1.

By aligning with these standardized formats, the ALPR system is optimally equipped to
tackle the intricacies of vehicle plate recognition and verification. In doing so, the system can
seamlessly contribute to the enhancement of campus gate management, offering a
technologically advanced and efficient solution that ensures not only convenience but also

heightened security for all stakeholders involved.

* 2 bentuk penyusunan huruf dan nombor:-

i. Huruf di atas dan nombor di bawah:

WCU

9234

ii. Huruf dan nombor selarn:

WCU 5234

Figure 1.1.1 The sample form of vehicle plate allowed in Malaysia.[22]
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Acknowledging the importance lies in recognizing that the configurations or designs of
license plates may differ based on the geographical area of vehicle registration. The
popularity of bespoke license plate characters introduces an added layer of complexity to the
operation of the ALPR system. These custom license plate numbers frequently deviate from
the standardized format, often incorporating fewer characters and unique spacing
arrangements. To better visualize this, please refer to Figure 1.1.2, which highlights instances
of custom vehicle plates that substantially differ from the established standardized license
plate configuration. Notably, the performance of character segmentation is adversely

impacted by the considerable spacing between characters on the LP.

-+

Putrajaya 35“m:t:PHfr&ja' ya 5qp5§_:nm

eitho. 207 omm  Lowm

5 U D 5 CALISTO MT ITALIC

20T

n

Nombor penidaftaran khas Putrajaya (kereta)

16 Tren.
1z
JAGCUH| | =~ FRANKLIN
GOTHIC
] BOLD
4 i
ED
SR

Siman

Hombor pendaftaran khas motosikal Jaguh

Figure 1.1.2 Example of custom vehicle plates [13]

1.1.1 Motivations

In response to the challenges, the proposition of an ALPR system for campus gate system
emerges as an innovative and practical solution. This automated system presents a heightened
level of reliability, efficiency, and security, constituting a viable alternative to traditional gate
management approaches. By seamlessly integrating automated processes encompassing
detection, capture, processing, recognition, and analysis of vehicle license plate information,
the ALPR system inherently possesses the capability to rigorously verify vehicle identities
and pertinent details. This verification mechanism serves as a robust deterrent against
unauthorized access, significantly elevating the overarching security and safety measures

within the campus environment.
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1.2 Research Objectives

In this project, three objectives have been identified.

1. To investigate license plates in terms of character segmentation stage

In Malaysia, the JPJ has standardized the form and style of license plates, but there are
instances where some vehicle owners do not adhere to these regulations. License plates can
deviate from the standardized format in various ways. For instance, if the registration number
on the license plate is written too far apart, it can lead to erroneous recognition by the Optical
Character Recognition (OCR) system. On the flip side, performance during the character
segmentation stage might suffer if characters are positioned too closely together. This is

exemplified in Figure 1.1.2, which displays samples of custom license plates.

2. To develop an ALPR system that can enhance the performance of character
segmentation stage.

Creating an ALPR system with an improved character segmentation stage demands a
thorough strategy that covers various critical elements to guarantee precise extraction of
alphanumeric characters from license plate images. Character segmentation stands as a
pivotal phase, acting as the foundation for precise character recognition. To achieve an
advanced character segmentation process, a range of strategic steps and considerations can be

employed:

1. Image Preprocessing: Prior to character segmentation, effective image preprocessing
techniques must be applied. These techniques encompass procedures such as noise
reduction, contrast enhancement, and resizing. Addressing these factors helps to
mitigate the impact of varying lighting conditions, thereby enhancing the overall
quality and clarity of license plate images.

2. Integration of Object Detection Algorithms: The incorporation of object detection
algorithms like YOLO, as employed in this project, can significantly aid in initial
character localization. These algorithms detect and create bounding boxes around
license plate characters, providing a solid foundation for subsequent segmentation
processes. Following this, contour analysis techniques can be implemented to segment

characters based on identified contours within the license plate region.
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3. Dataset Augmentation: Enhancing the training dataset through augmentation
techniques 1s valuable. This includes incorporating variations such as rotations,
scaling, and mirroring to add diversity to the dataset. Augmentation not only enriches
the training data but also strengthens the model's proficiency to generalize over
diverse license plate images.

4. Additional of super-resolution methods: Super-resolution methods such as SRGAN
and ESRGAN will be deployed to enhance the license plate quality when detected by

object detection and passing to OCR for recognition.

In conclusion, optimizing the character segmentation stage of an ALPR system demands a
multifaceted approach that encompasses image preprocessing, advanced segmentation
techniques, object detection algorithms, and thorough validation. By systematically
addressing each facet, the system can achieve heightened accuracy and precision in character

recognition, thus elevating the comprehensive effectiveness of the ALPR system.

3. To evaluate the performance of the developed ALPR system

The object detection algorithms applied in this project are YOLOvS, YOLOv7 and YOLOVS.
All these models can be trained using a custom dataset for license plate detection. After pre-
training both models, their performances will be evaluated to achieve the desired results.
However, different methods of GANs will added to compare the effectiveness and accuracy
for different models.

The performance tests to be conducted include:

a. Diverse shooting angles

b. Varying illumination conditions

c. Complex surroundings

d. Different weather conditions
Image distortion

f. Degraded image quality

g. Varied lighting conditions

These performance tests are essential to evaluate how well these models perform in different

conditions and scenarios when detecting license plates. Any occurrence of the mentioned
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issues can potentially impact the accuracy of the ALPR system, leading to traffic congestion

within the university campus.

1.3 Project Scope and Direction

This project aim to create ALPR system for the UTAR campus gate system with the goal of
mitigating traffic congestion during morning hours and reducing the need for manual vehicle
checks at the guardhouse. By comparing pre-trained models, YOLOv5, YOLOv7 and
YOLOVS, this project seeks to evaluate the efficiency of these models in object detection.
The comparison between all these models is facilitated by utilizing a custom dataset.
Additionally, the project aims to address the objectives outlined in Chapter 1.2, aiming to
enhance and develop a high-performance ALPR system that can be implemented at UTAR to

enhance overall security and safety.

Additionally, GAN methods will be added to the final chosen YOLO model to compare it
with different models with and without GAN methods. This comparison will provide

comprehensive results for further analysis.

Moreover, the scope and direction of this project encompass the development of an advanced
ALPR system, utilizing the latest generation of algorithms and incorporating compelling
prototypes to elevate the system's intelligence and capabilities in object detection and
recognition. Nevertheless, it's critical to be aware that this project will not extensively focus
on the Optical Character Recognition (OCR) tool used for character recognition. This
decision is rooted in the comparison of performance metrics. Notably, EasyOCR showcases
an overall performance surpassing a 95% accuracy rate in predicting license plate numbers,
whereas Tesseract OCR demonstrates an accuracy rate of 90%. This substantiates the
conclusion that EasyOCR excels in real-time license plate recognition, as illustrated in Fig

1.3.1, which displays the testing results of using EasyOCR and Tesseract OCR [2].
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Fig 1.3.1 Testing of EasyOCR and Tesseract OCR |[2]

Character
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1.4 Contributions

The project titled "Automated License Plate System Recognition for Campus Gate System"
primarily aims to benefit universities and other educational institutions. The implementation
of this project holds the potential to alleviate several challenges, including reducing
manpower requirements, enhancing operational efficiency by minimizing manual labor,
elevating safety and security levels within the campus area, and mitigating traffic congestion.
These issues are prevalent across educational institutions, particularly during periods of peak

traffic congestion.

The fundamental process of the ALPR system involves license plate detection, image
processing, and license plate recognition. Through this project, we are capable of evaluating
and substituting the models utilized for license plate detection to identify the most precise and
high-performance model. This evaluation process is instrumental in optimizing the system's

accuracy and overall effectiveness.

The ALPR system is an object detection model that holds versatile applicability. Its usage
extends beyond the campus environment, encompassing various other applications such as
parking management, traffic management, toll collection, law enforcement, and security. This
implies that successful implementation of this project can yield benefits across diverse

scenarios where the ALPR system is employed.

At its core, this prototype of the ALPR system lays the groundwork for its adaptation to

distinct situations, contributing to the realization of an intelligent world. Its potential spans a
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wide spectrum of use cases, underscoring its adaptability and relevance across different

contexts.

1.5 Report Organization

The report is formatted to five chapters. Chapter 1, Introduction, covers the project's problem
statement, background, motivation, scope, objectives, contribution, highlights of
achievements, and organization of the report. In Chapter 2, Literature Review, various
existing ALPR system methods, YOLO architecture, and GAN methods are examined.
Chapter 3, System Design, elaborates on the overall design of the project. The evaluation and
experiments conducted are detailed in Chapter 4, System Evaluation and Discussion. Finally,
Chapter 5, Conclusion, offers a summary of the project's findings and conclusions. This
format facilitates a thorough exploration of the project's background, methodologies, results,

and implications.
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Chapter 2

Literature Review

2.1 Automated License Plate System Recognition for Campus Gate System

The utilization of ALPR systems for campus gate systems has gained significant traction
within the university landscape. This surge in adoption can be attributed to their multifaceted
advantages, encompassing efficiency, accuracy, and cost-effectiveness. These systems offer
swift and automated access control, substantially curtailing waiting times even during periods
of heightened vehicular traffic. Furthermore, they enhance the overall efficacy of gate

systems by expediting checks and traffic control procedures.

Beyond the realm of efficiency, ALPR systems tailored for campus gate applications yield
profound improvements in security. By establishing a dependable and automated mechanism
for overseeing and regulating vehicle access, these systems bolster campus security measures.
Upon entry or exit, the ALPR system promptly captures and records the vehicle's license
plate, cross-referencing it with a database. This process effectively discerns suspicious and

unauthorized vehicles, preventing their intrusion into the campus area.

Numerous techniques have been advanced in the pursuit of elevated accuracy and reliability
in license plate recognition. This demonstrates the collective endeavor to refine and optimize
these systems, ensuring their precision aligns with the security demands of modern university

campuses.

2.1.1 Campus Vehicle Sticker
In order to control the number of vehicles entering the university campus, the management

usually distributes campus vehicle stickers to manage parking spaces. Following the
procedure of University Tunku Abdul Rahman, students are required to submit legal
documents and information through the provided website. The staff then issues the campus
vehicle stickers to students, considering several factors. Students are subsequently notified to
collect their stickers at specific locations. Upon receiving the campus vehicle sticker, students
must affix it to their vehicle's mirror, allowing security guards to easily conduct vehicle

checks [25].
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There are several terms and conditions that must be followed by the sticker holder for the
campus vehicle sticker, aimed at reducing potential problems caused by students on campus.
Firstly, students are not permitted to purchase campus vehicle stickers from sources other
than UTAR. Additionally, campus vehicle stickers are non-transferable, including those that

have expired [25].

However, the weakness of the campus vehicle sticker system lies in its cost to students.
Campus vehicle stickers must be purchased, with fees varying based on the length of the
semester, resulting in different prices. These additional fees can be burdensome for students
already facing financial strain. Furthermore, if the number of vehicles on campus exceeds
available parking spaces, even with the vehicle car sticker system in place, it may lead to

frustration and competition for parking spots.

Nevertheless, the strength of the vehicle car sticker system lies in its ability to allow security

guards to easily determine the legality of vehicles by checking the sticker on the mirror.

2.1.2 Parking Access Card

To acquire an access card, students and staff must fill out and provide the access card
application document. The requests are typically handled within one working day [26]. These
parking access cards grant entry and exit from designated gated facilities, allowing for Night
or Weekend permissions. Parking access cards are automatically provided to faculty/staff and
student permits assigned to a gated facility. Any other access cards are distributed upon

inquiry [26].

The strength of using parking access cards is that it reduces the workload of security guards.
They no longer need to check each vehicle for permits to enter the campus area. Security
guards can now focus on controlling the crowd or traffic in the campus area. By using the
parking access card, students can quickly enter and exit parking areas by holding the card

near the reader. The barrier will open automatically.

However, the weakness of the parking access card system is that it requires a high

implementation cost. To implement this system, the university needs to purchase necessary
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hardware and software such as barrier gates, access card readers, and the system or software

to read the access cards.

2.1.3 Parking Credential
The parking credential is another effective method to regulate vehicle access to the campus
area. It aims to provide fairness and convenience to all individuals on campus when obtaining
parking. There are several types of parking credentials available:

1. Visitor Parking Credential: This type of credential is designated for visitors to the

campus. It allows them temporary access to park their vehicles in specified areas.

2. Vendor Parking Credential: Vendor parking credentials are issued to vendors and
suppliers who frequently visit the campus for deliveries or services. This credential

grants them access to designated parking zones.

3. Pick Up or Drop Off Parking Credential: This specific credential is designed for
individuals who need short-term parking for pick-ups or drop-offs. It allows quick and

convenient access to designated areas for these purposes.

Each type of parking credential serves a distinct purpose, ensuring efficient and organized
parking management on campus. However, the weakness of this method is that the
management needs to monitor and control parking, as anyone can easily obtain the parking
credential and enter the campus without returning the credential to the security guard.
Additionally, this method can lead to traffic congestion because in order to obtain the parking
credential, drivers need to provide their information such as car plate number, driving license,
and identity card to the security guard. This is done to ensure the safety of the campus area

when entering.

2.2 Review of the Current System / Applications
2.2.1 License plate detection
The author provides a clear explanation of YOLO (You Only Look Once) in [1]. One of the

best examples of a one-stage object detector is YOLO, which is incredibly effective at
identifying things in pictures or videos. Unlike its multi-stage counterparts, YOLO operates

by swiftly detecting objects in a singular pass, resulting in enhanced speed and efficiency.
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The essence of the YOLO algorithm lies in its ingenious division of an image within a grid.
Within separate grid cell, YOLO dynamically forecasts bounding boxes and the chances of
associated classes. This architectural choice equips YOLO with the unique capacity to detect
multiple objects within a single image, all accomplished within a solitary forward pass of the
neural network. This streamlined approach inherently accelerates the object detection

process, effectively contributing to the expeditious and efficient nature of YOLO.

In reference to [3], the author underscores the distinctive prowess of the proposed method
utilizing YOLO, deeming it the sole algorithm capable of accurately recognizing a minimum
of six characters across all license plates (LPs). This assertion substantiates the method's

exceptional performance and underscores its superiority in character recognition.

The author further advances their argument by subjecting the proposed ALPR system,
integrated with YOLO, to a comparative evaluation against two commercial ALPR systems,
serving as baselines, within the context of their dataset. The findings yielded compelling
insights: both commercial ALPR systems yielded recognition rates below the 70% threshold.
In stark contrast, the proposed ALPR system, seamlessly interwoven with YOLO, outshone
its counterparts with a remarkable recognition rate of 78.333%. This outcome emphasizes the
tangible benefits and efficacy of the proposed approach, firmly establishing it as a frontrunner
in the realm of automated license plate recognition. Figure 2.2.1 shows all the result obtained

in the custom data set [3].

ALPE a8 characiers AN comect (vehlcks)
Slghthourd [7] B2 .50%, 17395
OpenALPE [28] 54.72% S04
Propaased B7.33% B B0
Slghthound fwith edundancy ) TE.BTH 58.8T% (345800
OpenALFR (with redundancy) T3.33% TOL%: (4280
Froposed (with redundancy) B335 TRIS (70

Figure 2.2.1 A comparison of detection accuracy between the ALPR system proposed in this

study and commercial ALPR system [3]

While in [27], the author presents a immediate Bhutanese license plate positioning using
YOLO technology. Vehicle detection was executed before positioning to exterminate false

positives. A single CNN achieved a general mean average exactness of 98.6% together with a
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development loss of 0.0231 for LP [27]. ALPR system playing a vital role in reducing
congestion and increasing processing time. As road users increase, Bhutan faces the
challenge of managing traffic efficiently. The country lacks single traffic lights, which are
tedious and require extra workforce. To address this issue, a real-time system to identify
single traffic lights (LP) is needed for developing an ALPR system for Bhutan. The
conventional ALPR system consists of three phases: LP localization, character segmentation,
and character recognition. Accurate localization can hinder character segmentation and
recognition. This research aims to construct an application that identifies Bhutanese LP after
vehicle detection using a single convolutional neural network. This will help improve traffic

management in Bhutan and reduce the need for human resources.

The proposed system by the author in Figure 2.2.1.1 uses a video frame as input and a license
plate (LP) output to localize a vehicle. Vehicle detection is performed to eliminate false
positives, and license plates are only extracted if they are enclosed within a vehicle's
bounding box. The YOLO single convolutional neural network is utilized to accomplish both

localization of the automotive and the license plate simultaneously.

BP-2-80612
>

Figure 2.2.1.1 Author proposed system overview [27]

During the experimental results, the author used a dataset containing 1014 license plate
images from video frames found in Bhutan. The YOLOvV2 Darknet [28], based on Alexey's
deployment, was used in author's system. The YOLO model was conditioned in Google

Colaboratory for 7000th epochs alongside batch size of 64 plus image detection of 608 x 608.
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Figure 2.2.1.3 illustrate the average Intersection Of Union and precision for plates plus

vehicles generated for per epoch.

Tabulation of Average Precision (AP) and average 10U for each epoch.

Epuch Plate (%) Vehicle (%) Avg 10U
1000 98.25 99.01 81.75
2000 9851 98.95 83.48
3000 98.04 98.79 8361
4000 98.52 98.83 83.92
5000 98.52 98.82 $3.99
6000 98.52 98 .82 8394
7000 98.52 98.73 8393

Figure 2.2.1.2 The Average Precision and average Intersection over Union (IOU) scores for

each epoch are reported in [27]

After completing the 7000th epochs, the epoch with the peak average Intersection Of Union
was designated to be applied into the author’s offered real-time system. The 5000th epoch
was chosen as it had the highest average IOU at 83.99%. The overall mAP came to be 98.6%
alongside a training loss of 0.0231 for a batch size of 64 together 8 subdivisions [27]. Based
on the documentation of Darknet [29], the model considered to be executing effectively if the
average training loss is less than 0.05. Figures 2.2.1.3 and 2.2.1.4 show the results obtained

from the author’s proposed system.
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Figure 2.2.1.4 (a) LP detection (b) No LP was identified [27]

The study by the author aimed to address the issue of Bhutanese license plate localization
using a sole convolutional neural network. This method achieved a 98.6% mean average
precision (mAP) with a training loss of 0.0231, rendering it suitable towards real-time

applications. Future research should consider utilizing larger datasets for training.

Automatic License Plate Recognition (ALPR) has taken place as popular research study since
the early 1990s, leading in the creation of a variety of systems and commercial solutions
adapted to a wide range of applications. However, many previous methods lack robustness in
real-world settings due to limitations such as reliance on specialized cameras, narrow viewing
angles, simple backgrounds, perfect lighting conditions, fixed region search, and certain
vehicle kinds. Despite the availability of extensive annotated datasets and powerful hardware
like GPUs capable of processing vast amounts of data, there persists a need toward

achievable datasets encompassing vehicle and license plate labels.

The SSIG-SegPlate dataset, a famous community dataset of Brazilian license plates for
ALPR, comprises under 800 training examples plus is subject to various restrictions. In
response, this research proposes a more extensive benchmark dataset, UFPR-ALPR, focusing

on tough yet common actual scenarios [30].

The UFPR-ALPR dataset was utilized by capture 4,500 images encompassing various vehicle
types amidst intricate backgrounds plus varying lighting situations. These vehicles were
positioned at different angles plus distances from the camera, and in certain instances, the

vehicle was partially obscured within the image. Notably, there is a lack of publicly available
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datasets for ALPR containing labels for cars, motorcycles, license plates (LPs), and their

associated symbols.

ALPR application should recognize diverse license plate layouts while functioning quickly
sufficient to meet the expectations of Intelligent Transportation Systems (ITS). However,
many academics underestimate the need for real-time processing in ALPR, instead proposing
computationally intensive techniques that struggle to handle frames in real time. To solve
this, the researchers developed specific YOLO-based ALPR models, using a variety of data
augmentation approaches and network adjustments to accomplish the optimal stability of
speed and accuracy at separate phase [30].

By presenting a unique, effective, and layout-independent ALPR system based on YOLO-
based Convolutional Neural Networks (CNNs), the study significantly advances the ALPR
field. Additionally, it presents a publicly accessible dataset for ALPR, which includes
annotations detailing the positions of vehicles, license plates (LPs), and symbols. Moreover,
this research conducts a comprehensive comparative evaluation of the suggested
methodology against past methodologies plus two commercial applications across eight
openly available datasets. Notably, this marks the first instance where an end-to-end ALPR
system has been assessed on such a wide array of publicly accessible datasets, as highlighted

in the current work [30].

The research assesses a newly suggested end-to-end applications across eight openly datasets,
among which is UFPR-ALPR, employing images depicting diverse range of vehicles and
license plate layouts. Most solutions work for specific layouts [31] and only evaluate in three
datasets (e.g. [32], [33] and [34]). Even though motorcycles are a common mode of mobility

in cities, ALPR system evaluations frequently ignore motorcycle photos.

The majority of methods lack execution time and are unable to recognize LPs in real-time,
which makes it challenging to evaluate their suitability and trade-off between speed and
accuracy. To tackle this issue, the author's proposed system assesses different YOLO models

with diverse modifications, refining and amalgamating them to achieve optimal performance.

The research primarily concentrates on object detection and layout classification tailored for

autonomous vehicle recognition (ALPR) systems. It adopts YOLO due to its remarkable
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speed/accuracy trade-off, enabling it to process more than double the frames per second
(FPS) compared to other detectors while maintaining competitive performance. Addressing
the bottleneck of license plate (LP) recognition, which currently impedes ALPR systems, the
researchers suggest an integrated methodology encompassing LP detection plus with layout
identification. This approach integrates heuristic rules and employs data enhancement
techniques to enhance recognition outcomes. Furthermore, they devise and implement data
enhancement methods mimic LPs of different layouts and also produce LP images featuring

limited instances in the training set [30].

The dataset used for LP identification is diverse, as seen in Figure 2.2.1.5. It comprises 4,500
photos taken with three distinct camera types and a fixed PNG format size of 1,920 x 1,080
pixels. This study used three cameras, GoPro Hero4 Silver, Huawei P9 Lite, and iPhone 7
Plus, to capture images in PNG format. The images differ in quality due to camera
specifications and camera position variations. The dataset was divided into training, testing,
and validation, with 40% for training, 40% for testing, and 20% for validation. The
photographs were annotated in text files with information such as the camera, vehicle
position, type, maker, model, and year, as well as the LP's identification and position and
character placement. The goal of the study was to increase the number of samples available

for statistical analysis as well as for statistically significant analysis [30].

Figure 2.2.1.5 Sample images of the UFPR-ALPR dataset with various conditions [30]
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Traffic images pose challenges for LP detection approaches due to textual blocks and small
portions of LPs. In response to this challenge, the authors suggest a methodology that
involves initially identifying vehicles within the input image and subsequently detecting their
corresponding license plates (LPs) within vehicle patches. Then, instead of segmenting and
classifying each character separately, they use a method where all characters are detected and

recognized simultaneously by feeding the entire LP patch into the network.

The authors [30] offer an ALPR system that combines layout identification and LP detection
tasks by training an object detection network. This enables the application of layout-specific
LP recognition techniques, which kick in when the confidence value of the expected LP and
its layout surpasses a predetermined level. This is noteworthy because it is the first time that a
layout classification step is recommended to improve recognition results. The workflow of

the authors' suggested ALPR system is shown in Figure 2.2.1.6.

. . = LP Detection and -—
Vehicles Patch LPs Patches/L. t
Vehicle Detection | ehicles Patches > Layout Classification ] LP Recognition
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Figure 2.2.1.6 The proposed ALPR system's workflow by the authors [30]

The authors specialize object detection using YOLO-inspired models for ALPR, using
specific models for each stage to improve performance. They adapt models like:

1. YOLOV2 for automative detection and recognition

2. Fast-YOLOV2 for LP detection and layout identification

3. CR-NET for LP recognition

They assess data augmentation techniques and adjust each network to attain the optimal
balance between speed and accuracy at every stage. The authors explain how their models
have been altered, with YOLOvV2 digesting less distorted images and operating faster with a
25% smaller input size. Evaluations of speed and accuracy using several input sizes served as
a guide for choosing the new dimensions. The k-means clustering algorithm was used to

recalculate anchor boxes for the new input size and datasets. The number of filters in the final
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convolutional layer was decreased to produce two classes: cars and motorcycles, as the

performance improved significantly with this configuration.

The Fast-YOLOV2 network's performance was enhanced by constructing a 3x3 convolutional
layer with twice the filters of the preceding layer and altering the kernel size of the
penultimate convolutional layer from 3x3 to 1x1. Better results were obtained from these
changes without requiring more floating-point computations. To discover and classify
additional number plate (LP) layouts, the network recalibrated anchor boxes and increased
the number of filters in the final convolutional layer. To account for the average aspect ratio
of Brazilian LPs discovered in the experimental datasets, the CR-NET measurements were
modified from 240 x 80 to 352 x 128 pixels. The network is trained with the LP patch,
character class, and coordinates to forecast 35 classes. Additionally, heuristic methods are
developed to modify the CR-NET's output according to the anticipated class, guaranteeing

accurate LP layout classification.

Using publicly available datasets, this study determines the minimum and maximum number
of characters to be considered in number plates (LPs) of each design. Taiwanese, American,
and European LPs lack a character count, although Brazilian and Chinese LPs do.
Consideration is given to characters predicted with a confidence value higher than a

predetermined threshold.

Redundant detections are eliminated via the non-maximum suppression (NMS) technique.
When necessary, characters predicted with lower confidence values are either added or
eliminated. LPs with low confidence value layouts usually have four to eight characters on
them. On Brazilian and Chinese LPs, numerals and letters are swapped to reduce errors in
often misclassified characters. The maximum and minimum number of symbols that must be

included in LPs for each layout class are shown in Figure 2.2.1.7 [35].

Characters  American  Brazilian Chinese  European  Taiwanese

Minimum 4 7 6 5 5
Maximum 7 7 6 8 6

Figure 2.2.1.7 The maximum and minimum character thresholds to be accounted for license

plates within each layout category [30]
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Research was done on eight publicly accessible datasets: AOLP [40], OpenALPR-EU [41],
SSIG-SegPlate [42], ChineseLP [39], UCSD-Stills [38], EnglishLP [37], UFPR-ALPR, and
Caltech Cars [36]. The researchers meticulously annotated the positions of vehicles, license
plates (LPs), and characters in all images within these datasets. In the vehicle detection, LP
detection, and layout classification stages, the system's F-measure rates exceeded 99%,
demonstrating its robustness—a critical component in obtaining outstanding recognition

results.

In order to compare the suggested ALPR system against cutting-edge methods and
commercial systems like Sighthound and OpenALPR, which are frequently used as baselines
in ALPR literature, the researchers followed the same evaluation procedure. The obtained

results are readily available for more examination and contrast.

The results of the suggested system, earlier research, and commercial systems are displayed
in Figure 2.2.1.8 for all datasets. The proposed method detected 96.9% of licence plates (LPs)
correctly during five runs, outperforming Sighthound and OpenALPR by 9.1% and 6.2%,
respectively. Moreover, the proposed strategy outperformed commercial solutions and earlier

methods on four datasets.

M}‘ [43] [25] [44] [29] [13]  Sighthound  OpenALPR CE‘:“LH‘E:I”JHI Proposed
Caltech Cars = — - - - 95.7+27 991412 96.1+ 1.8 98.7+£1.2
EnglishLP 97.0 - - — - 92.5+37  TB.6L3.6 95.5 + 2.4 95.7+£2.3
UCSD-Stills e — - - - 98.3 98.3 973+ 1.9 98.0 + 1.4
ChineseLP - = - = — 904424  926+19 954+ 1.1 9754 0.9
AOLP - 99.81 - - - 871408 - 98.4+ 0.7 99.2 + 0.4
OpenALPR-EU - = 93.5 852 - 93.5 91.7 96.7+1.9 97.8 4 0.5
SSIG-SegPlate s = 886 892 855 82.8 92.0 96.9 +0.5 982 + 0.5
UFPR-ALPR - = - o 64.9 62.3 82.2 825+ 1.1 90.0 & 0.7
Average B _ - _ - 878424  90.7+23 94.8 + 1.4 9694 1.0

Figure 2.2.1.8 Recognition rates (%) attained by the author's proposed system, prior research, and
commercial systems across all datasets utilized in the experiments [30]

In the Caltech Cars dataset, the suggested method achieved results similar to OpenALPR,
with a recognition rate of 98.7% as opposed to 99.1%. Notably, the system does not
necessitate prior knowledge and relies on user input for the correct LP layout. Furthermore, in
two of the five runs on the EnglishLP dataset, the system beat the optimal baseline. In the

UCSD-Stills dataset, the recommended approach yielded an average recognition rate of 98%,
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whereas the two commercial systems produced an average rate of 98.3%. These analyses
highlight how important it is to run the procedure five times and average the outcomes.
Furthermore, the approach yielded similar results in the AOLP dataset, albeit with cropped
LP patches and less precise detections. Figure 2.2.1.9 showcases the proposed approach's
ability to accurately recognize LPs in various layouts, even under challenging conditions like

shadows and high exposure, demonstrating its generalization capabilities.

Figure 2.2.1.10 illustrates the processing time required for each network in the author's
proposed system to analyze an input image. For vehicle detection, the suggested system uses
a deep CNN model, yet on a top-tier GPU, it processes data at 73 frames per second (FPS).
Notably, it maintains a processing rate of over 30 FPS even in scenarios with four vehicles
present, which represents a significant advancement compared to most approaches that are

limited to real-time frame processing.
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Figure 2.2.1.9 Samples of license plates accurately detected by the suggested ALPR system [30]

ALPR Stage Adapted Model  Time (ms) FPS

Vehicle Detection YOLOv2 8.5382 117

LP Detection and
Layout Classification

LP Recognition CR-NET 1.9935 002
End-to-end - 13.6171 73

Fast-YOLOv2 3.0854 324

Figure 2.2.1.10 Results for different networks analyzing through input images. [30]
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This study provides an efficient and layout-independent ALPR system that uses a single
technique for both license plate (LP) detection and layout classification, based on the YOLO
detector. Utilizing post-processing rules at the recognition phase solves a significant flaw in
current ALPR systems, which mostly rely on layout. Across all datasets except UFPR-ALPR,
the system achieved recognition rates exceeding 95%, outperforming the best baseline by
7.8%. Notably, the system can process images in real-time, even when faced with scenes
featuring four vehicles. Furthermore, 4,500 completely annotated photos from 150 vehicles in
real-world circumstances are provided as part of a public dataset for ALPR. This dataset
offers more than twice the number of images and encompasses a broader variety in various
aspects. The researchers meticulously labeled the positions of vehicles, LPs, and characters in
all datasets, which are made publicly available to the research community. The authors intend
to recreate real-world circumstances without requiring the retraining of current systems by
undertaking extensive experiments on cross-dataset scenarios using all available datasets,

with the exception of one.

2.2.2 Character Segmentation

Throughout the literature review, the research has revealed various techniques for character
segmentation. For instance, Figure 2.2.2.1 visually depicts the four distinct techniques of
character segmentation.

Character Segmentation

Using Pixel Connectivity

Using Projection Profiles

Lising Prior Knowledge

Using Deep Neural Metworks

Figure 2.2.2.1 Techniques of character segmentation [4]

Additionally, in [4], the authors meticulously construct Table 2, which provides a
comprehensive comparison of the diverse techniques employed in character segmentation.
This tabulated representation facilitates an organized assessment of the distinctions and

similarities between the different methods.
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Techniques Advantages Limitations References
Pixel connectivity | Simple, robustto | Not suitable to be applied (61, [7]
rotation with joined or broken
characters
Projection profiles | Robust to Sensitive to noise and font (8]
rotation, changes, number of
independent of characters in the license
character plate should be known
positions
Using prior Simple Specific to the region where | [9], [10]
knowledges about they were designed to
the license plate operate
Deep neural Reduce the [11],[12]
networks number of
parameters and
the computation
lost

Table 2 Comparison of character segmentation methods [4]

2.2.3 Character Recognition

In an ALPR system, character recognition pertains to a technique or process that
autonomously identifies and extracts the alphanumeric characters (comprising both letters
and numbers) from a pre-processed license plate image. The fundamental objective of
character recognition within an ALPR system revolves around the transformation of the
visual elements present on the license plate into text that is machine-readable. This extracted

text can then be subjected to subsequent processing and employed for diverse applications.

As highlighted in [4], the author classifies various classification techniques that necessitate
fixed-size inputs for the learning model. Since the output from the segmentation stage varies
in size, the input segments undergo re-scaling before classification. Given that the number of
characters on a license plate, their relative positions, and possible values are generally known,
each segment is classified to correspond to one of the possible values. This classification

process unfolds across three scenarios:
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1. A direct comparison is made between the pixel values of the raw image data and
predefined templates.

2. Different image processing and machine learning techniques are employed to extract
relevant features before segment classification.

3. Deep learning techniques are harnessed for segment classification.

2.2.3.1 Template and Patter Matching Techniques

In Malaysia, license plates adhere to a standardized font and character size, meticulously
regulated by the JPJ. This standardized design presents a promising avenue for employing
template matching techniques to facilitate character classification on license plates. Template
matching, a widely recognized image processing approach, entails the identification of
regions within an image that correspond to a designated template image. Notably, the author
uses this technique in [13] by determining the correlation coefficient between the input and
template photos; the closest match is indicated by the highest correlation coefficient value.
For further insight into the utilization of the template matching technique, Table 3
encapsulates a compilation of research papers that harness this approach. An overview of
several factors is given in the table, including the techniques used for segmenting and
detecting license plates, the speed at which recognitions occur, and performance measures
including the success rates of character recognition (CR), segmentation (Seg.), and license
plate detection (LPD), in addition to overall accuracy. This compilation serves as a
comprehensive resource, shedding light on the varied applications and outcomes derived

from the template matching technique within the context of license plate analysis.

Ref. | License Plate Segmentation | Time LPD Seg CR Overall
Detection (LPD) | (S) method (sec) SUCCESS | Success | success | success
method rate (%) | rate (%) | rate (%) | rate (%)

[14] | Horizontal and | Bounding box | 1.25 100 99.6 91.5 91.1
vertical projection
segmentation

[15] | Gradient analysis | n/a 1.1s n/a n/a n/a 91

[16] | Vertical edge | Vertical n/a 96.22 94.04 95.24 n/a
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detection, seed- | projection &

filling algorithm | count number

of pixels
[17] | Edge detection & | Smearing, n/a 97.6 96 98.8 n/a
Smearing filtering,
algorithm morphological
[18] | Morphological Histogram n/a n/a n/a n/a n/a
operation and intensity
projections
[19] | Canny method Horizontal n/a n/a n/a n/a 91

and  vertical

projection

[20] | Smearing method | Row and | n/a 974 96.0 76.0 n/a

column
segmentation
[21] | Connected Bounding box | 0.298 | 80 87.5 97 88.16
component
analysis

Table 3 showcases a collection of research papers that have employed template matching

techniques. [13]

However, employing this technique can become challenging when dealing with numerous
potential templates based on typography variations. To address this issue, the requirement to
store additional templates arises, consequently leading to an escalation in both computation

time and processing memory usage.

2.2.3.2 Character Recognition using feature extractor

Character recognition using feature extractors involves the extraction of distinct
characteristics or features from characters to differentiate and classify them. These extracted
features subsequently serve as input for classification algorithms, facilitating the

determination of character identities. Feature extraction techniques play a pivotal role in
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pattern recognition tasks, such as optical character recognition (OCR). Several prevalent

feature extraction techniques employed for character recognition are outlined below [4]:

1. Gabor filter: Class of linear filters used for feature extraction in image processing.
They are especially effective for capturing texture information in images.

2. Krish edge detection: An edge detection algorithm that aims to identify significant
intensity changes in an image.

3. Eigenvector transformation: A dimensionality reduction technique used to
transform high-dimensional data into a lower-dimensional space while retaining the

most important information.

These feature extraction techniques facilitate the transformation of raw pixel data into
compact and meaningful representations, optimizing the process of character classification.
The selection of a suitable technique hinges on factors such as the inherent characteristics of
the character data, the complexity of the recognition task, and the performance requisites of

the OCR system.

2.2.3.3 Character recognition using deep learning

Character recognition using deep learning entails the utilization of deep neural networks to
autonomously identify and classify characters present within images. The advent of deep
learning has brought about a paradigm shift in various domains, including computer vision,
by empowering models to discern intricate features and patterns directly from data. Within
the realm of character recognition, deep learning models exhibit the capacity to achieve

exceptional levels of accuracy and robustness.

As highlighted in [4], recent studies emphasize the adoption of CNN, which have showcased
significant promise across numerous computer vision tasks. Although deep learning-based
approaches typically demand more computational resources compared to alternatives such as
template matching and statistical feature extraction, they exhibit superior accuracy in general.
This inherent trade-off between computational complexity and performance underscores the

potency of deep learning techniques in enhancing character recognition outcomes.
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2.3 YOLO version
Object detection algorithms are categorized into two groups based on the frequency of the

same input image being passed through a network.

One and two stage detectors

Object Detection
[ : |
Two-Stage/Proposal ‘ ‘ One-Stage/Proposal-Free

— RCNN YOLO

— Fast RCNN SSD

— Faster RCNN

— RFCN

— Mask RCNN

Figure 2.3.1 One and two stage detectors [44]

The YOLO models are well known for their quickness, precision, and capacity to identify
objects in images with high accuracy and speed [43]. The backbone, neck, and head of an
object detection model must be understood in order to gain further insight into the object
detection problem. The architecture of contemporary object detectors is divided into the head,

neck, and backbone in Figure 2.3.2 [43].

Input Imoge Basckbrene Mack Head
=

Istorn o [ St Esomcim o
L T e

Figure 2.3.2 Architecture of modern object detectors [43].
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The head, neck, and backbone make up the three components of the object detector
architecture. The backbone uses a convolutional neural network to extract useful features at
different scales from input images, capturing hierarchical features. Higher-level features are

eliminated by the neck, which joins the head and backbone [43].

To measure the performance of object detection, mean Average Precision (mAP) is used to
assess object detection, which offers a single number for comparison across all categories.

The mAP is calculated using the COCO Evaluator with the following equation:

|classes]| |FP.| + |TP,|

ceclasses

Equation 2.2.3.4 COCO Evaluator [34]

The mAP metric handles multiple object categories, defines positive predictions using
Intersection over Union (IoU), and employs precision-recall metrics. Precision and recall
metrics are used to assess the accuracy of the model; non-maximum suppression filters out
redundant parameters, mAP provides a balanced evaluation, and IoU measures the quality of

the bounding boxes.

Precision and recall are crucial aspects of a model's performance, with precision indicating
accurate predictions and recall indicating the proportion of positive cases identified. The
mean Average Precision (mAP) metric provides a balanced assessment by plotting precision
against recall for different confidence thresholds. By comparing intersection and union areas,

the Intersection over Union (IoU) metric assesses the accuracy of projected bounding boxes.

The overlap between the predicted and ground truth bounding boxes is calculated using the
intersection area to union area ratio, or IoU. It is essential for assessing how accurate and
useful a model is for the use case for which it was designed. Many times, object detection

algorithms provide a number of bounding boxes with different confidence levels.
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Intersection
Ground Truth L Folsellepﬁm =
: Recall =

TP+FN
True Positives
False Positives

T

SR - r Precision =
: Uni dicti Intersection i TP+EP

\non Praciiction Over Union True Negatives

Figure 2.3.3 Evaluating the accuracy of a model [34]

In June 2016, Joseph Redmon presented YOLO, a groundbreaking end-to-end approach to
real-time object detection at the CVPR Conference in Las Vegas. YOLO is an efficient object
detection architecture that requires only one network pass, eliminating the need for multiple
runs or a two-step process. The YOLO model achieved an impressive mAP of 63.4 on the

PASCAL VOC2007 dataset [43].

By splitting an input image into a grid and projecting B bounding boxes with confidence
scores for C classes per grid element, the YOLO object detection method finds bounding
boxes. Pc, which represents the accuracy and confidence of the model, is included in each
prediction. A tensor of SxSx(Bx 5 + C) is the result, and it can be suppressed to get rid of

duplicate detections.

Final detections

Class probability map

Figure 2.3.4 How the object is detected [43]

2.3.1 YOLO Architecture
The YOLO algorithm uses a deep convolutional neural network to detect objects in an image,

with the CNN model as its backbone. YOLO architecture is similar to GoogleNet [47]. As
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seen in Figure 2.2.2.4 [47], it has a total of 24 convolutional layers, four max-pooling layers,

and two fully connected layers.

nz —
3
:F 56 3[
dds 3 Q 28 ,1[]— | N\ —_— —
uly 5 P ;
nz 56 . 3 | Xlg ><|:|><
| | 1 7 ) r
3 w2z 256 512 1024 1024 1024 4076 0
Conv. Layer Conv. Layer  Conv.layers  Conv. layers  Conv.Layers  Conv.layers  Conn. loyer Conn. Layer
PxTxbds2 3x3x192 1x1x128 1x1x256 ),y 1x1x512 }xz 3x3x1024
Maxpool Layer  Maxpool Layer  3x3x256 3x3x512 3x3x1024 3x3x1024
2x252 2x2-52 1x1x256 1x1x512 3x3x1024
3x3x512 3x3x1024 3x3x1024-52
Maxpool Layer  Maxpool Layer
2x252 2x2:52

Figure 2.3.1.1 YOLO Architecture [48]

The YOLO (You Only Look Once) model is a deep learning approach that leverages pre-
trained convolution layers from ImageNet. It transforms this model into a detection model by
integrating convolutional and connected layers to enhance its performance. The final fully
connected layer of the model predicts class probabilities and bounding box coordinates.
YOLO divides an input image into an S§xS§ grid, with each grid cell predicting BB bounding
boxes and confidence scores. Each object in the image is assigned to one predictor based on
the highest Intersection over Union (IOU) with the ground truth, resulting in specialization

between predictors. This specialization enhances the overall recall score [44].

One key technique used in the YOLO models is non-maximum suppression (NMS), which
improves object detection accuracy and efficiency by identifying and removing redundant or
incorrect bounding boxes and outputs a single bounding box for each object in the image

[44].

2.4 Analysis of YOLO version 5 to 8

2.4.1 YOLOVS analysis

You Only Look Once (YOLO) is a well-known object detection system, with its fifth
iteration, YOLOVS, introduced in 2020. Developed by Ultralytics, YOLOvS5 enhances its
speed, accuracy, and user-friendliness. It can achieve real-time object detection at up to 140
FPS on a single GPU using "SPP" feature. YOLOVS also achieves state-of-the-art
performance on popular benchmarks like COCO, PASCAL VOC, and OIDv4. It also
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introduces a new backbone architecture called "CSPNet" to enhance feature extraction.

YOLOVS5 comes in five versions: x, 1, m, s, and n as shown in the Figure 2.4.1.1 [45].

Model

YOLOvSn
YOLOv5s
YOLOv5Sm
YOLOvS|

YOLOw5x

size

(pixels)

640

640

640

640

640

mAP"?  mapva

50-95

28.0

374

45.4

49.0

50.7

50

45.7

56.8

64.1

67.3

68.9

Speed
CPU b1

(ms)

45
98

224
430

766

Speed
V100 b1

(ms)

6.3
6.4
8.2
101

12.1

Speed
V100 b32

(ms)

0.6
0.9
1.7
2.7

4.8

params

(M)

1.9

7.2

21.2

46.5

86.7

Figure 2.4.1.1 Performance metrics of YOLO v5 [45]

FLOPs

@640 (B)

4.5

16.5

49.0

109.1

205.7

YOLOVS is the first YOLO version that implemented in Pytorch, rather than Darknet [47].

The primary enhancement of YOLOVS is the incorporation of the Focus layer, which is a

single layer generated by swapping out the YOLOV3 initial layer [47]. Without significantly

affecting the mAP, this integration has decreased the number of layers and parameters while

simultaneously increasing forward and reverse speed [47].

Training Time {min)

250

200

150

100

50

Training Time Comparison

YOLOv4-custom

YOLOvSs

Figure 2.4.1.2 Training time comparison between YOLOVS and YOLOv4 [49]

2.4.2 YOLOV7 analysis

YOLOV7 is a real-time object detection model that uses "bag-of-freebies" techniques like

AutoAugment, CutMix, and DropBlock to enhance its robustness and generalization. Based

on a single-shot detector architecture, it outperforms previous models on benchmarks like

COCO and PASCAL VOC. It also performs efficiently on various hardware platforms,
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including desktop CPUs, mobile devices, and embedded systems. Figure 2.4.2.1 shows the

performance of YOLO v7 in terms of speed, accuracy, efficiency, computation cost etc.

Model Test Size ~ APt APg "' AP'®!  batch1fps  batch 32 average time
YOLOvT 640 51.4% 69.7% 55.9% 161 fps 28ms
YOLOVT-X 640 53.1% 71.2% 57.8% 114 fps 4.3 ms
YOLOv7-Wé 1280 54.9% 72.6% 60.1% 84 fps 7.6 ms
YOLOv7-E6 1280 56.0% 73.5% 61.2% 56 fps 12.3 ms
YOLOv7-D6 1280 56.6% 74.0% 61.8% 44 fps 15.0 ms
YOLOv7-EGE 1280 56.8% T74.4% 62.1% 36 fps 18.7 ms

Figure 2.4.2.1 Performance benchmark for YOLO v7 [45]

A significant shift in architecture and at the Trainable bag-of-freebies level has been made by
YOLOv7 [47]:

1. Architecture level: Extend Efficient Layer Aggregation Network (E-ELAN)
integration has changed the YOLOvV7 architectural level and enabled the model to
learn more varied features for improved learning [47]. Additionally, YOLOvV7
modifies its design by using components from YOLOv4, Scaled YOLOv4, and
YOLO-R. This allows the model to accommodate different inference speed

requirements [47].

M—31

Computational block Transition -ﬂ—_

N A Scaling up depth  Scaling up width ! '
N = - 2 | Transition
1 Scaling up width

Partial Cross Stage Merge
Scaling up width

Figure 2.4.2.2 The process of compound scaling, which entails augmenting both the depth and

width for a concatenation-based model [50]
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2. Trainable bag-of-freebies: The 'bag-of-freebies' refers to enhancements made to the
model's accuracy without raising the training costs. In summary, YOLOv7 has not

only improved its inference speed but also its detection accuracy [47].

2.4.3 YOLOVS analysis
YOLOVS, developed by Ultralytics, is an improved object detection model that builds on the

success of previous versions of YOLO.

Features of YOLO v8:

» Better speed and accuracy than earlier iterations.

* A new backbone network for high-level feature capture that is based on EfficientNet.
* A brand-new feature fusion module that integrates features at various scales.

* Improved methods for augmenting data, such as MixUp and CutMix.

Ultralytics' YOLOvS model is a state-of-the-art model that enhances performance and
versatility, making it an excellent choice for object recognition, picture segmentation, and
image classification tasks due to its quick, precise, and simple design. Figure 2.4.3.1 shows

the performance of YOLO vS8.

. val Speed Speed
TR size mAP CPU ONNX A100 TensorRT params FLOPs
{pixels) 50-95 (M) (B)
(ms) (ms)

YOLOv8Nn 640 373 804 0.99 3.2 8.7
YOLOv8s 640 449 128.4 1.20 112 28.6
YOLOv8m 640 50.2 234.7 1.83 259 789
YOLOvSI 640 529 3752 2.39 437 165.2
YOLOv8x 640 539 479.1 3:53 68.2 257.8

Figure 2.4.3.1 Performance benchmark for YOLO v8 [45]

2.5 Strength of YOLO
There are several reasons why YOLO is popular and leading in object detections:
1. Speed: YOLO is incredibly quick since it doesn't deal with intricate pipelines. YOLO
can also handle photos at 45 frames per second. The speed of YOLO in relation to

other cutting-edge object detectors is shown in Figure 2.5.1 [47].
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Fasler R-CNN (low)  Faster R-CNN (high) R-FCN (low) SED (low) SSD (high) YOLO (low) YOLO (high)

Frames per second

Figure 2.5.1 YOLO Speed compared to others object detectors [46]

2. High detection accuracy: With very few background mistakes, YOLO's accuracy
greatly exceeds that of other cutting-edge models [47].

3. Better generalization: By offering a greater generalization for new domain, YOLO
went a bit further, making it ideal for applications that depend on quick and reliable

object detections [47].

2.6 Weakness of YOLO

YOLO, a fast object detector, has limitations due to its limited localization error, which is
more significant than Fast R-CNN. This is due to its ability to detect two objects of the same
class in a grid cell, its difficulty in predicting objects with non-existent aspect ratios, and its

learning from coarse object features [43].

2.7 GAN (Generative Adversarial Network)
An estimating generative model via an adversarial process that run two models
simultaneously:

1. G: Generative model captures the data distribution.

2. D: Discriminative model, estimates the probability that a sample came from the

training data rather than G.

The training procedure of G is to maximize the probability of D making a mistake.
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Real or Fake

Discriminator Network

Fake Images , Real Images
(from generator) | ~mu . - | (from training set)
Generator Network

*

Random noise | z |

Figure 2.7.1 The functions and responsibilities of the generator and the discriminator [S3]

In this proposed GAN, the generative model is pitted against an adversary: a discriminative
model that learns to determine whether a sample is from the model distributions or the data
distribution. The generative model can be thought of as analogous to a team of counterfeiters,
trying to produce fake currency and use it without detection, while the discriminative model
is analogous to the police, trying to detect the counterfeit currency. Competition in this game
drives both teams to improve their methods until the counterfeits are indistinguishable from

the genuine articles. [54]
Input Output

Input Data ———

Generator Synthetic Data

Random Noise Vector ————

Figure 2.7.2 Generator [54]

The generator receives input data and a random noise vector and generates synthetic data that

is passed into the discriminator.

Input Output
Input Data Discriminator
g Discriminator
Synthetic Data — Score

Figure 2.7.3 Discriminator [54]
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The discriminator is trained to discern between actual and generated data.

2.7.1 How does GAN work?

Feedback

Real Synthetic Data
Data —| Generator

Real

:
Discriminator I
Data SCi ator Score

Discriminator

Figure 2.7.1.1 show how GAN work [55]

During training, generator and discriminator are trained alternately [55]. When the generator

is working, the discriminator stops, and vice versa [55].

The generator model will try its best to generate synthetic data that is indistinguishable from
the real data to fool the discriminator, while the discriminator will try its best to catch and

identify the synthetic data created by the generator compared to the real data [55].

If the discriminator successfully detects synthetic data provided by the generator, it will
provide feedback to the generator, allowing it to enhance the quality of data generated [55]. A
point of equilibrium will be reached when the discriminator receives discriminating scores of

0.5 (50%) for the input to be either false or real [55].

2.8 Adversarial nets

D and G play the following two-player minimax game with value function V(G, D):
n;;n n‘égx Ex~pya 108 Do, (X) + Eze () lOg (1 — Dy, (Ggg (z)))l
Figure 2.8.1 show equation of minimax objective function [53]

0 g represents G's parameters, while 0 d represents D's parameters. D calculates the

likelihood of a true image in the interval [0, 1]:
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*  D(x)equals 1 (or near to 1) when x is considered real data.

*  D(x) equals 0 (or near to 0) if the data is considered fraudulent (e.g., generated).

This demonstrates that, at equilibrium, D outputs 1/2 everywhere because D has no notion

how to distinguish between fraudulently created data and actual data.

2.9 Advantages and disadvantages

The disadvantages are primarily that there is no explicit representation of pg(x), and that D
must be synchronized well with G during training (in particular, G must not be trained too
much without updating D, in order to avoid “the Helvetica scenario” in which G collapses too
many values of z to the same value of x to have enough diversity to model pdata), much as
the negative chains of a Boltzmann machine must be kept up to date between learning steps

[54].

The advantages are that Markov chains are never needed, only backprop is used to obtain
gradients, no inference is needed during learning, and a wide variety of functions can be

incorporated into the model [54].

The advantages are primarily computational [54]. Adversarial models may also gain some
statistical advantage from the generator network not being updated directly with data
examples, but only with gradients flowing through the discriminator [54]. This means that
components of the input are not copied directly into the generator’s parameters [54]. Another
advantage of adversarial networks is that they can represent very sharp, even degenerate
distributions, while methods based on Markov chains require that the distribution be

somewhat blurry in order for the chains to be able to mix between modes [54].

2.10 Various types of GAN models
Depending on the mathematical formulas employed and the distinct manner in which the

generator and discriminator interact, there are several types of GAN models.

e Vanilla GAN: With little to no feedback from the discriminator framework, the basic
GAN model produces changes in the data. The majority of real-world use cases

usually ask for improvements above a vanilla GAN.

Bachelor of Information Technology (Honours) Computer Engineering
Faculty of Information and Communication Technology (Kampar Campus), UTAR



Chapter 2

e Conditional GAN: Targeted data generation is made possible by the conditional
GAN (cGAN), which adds the notion of conditionally. Additional data is fed to the
discriminator and generator, usually in the form of condition data or class labels.
When creating photos, for example, the condition might be a label describing the
content of the image. The generator can generate data that satisfies certain
requirements by conditioning it.

e Deep convolutional GAN: The CNN architecture is integrated into GAN by Deep
Convolutional GAN (DCGAN). In DCGAN, the discriminator also employs
convolutional layers for data classification, while the generator utilises transposed
convolutions to improve data distribution. In order to improve training stability, the
DCGAN also introduces architecture guidelines.

e Super-resolution GAN: Upscaling low-quality images to high resolution is the main
goal of super-resolution GANS (SRGANSs). The objective is to preserve image quality
and details while enhancing photographs to a greater resolution.

e Enhanced super resolution GAN: The concept of Generative Adversarial Networks
(GAN ), utilizing a generator network to increase the resolution of low-quality images
while a discriminator network helps in ensuring that the generated images maintain
realistic features.

e Least Squares GAN: A type of GAN that adopts the least squares loss function for
the discriminator.

e Wasserstein GAN: WGAN is a type of GAN that minimizes an approximation of the
Earth-Mover’s distance (EM). This GAN model lead to more stable training than
original GANs with less evidence of model collapse, as well as meaningful curves

that can be used for debugging and searching hyperparameters.

2.11 Utilizing YOLOv4 for sophisticated traffic sign recognition, augmented with
synthetic training data produced by diverse Generative Adversarial Networks (GANs)
According to the author of this paper, given enough annotated training data, a Convolutional
Neural Network (CNN) can identify traffic signs perfectly [56]. Nevertheless, there aren't
many databases for traffic signs from most countries in the world [56]. In this instance, the
author suggested using GAN to generate a variety of more realistic training images that

complement the actual image layout [56]. The author's goal is to explain how DCGAN,
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LSGAN, and WGAN produce synthetic images and how that quality is assessed [56].
YOLOvV3 and YOLOv4 will be utilised in the testing phase to identify the photos [56].

In Figure 2.11.1, it shown author’s proposed system’s synthetic data generation
methodologies for enhanced traffic sign identification utilizing DCGAN, LSGAN and
WGAN [56].

DATA PREPOCESSING

o g 3

= v o>
e e -

REAL IMAGE SYNTHETIC IMAGE
Detector:
1. YOLO V3
2. YOLO V4

CLASSIFIED IMAGE WITH CLASS LABEL

Figure 2.11.1 Overview of the system [S6]

In the data preparation step, the author uses multiple GANs to generate synthetic prohibitory
sign images [56]. Furthermore, the dataset was separated into four groups, each containing a
different form of synthetic image generated by a GAN [56]. The whole dataset combination

is presented in the figure below.

Group Original Synthetic Image
Image “HCGAN  LSGAN  WGAN
! v
2 v v
3 v v
4 v v

Figure 2.11.2 Dataset combination [56]

In this research, images are categorised based on the total number of photos utilised for

training [56]. 200 images with 64x64 and 32x32 pixel dimensions make up the first batch

Bachelor of Information Technology (Honours) Computer Engineering
Faculty of Information and Communication Technology (Kampar Campus), UTAR

40



Chapter 2
[56]. Next, 1000 photos will be generated for every combination of the same size, and so on

for other sets [56]. The picture below depicts the GAN experimental settings:

Image size
No Total Image  (px)/ Generate Total Generate

Image (px) Tmage
1 200 O4xbd 1000
2 200 32x32 1000
3 100 G4x6d 1000
4 100 3x32 1000
5 50 o4z 1000
] 50 32x32 1000

Figure 2.11.4 GANSs experiment setting [56]

Every GAN uses the same training set. The performance of the traffic sign identification
system will be improved by integrating real images with synthetic photos generated by

various GANs methodologies for training [56].

200 100

" A - :
(a) 32x32 {b) 64x64

Figure 2.11.5 Synthetic images generated by DCGAN with size (a)32x32 and (b)64x64 [S6]
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) Total Image DCGAN LSGAN WGAN
No Image aljs MSE  SSIM MSE SSIM MSE S5IM
Pl
1 200 64x64 9342 0483 8.156 0.497 7483 0.509
2 200 32x32 3502 03538 4019 0.529 4.009 0333
3 100 64m64  B.283 0502 8.569 0473 7.633 0.504
4 100 32x32 5126 0449 4102 0.557 4.081 0.531
3 50 64x64 9776 0366 993 0.336 939 041
6 50 32x33 3924 03562 8.619 0.26 4877 0453
P2
1 200 64u64  B960 0385 896 0436 8383 0475
2 200 32x32 4724 0383 4213 0423 4.639 0432
3 100 64x64  B907 0391 8943 0.362 8.094 0.449
4 100 32x31 7999 0123 4.408 0.402 4423 0393
3 50 64u64 9349 0304 9313 0272 9.013 037
6 50 3232 429 0375 4999 0.243 4.601 0.336
P3
1 200 64x64 9966 0432 9322 0461 8977 0.469
2 200 3x31 5239 0478 4.644 0.504 4,363 0439
3 100 64u64  9.803 0392 9941 038 8311 0478
4 100 332 4651 0494 4571 0469 4379 047
5 50 64x64 10,503 0339 12537 0.233 9.936 0377
6 30 32x31 5484 0434 5.874 0.363 5.303 0.391
P4
1 200 6464 10035 0463 11.888 0.362 9.649 048
2 200 32x32 5698 0433 4934 0.535 489 0.504
3 100 64x64  11.181 0431 11.255 039 10834 0439
4 100 3x32 7338 0439 3.762 0.469 3.327 047
3 50 6464 16311 0326 13.637 0.313 13.035 0405
6 50 332 6428 0456 6.399 0.362 6.102 0445
Average
1 200 64x64 9383 0446 9.557 0.439 3.624 0483
2 0 32x3Z 4791 0.468 4453 0498 4.601 0482
3 100 64u64 9367 0429 9.677 0.402 8.726 0473
4 100 I2x32 6284 0381 4711 0474 4.633 0.466
3 50 64x64  11.335 0336 11354 0.289 10344 0392
6 50 32%32 5032 0457 6.473 0.307 3.271 0.406

Figure 2.11.6 Performance evaluation of various GAN with 2000 epochs [56]

According to the picture above, LSGAN achieves the best performance in synthetic image
creation with a total of 200 photos as input, dimensions 32x32, and 2000 epoch [56]. These
groups show the highest SSIM (Structural Similarity Index) values of 0.498 and the lowest
MSE (Mean Square Error) values of 4.453 [56].

The experiment with the Taiwan prohibitory sign was done out using generated photographs,
synthesized images, and a combination of the two. The dataset consists of 70% training and
30% testing. 200 generated images from various GANs will be mixed with real photos [56].
Figure [56] provides a detailed explanation of the Taiwan prohibitory signage.

Class Class Sign Onginal Synthetic Image

D Name Image DCGAN, LSGAN,
WGAN
Pl Mo entry o 233 200
P2 No 250 200
stopping
P3 No 230 200
parking

P4 Speed 183 200
=

Figure 2.11.7 Taiwan Prohibitory Sign [56]
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Model  Damset  °°  Name . TP FN FP Recall Precision 10U  Fl-  mAP

Value 5 (%a) ) SCOTE (%a)
Tolo Group1  0.0162 Pl 975 299 2 3 099 0.99 9093 099 9908
3 {Original
T P2 100
3 00 8
P4 9904
Yolo Growpl  0.1441 Pl 9875 299 2 3 099 0.99 024 099 9955
4 {Original
s 2 100
3 100
P4 9946
Yolo Growp2  0.0269 Pl 049 558 10 12 098 0,98 8645 098 9844
V3 (Oniginal P2 100
Image,
DCGAN) P3 0997
P4 0888
Yolo Growp2 03601 Pl 9725 563 5 6 099 0.99 8833 099 9907
Vi (Ongmal P2 100
Image,
DCGAN) 3 100
P4 9903
Yolo Group3 00217 P1 9999 364 4 7 i 0.99 89.48 1 99 83
3 {Origmal P 100
Image, :
P4 9909
Yole  Growp3 02173 Pl 100 566 2 5 1 0.99 9035 099  99.9§
V4 (Original P 9933
Image,
LSGAN) . &
P4 100
Yolo Groupd 0025 P1 9863 365 2 S i 0.99 8951 099 9951
V3 (Onginal P2 100
Image,
WGAN) 3 99.98
P4 9943
Yolo Growpd 02239 Pl 9863 365 2 4 1 0.99 004 099 9945
V4 (Onginal P2 100
Image,
WGAN) B3 0509
P4 992
Figure 2.11.8 Training result [56]
Accuracy (%a) Not detect
Dataset Yolo V3 oloVd ___ YoloV3 _ Yolo V4
Group 1 (Onginal Image) 8431 ae.7 T 3
Group 2 (Original Image, DCGAN) 7434 8235 7 7
Group 3 (Original Image, LSGAN) 84.0 §9.33 7 2

Figure 2.11.9 Testing accuracy result performance [56]

As can be seen from the following table, YOLOvV4 is typically more accurate than previous
iterations [56]. Group 3 (Original Image, LSGAN) had the best accuracy, with YOLOv4
model accuracy at 89.33% and YOLOv3 accuracy at 84.9% [56]. When utilising YOLOv4,

there are just two detection mistakes in Group 3 as opposed to seven on YOLOV3 [56].
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2.12 Enhancing License Plate Image Analysis Through the Use of Generative Adversarial
Networks (GANSs)

With the goal of learning probability distributions from input data, deep neural networks for
generative models are trained using the Generative Adversarial Network (GAN) approach
[57]. Originally designed to produce more realistic-looking false images, GANs have been
shown in previous studies to be able to produce intricate training algorithms [57].
Applications range from discriminative tasks like human pose estimation to generative tasks

like super-resolution, style transfer, and natural language processing [57].

Car plate Super-Resolution (SR) aims to improve and precisely identify plate images so that
computer and human identification can be done more precisely [57]. The efficacy of the
Automatic License Plate Recognition (ALPR) system hinges on the accuracy of the car plate
identification algorithm and the quality of acquisition [57]. Surveillance systems commonly
use LP pictures or videos [57]. However, text on vehicle plates may become illegible due to
factors such as distance, lighting conditions, and perspective distortion in low-resolution
surveillance setups [57]. Hence, a balance between heightened accuracy and minimal

processing time is crucial for successful implementation [57].

The author reports that only minor modifications were made to the structure of SRGAN and
that a figure was provided [57] that showed the overall arrangement of the proposed ALPR
model based on Super-Resolution GAN. Following training of the network, the super-
resolution images are fed into the OCR framework (Optical Character Recognition), which

utilizes YOLOVS in the last step to identify characters on license plates [57].

5 I

Recognition Result

LP and OCR Detection based on Yolovs

Swish
v
B teh Moe s Reation
Swsh
AvgPooling

I
1
I
I
‘ﬁ :
I
I
I
|
I

Figure 2.12.1 Overview of the proposed system integrating super-resolution techniques for

license plates and a recognition system based on YOLO [57]
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Two datasets were used in the studies. The vehicle plate dataset was first divided into two
parts: testing images (102) and training images (1060). Metrics including the Structural
Similarity Index (SSIM) and Peak Signal-to-Noise Ratio (PSNR) were used to evaluate the
output image quality using the testing subset [57]. Later, the recognition model (YOLOVS)
was evaluated [57], and the suggested model was tested on a different dataset, which is the
"Application-Oriented Licence Plate (AOLP)" [58].Based on the results of the current
investigation, the author plans to compare the suggested model with alternative methods,

namely Deep Image Prior (DIP) and SRCNN [57].

The Deep Image Prior technique promotes the use of Deep Neural Networks (DNNs) that
have not yet been trained as prior models for pictures. The "deep image prior" model is

credited with originating this idea [57].

FUSE ¢ g8 M IR

avEaveavs

———

b PFH 5242 £ PP 5242

Ground Truth Low Resolution High Resalution Fake

Figure 2.12.2 Example of Deep Image Prior [57]

Deep learning methods for Single Image Super-Resolution (SISR) are introduced by SRCNN
[59]. These methods train an end-to-end mapping from Low-Resolution (LR) to High-
Resolution (HR) pictures [57]. This mapping is realized through a Deep Convolutional
Neural Network (DCNN) that takes an LR image as input and outputs a corresponding HR
image [57]. The Super-Resolution Convolutional Neural Network (SRCNN), as shown in
Figure 2.12.3, is a basic network design that the authors suggest. It consists of three
convolutional layers for feature extraction, nonlinear mapping, and image reconstruction.
When compared to earlier machine-learning-based SR techniques, SRCNN performs better

[57].
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Figure 2.12.3 SRCNN architecture [57]

A comparison is conducted among the following Super-Resolution (SR) methods on the
proposed dataset to illustrate the efficacy of the proposed approaches [57]. A visualization of
the performance comparison between the SRGAN architecture and alternative techniques is

presented in Figure 2.12.4 [57].

Low
Fawalutian

Deepimage Prior SRCNN SRGAN SAGAN - TV

Figure 2.12.4 Example of comparative analysis with current methodologies incorporating visual

elements [57]
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As shown in figure 2.12.5, the results of SRGAN are better than the other methods.

Deep Image Prior SRR SRGAM B A P -TY
PS5MNR= 24.606 PiMR= 230.19

Deep IMmage Prior
PSMR= 23,83 PSMNR= 24.53

PSMNR= 2748

Figure 2.12.5 PSNR comparison of the proposed techniques [S7]

Additionally, Figure 1 offers a succinct summary of the quantitative performance
comparisons with earlier methods [57]. The test dataset has 102 photos that have the same
distribution as the training datasets, and these results are assessed across these images [57].
Furthermore, the author claims that SRGAN performs better in terms of Peak Signal-to-Noise
Ratio (PSNR) and Structural Similarity Index (SSIM), as shown in the figure below [57].

Model PSNR SSIM Execution Time
Deep Prior 23756 |0.771 157.58 sec
SRCNN 23.494 0767 0,11 sec
SRGAN 26.449 0.833 0.036 sec
SRGAN-TV 26.621 0.837 0.03 sec

Figure 2.12.6 Quantitative comparison with existing methods [S7]

Model PSNR SSIM
SRGAN (MSE) 24.8686 [0.7213
SRGAN (MSE and perceptual loss) 23.0307 |0.6760
Proposed SRGAN (Model I) 26.449 0.833
Proposed SRGAN-TV (Model II) 26621 | 0.837

Figure 2.12.7 Quantitative comparison with method [57]

The main goal of the author's suggested approach, in addition to super-resolution, is to
improve License Plate (LP) identification performance by testing the recommended model on
a different dataset (ALOP) [57]. T The procedure entails YOLO identifying the little license
plate from the pictures, then the SR model enhancing the detected license plate's resolution.
Lastly, the letters on the license plate are recognized using the Optical Character Recognition

(OCR) technique [57].
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The figure below showcases the high-resolution images generated by the SRGAN model for
the AC, LE, and RP subsets [57]. The proposed method achieves superior accuracy compared

to previous methods, highlighting the capability of super-resolution to enhance recognition

[57].

Model LE Images DIF  SRCNN  SRGAN  SRGAN-TV
Accuracy  18.3% 43%  YI0% 4% U3.2%

Figure 2.12.8 Comparative assessment of the SRGAN technique against other cutting- edge

methods using the ALOP dataset [57]
ﬁ ﬁ W
Pp— S =

D-nup lrnazu Prior SRQ:NN SRGAR SRGAN T
PSHMR= Z24.506 PEIMRk= Z4.78 PENR= 20.05 PEMNR= 30,19

Deep Image Prior SRCMHMN SRGAMN SRGAM-TWV
PSMR= 23.83 PSMR= 24.53 PSMNR= 27.03 PSMNR= 27.498

Figure 2.12.9 PNSR comparison of the proposed techniques [57]

Figure 2.12.10 The results generated by the Optical Character Recognition (OCR) model for

low-resolution (LR) images [57]

Figure 2.12.12 The results obtained from the Optical Character Recognition (OCR) model for
the SRGAN model [57]
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Figure 2.12.13 The results yielded by the Optical Character Recognition (OCR) model for the
SRGAN-TV model [57]

2.13 ESRGAN refers to Enhanced Super-Resolution Generative Adversarial Networks

A revolutionary development that produces realistic textures in single picture super-
resolution is the Super-Resolution Generative Adversarial Networks (SRGAN) [51]. To
elevate the visual quality further, the authors have meticulously studied three crucial
components of the SRGAN network architecture: adversarial loss, perceptual loss, and

enhanced each component to derive an improved version of SRGAN [51].

A fundamental low-level vision challenge, single image super-resolution (SISR) has attracted
increasing attention from Al firms as well as the research community [51]. The primary

objective of SISR is to enhance a low-resolution image to yield a high-resolution counterpart
[51].

SRGAN ESRGAN Ground Truth

Figure 2.13.1 The super-resolution results of SRGAN, the proposed ESRGAN by the authors,
and the ground-truth ESRGAN are depicted [51]

The preceding figure shows that, as the authors have mentioned, there is still a discernible
difference between the SRGAN results and the ground-truth (GT) photos. In response, the
authors revisit the key components of SRGAN and enhance the model in three aspects [51].
Firstly, they enhance the network structure by introducing the Residual-in-Residual Dense

Block (RDDB), which boasts higher capacity and is easier to train [51]. Next, authors
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removed Batch Normalization (BN) layers by using residual scaling and smaller initialization

to facilitate training a very deep network [51].

Besides that, authors improve the discriminator using “whether one image is more realistic
than the other” rather than “whether one images is real or fake” [51]. Furthermore, in this
paper, authors propose an improved perceptual loss by using the VGG features before

activation instead of activation as in SRGAN.

The aim of authors is to improve the overall perceptual quality of SR. In figure below show a

basic architecture of SRResNet [51].

n—}- Basic Block =4 Basic Block g N N K 4 Basic Block =2 —_
LR W J

Figure 2.13.2 show the basic architecture of SRResNet [51]

In order to improve the recovered image quality of SRGAN, authors mainly make two
modifications to the structure of generator by remove all BN layers and replace the original
basic block with the proposed Residual-in-Residual Dense Block (RRDB), which combines

multi-level residual network and dense connections as depicted in Figure below.

Residual Block (RB Residual in Residual Dense Block (RRDB)
SRGAN RB w/o BN

Figure 2.13.3 show the proposed Residual-in-Residual Dense Block (RRDN) [51]

It has been shown that removing the Batch Normalisation (BN) layers improves performance
and decreases computing cost for a number of Peak Signal-to-Noise Ratio (PSNR)-focused
tasks, such as deblurring and Super-Resolution (SR) [51]. BN layers use the mean and
variance of a batch to normalise features during training, and during testing, they use the

estimated mean and variance of the complete training dataset [51]. The authors preserve the
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overall architectural layout of SRGAN while presenting a brand-new fundamental block
known as the Residual-in-Residual Dense Block (RRDB) [51]. By comparison with the
original residual block in SRGAN, the proposed RRDB incorporates a more intricate and
profound structure [51]. In addition to the improved architecture, authors also exploit several
techniques to facilitate training a very deep network:

1. Residual scaling: Scaling down the residual by multiplying a constant between 0 and

1 before adding them to the main path to prevent instability [S1].
2. Smaller initialization: Authors empirically find the residual architecture is easier to

train when the initial parameter variance become smaller [51].

Beside the improved structure of generator, authors also enhance the discriminator based on
the realistic GAN [52]. Different from the standard discriminator D in SRGAN, which
estimates the probability that one input image xx is real and natural, a relativistic discriminator
tries to predict the probability that a real image xxr is relatively more realistic than a fake on

xf as shown in figure below.

than fake data?

D(X;) = G(C(E)) — 1 Real? DRG(-\I}"-\‘)‘) = \:;-_' _ ]E[C{ )]) =i More realistic

Less realistic

D(x;) = o(C(HR)) = 0 Fake>  Dpy(xf,%,) = o (C(NS) — E[C(J8)]) — 0

a) Standard GAN b) Relativistic GAN

than real data?

Figure 2.13.4 Difference between standard discriminator and relativistic discriminator [51]

Moreover, the authors constrained features prior to activation, as opposed to after activation,
as is frequently done in SRGAN, to provide a more effective perceptual 108s Ly, ercep [S1]. The
authors then evaluated their final models on several public benchmark datasets, comparing
them with state-of-the-art PSNR-oriented methods such as SRCNN, EDSR, and RCAN, as
well as perceptual-driven approaches including SRGAN and EnhanceNet.
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Figure 2.13.5 The qualitative results of ESRGAN demonstrate its ability to generate images

with more natural textures compared to other methods [51]

It is clear that the authors' suggested ESRGAN outperforms earlier methods in terms of both
granularity and detail [51]. For example, ESRGAN produces grass textures and baboon
whiskers that are crisper and more realistic than PSNR-oriented techniques, which result in

textures that are artificial and noisy [51].

The authors systematically alter the baseline SRGAN model and compare their
inconsistencies in order to thoroughly analyse the effects of each component in the proposed
ESRGAN [51]. Figure [51] shows the overall visual comparison. Each column shows a

model with its configuration information at the top [51].

To guarantee steady and reliable performance free from artefacts, the authors first remove all
BN layers throughout the BN removal method [51]. This modification successfully conserves
computational resources and lowers memory consumption without compromising
performance [51]. Additionally, the authors note that in deeper and more complex networks,
models with BN layers are more prone to introducing undesirable artifacts [51]. Examples

illustrating this phenomenon are available in the supplementary material [51].

Bachelor of Information Technology (Honours) Computer Engineering
Faculty of Information and Communication Technology (Kampar Campus), UTAR



Chapter 2

The authors show that using characteristics before to activation produces more accurate
brightness in reconstructed images, which mitigates the perceived loss [51]. Furthermore, the
RaGAN employs an improved relativistic discriminator, which enhances the learning of

sharper edges and more detailed textures [51].

£5015 from BESD100

& from PTRM salf_wval
Figure 2.13.6 An overall visual comparison effectively demonstrates the effects of each component in

ESRGAN [51]

2.14 Chapter Summary

This chapter further discusses the existing Automatic License Plate Recognition (ALPR)
systems and applications developed by others. Additionally, it outlines the strengths and
weaknesses of the reviewed systems. Different techniques used for ALPR systems are listed

to improve the proposed system and enhance its performance.
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Chapter 3
System Methodology and Proposed System

3.1 Methods / Technology involve

The project's path was divided into different parts to make things easier. First, planned the
project and chose how would do it. Then, gathered a lot of license plate images to work with.
After that, got these images ready for the computer to understand by making them cleaner
and clearer. This project used these prepared images to teach the computer models what
license plates look like. Finally, made the proposed system even better by fixing any issues
and making it work as best as it could. The progress can conclude through development

process as below:

1. Project Pre-development
Data Collection
Data Pre-processing

Model Training

A

Enhancement of developed system

This way of working step by step helped us create a strong and effective Automated License

Plate System Recognition (ALPR).

3.2 System Requirement

3.2.1 Hardware

The hardware employed in this project prominently features a laptop, assuming a pivotal role
in facilitating a multitude of steps and processes across the entire development trajectory. The
laptop constitutes the cornerstone of executing pivotal activities, encompassing the
implementation of the ALPR system, the training of machine learning models, and the
exhaustive testing regimen aimed at gauging the efficacy of the developed system. It
functions as the nucleus, unifying and spearheading all undertakings associated with the
inception and refinement of the ALPR system. The particulars of the laptop employed during
the development are meticulously laid out in Table 3.2.1, encapsulating its specifications and

capabilities.
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Table 3.2.1 Specifications of laptop

Description Specifications
Model Asus TUF Gaming FX505GD
Processor Intel Core 15-8300H
Operating System Windows 11
Graphic NVIDIA® GeForce® GTX 1050, 4GB GDDRS5
Memory 20GB DDR4 RAM
Storage 1TB SATA HDD

Since the laptop's webcam is not providing clear vision, an additional webcam has been
acquired to improve the image quality. The specifications of the webcam used are listed in
Table 3.2.2 below.

Table 3.2.2 Specification of webcam

Description Specifications

Logitech C310 HD webcam e Resolution: 720p

e Frame Rate: 30 fps
e Connection: USB 2.0

This webcam was chosen for its high resolution and frame rate, ensuring clear and smooth

video for meetings and visioning sessions.

3.2.2 Software / Tools

To achieve the successful completion of the project, it's important to recognize that the efforts
extend beyond hardware components. Software components are equally critical for achieving
seamless integration and realizing our project objectives. Software serves as the backbone of

our project, enabling the coordination and interaction of various elements.

Software takes on a pivotal role in the development process. It acts as the brain that
orchestrates the functioning of the hardware components, making them work together
harmoniously. Just as hardware provides the physical foundation, software provides the

intelligence and instructions that guide the system's behavior.
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In context, software is responsible for various tasks, such as implementing the algorithms that
power our Automated License Plate Recognition (ALPR) system, managing data processing
and storage, conducting real-time analysis, and presenting the results in a comprehensible
format. Table 3.2.3 presents an overview of the tools and software utilized throughout the
project to achieve its successful execution. This table provides insight into the essential

components that contribute to the realization of the project's objectives.

Table 3.2.3 Specifications of software / tools

Software/Tools Logo Specifications

Google Colab A free cloud-based platform provided by Google
‘ ’ that allows users to write and execute Python
code collaboratively. This tool will be utilized

for machine learning and model training.

Visual Studio Code A popular and widely used source-code editor
developed by Microsoft. It's known for its
versatility, efficiency, and extensibility.

Roboflow A platform designed to simplify and accelerate

the process of creating and deploying computer

vision models for tasks like object detection,

image classification, and more.

3.3 Methodologies

The way we're making this project happen follows clear steps. First, gather a bunch of
different pictures of Malaysia license plates from the internet. Then, work on these pictures a
lot, making them better for the needs and create data set. The data set need to be in different
angle captured, light condition and quality. After that, annotate up the pictures with labels to

teach the model. This labelled dataset helps the computer learn what to look for.

Next, the project involves the utilization of cutting-edge deep learning techniques,
particularly CNNs, which have demonstrated remarkable proficiency in image-related tasks.
The custom dataset will serve as the foundation for training the model. Continuous iterations

of training and fine-tuning will take place to optimize the model's performance. The ultimate
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objective is to achieve enhanced accuracy, robustness, and real-time capabilities in license

plate recognition.

The implementation of this project entails the use of various software and tools that
synergistically contribute to the project's execution. The deep learning frameworks YOLOVS,
YOLOv7 and YOLOvS8 will be harnessed for object detection and model training. Besides
that, SRGAN and ESRGAN methods will be implemented into the process to enhance the
detected license plate images through super-resolution. Additionally, EasyOCR will be
employed for optical character recognition (OCR) to extract alphanumeric information from

license plates.

In addition, the project's success will be assessed based on specific improvements in key
performance metrics. These metrics include accuracy, where the system should demonstrate a
high rate of correctly identifying and recognizing license plates, particularly in challenging
situations. Timing is also crucial; the system should perform quickly, delivering real-time
results to ensure effective traffic flow management. Furthermore, the ALPR system must be

robust in capturing and pre-processing images to achieve the highest recognition accuracy.

Last but not least, to verify the efficacy of the developed ALPR system, a comprehensive
verification plan is in place. Diverse inputs will be tested, involving license plates captured
under various lighting conditions, angles, and qualities. The system will be rigorously
assessed based on its ability to accurately detect license plates, effectively segment
characters, and recognize alphanumeric content. The verification process will validate the

system's robustness across different scenarios, ensuring its reliability and effectiveness.

Incorporating these methodologies, tools, performance metrics, and verification procedures,
the project aims to deliver an advanced ALPR system capable of significantly enhancing

campus security and access control.

3.4 Block Diagram of ALPR system
In the ALPR system, the flow of the process is outlined in Figure 3.4.1, detailing the steps
from the start to the end of the process. When a vehicle enters the university's entry area, the

installed camera captures the license plate of the vehicle, which is then processed by the

Bachelor of Information Technology (Honours) Computer Engineering
Faculty of Information and Communication Technology (Kampar Campus), UTAR



Chapter 3

ALPR system software. If the detected license plate number matches one in the database, the

barriers in front will open, allowing the authenticated vehicle to enter the campus area for

parking.

However, it's important to note that in this proposed ALPR system, the database is not set up
and utilized. Instead, it will be established in the guard house to monitor and assess the

accuracy of the proposed ALPR system. This setup allows for testing and validation of the

system's functionality before full implementation.

The webcam or cctv

- 5 q Connected
e

Captured by camera / cctv

Laptop / PC

\ Connected to the proposed system
@ o . YOLOVv5
A/ . YOLOV7

. YOLOv8

43(-12}:

License Plate

Detected license plates are currently being processed.
LOADING ...

J Super-resolution
i .« SRGAN
@’I’I g l - ESRGAN

Fige 3.4. Overview design of proposed ALPR system

3.5 System Design / Overview
This project involves the integration of hardware, software, and a custom dataset to achieve
its objectives. Figure 3.4.1 illustrates the overall process and the system's design. Before
beginning the development process, it is essential to install specific environments on the
desktop to facilitate the project's execution. Table 3.4 below outlines the environments that

need to be installed.

Environment Version

Python 3.9.13
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PyTorch 1.8.1+cul01
OpenCV 4.8.0
EasyOCR 1.7.0

Table 3.4 Environment to be installed

It's important to note that the versions of each environment must be installed correctly.
Incompatibilities between different versions of environments can lead to malfunctioning.
Now, let's begin by discussing the custom dataset. Despite the existence of various ALPR
systems such as R-CNN, Faster R-CNN, and CNN in the market, our ALPR system offers
unique advantages. It compiles diverse images from the internet that encompass various
situations, angles, and image qualities, which are crucial for machine learning. A total of
1200 images have been carefully selected for the training process. These training images
were obtained from Roboflow, a platform designed to simplify the creation, training, and
deployment of computer vision models. Once the images are collected, annotations are added
to each image, and the label "Number Plate" is applied. This annotated dataset is then used
for machine learning purposes. Figure 3.4.2 illustrates the process of adding annotations and

labelling license plates.

After finishing the annotation and labelling of the license plates, we will divide the license
plates into separate sets for training, validation, and testing. Machine learning models
necessitate a training set, validation set, and test set to guarantee their ability to learn from
data, generalize effectively to new and unseen data, and be assessed accurately. These three
sets serve distinct purposes in the process of constructing and evaluating machine learning

models.

The division of data into these three sets is crucial to ensure that the machine learning model
learns patterns from the training data, fine-tunes hyperparameters on the validation set, and
ultimately demonstrates its true performance on unseen data with the test set. This process
helps prevent issues like overfitting (where the model performs well on training data but
poorly on new data) and provides a more precise estimation of a model's real-world
performance. Figure 3.4.3 illustrates that the custom dataset has been partitioned into 1,100

images for the training set, 50 images for the validation set, and 50 images for the testing set.
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Splitting a custom dataset into training, validation, and testing sets is crucial for effectively
training YOLO models. The training set, which typically comprises 60-80% of the data, is
used to train the model by adjusting its parameters to minimize the loss function. The
validation set, typically 10-20% of the data, plays a crucial role in tuning hyperparameters
and detecting overfitting. It provides an independent evaluation of the model's performance
during training. Finally, the testing set, also 10-20% of the data, serves as an unbiased
assessment of the model's generalization to unseen data. This ensures the model's real-world
performance is accurately evaluated. By adhering to this split, we can optimize the model's
performance, prevent overfitting, and obtain a reliable estimate of its capabilities on new,

unseen data.
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L. Overview

1. General Knowledge of ALPR system
2 Project Pre-development

I1. Data Collection

-

_Cellect images of Malaysia license plates
from the internet.
The 1nage needs to be captured 1n

r

various scenarios, mcluding
different lighting conditions,
capture angles, and varying levels
of quality.

IV. Model Training

1. Train the model using the pre-processed
custom dataset.

2 Improve the prediction rate of the
model

III. Data Pre-processing

-

. The collected images need to be pre-
processed.

N

This involves adding annotations
and labeling to the license plates.

V. ALPR System

{ 1. License Plate Detection ]

&

{ 2. License Plate Recognition }

&

{ 3. Character Segmentation }

&

{ 4. Character Recognition }

Figure 3.4.1 System Design Process Overview
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 Annotation Editor

Number Piate

Figure 3.4.2 The process of adding annotations and labelling license plates

Train/Test Split

Here is how you split your images when you added them to the dataset:
TRAIN SET Q VALID SET TEST SET D
1100 Images 50 Images 50 Images

Figure 3.4.3 Splitting of custom data set

After exporting the custom dataset, we will obtain the annotated and labelled set separately.
Now, we move to the next step, which involves training the algorithm for YOLO version 5 to

YOLO version 8 to obtain pre-trained models for implementation and comparison in our

ALPR system later.

3.6 Setting and Configuration

As training the model demands a GPU capable of handling multiple computations
simultaneously, it facilitates the distribution of training processes and can significantly
accelerate machine learning operations. GPUs allow the aggregation of numerous cores,
utilizing fewer resources without compromising efficiency or power. However, the laptop in
use has a limited GPU capacity with only 4GB of memory. Hence, we have chosen to utilize

Google Colab. The services of Google Colab must be purchased to access the provided GPU

for machine learning and model training for all YOLO models. To ensure the machine
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learning model becomes intelligent, robust, and proficient in license plate detection, it's
crucial to run a specific number of epochs to minimize errors in the model as much as

possible. For this project, different epochs will be run for the YOLO models.

The number of epochs to be run for all YOLO models is 50, 80, and 100. This will allow us
to observe the differences between each epoch and evaluate their efficiency in the model's

performance.

To evaluate the performance of the pre-trained model from different epochs, we will analyze
the Precision, Recall, and mAP (mean Average Precision), with the inclusion of IoU
(Intersection over Union) values set at both 0.5 (50%) and 0.95 (95%) to assess the model's
performance during the training phase. Since the custom dataset, comprising 1200 images
collected from the internet with various situations and conditions, has been acquired, a
statistical analysis and real-time monitoring will be conducted to obtain the final performance

measurements for all the models.

Area of Overla
IoU = f P

Area of Union

Equation 3.6 IoU

Poor Good Excellent

Figure 3.6.1 Intersection over Union

The details of each performance measurement are explained as follows:
e Precision: Precision measures the accuracy of the positive predictions.

e Recall: Recall measures the ability of the model to find all the relevant cases.
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e mAP_0.5: Mean Average Precision at IoU threshold of 0.5. It measures the accuracy
of object detection at a less strict loU threshold.
e mAP 0.5:0.95: Mean Average Precision across all IoU thresholds from 0.5 to 0.95.

This provides a broader measure of the model's accuracy across various IoU
thresholds.

Moreover, the confusion matrix is another important consideration for machine learning to
measure the performance of a classification model. The confusion matrix is a means of
displaying the total number of accurate and inaccurate instances based on the model's
predictions. It shows the number of instances produced by the model on the custom dataset of
Malaysian vehicle license plates. The confusion matrix can be specified into four different
fields:

e True Positive (TP): Models accurately predict a positive data point.

e True Negative (TN): Models accurately predict a negative data point.

o False Positive (FP): Model predicts a positive data point incorrectly.

e False Negative (FN): Model predicts a negative data point incorrectly.

Furthermore, to provide a clear understanding of how the confusion matrix can be used in the

proposed model, refer to Figure 3.6.2 below:

Actual

License Plate Not License Plate

Predicted License Plate True Positive

Not License Plate True Negative

Figure 3.6.2 Confusion Matrix for License Plate

In literature review, it was mentioned that all the YOLO versions have different YOLO
models, such as YOLOvS having YOLOvSs (small), YOLOv5Sm (medium), YOLOVSI
(large), and YOLOV5x (extra-large) models. For the proposed ALPR system, the medium
model will be used, the same for both YOLOv7 and YOLOvVS. The reason for choosing the
medium model is that it offers a better balance between speed and accuracy compared to

other models. All the processes of YOLO model training are depicted in Figure 3.6.3.
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Annotation by
Roboflow

Y

Image acquisition
(Total 1200 images)

Y

Train the model
(YOLOVS5, YOLOVT
and YOLOvS)

Reach 50 epochs

Reach 80 epochs Reach 100 epochs

Figure 3.6.3 YOLO model training process

3.6.1 YOLOV5
The model training for YOLOv5m is executed in Google Colab to utilize the provided GPU.

The results of the pre-trained model running in different epochs can be viewed in Table 3.6.1

to verify the functionality.

Total Epoch | Precision | Recall | mAP@0.5 | mAP@0.5:0.95
50 88.69% | 98.25% | 98.10% 58.31%
80 90.04% | 98.25% | 97.92% 58.13%
100 90.28% | 97.73% | 97.45% 58.03%

Table 3.6.1: Model Training of YOLOv5m with Different Epochs

In general, the model trained with a total of 50 epochs has shown relatively higher metrics
compared to the models trained with 80 and 100 epochs. This can be observed from the
recall, mAP@0.5, and mAP@0.95, where it exhibits slightly higher percentages than the
other two epochs of model training. However, the model trained with 80 epochs can be
considered as the median or most stable compared to the other two epochs of training.
Finally, when the model is trained with a total of 100 epochs, it shows a lower performance
compared to the 50 and 80 epochs. The performance of the 100 epochs model dropped.
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Although the training results for the three YOLOv5m models show slight differences, further
experimentation needs to be conducted to draw more concrete conclusions about the models'

performance.

Up to this point, the development of the ALPR system using the YOLOVS algorithm is
already more than halfway complete. The subsequent step involves implementing the model
into our code using Python as the main programming language, chosen for its blend of user-
friendliness, versatility, and an extensive collection of libraries and tools. In the programming
phase, our focus will be on localizing a detected license plate through the model.
Subsequently, the program will undertake pre-processing tasks and leverage the pre-
processed images for segmentation. Ultimately, EasyOCR will be utilized for character

recognition.

3.6.2 YOLOV7

For the model training of YOLOV7, the methodology closely follows that of YOLOVS,
utilizing the same custom license plate dataset for training. The total number of epochs for all
versions of the YOLO model is fixed at 50, 80 and 100 epochs to provide a comparison for
the accuracy of the models. During the training process, the model's performance metrics
such as loss and accuracy are closely monitored to gauge its progress. Table 3.6.2 illustrates
the outcome of the pre-trained YOLOv7 model, showcasing its effectiveness in license plate
recognition tasks. The pre-trained model provides a solid foundation for further fine-tuning

and deployment in ALPR system.

Total Epoch | Precision | Recall | mAP@0.5 | mAP@0.5:0.95

50 94.11% | 84.21% | 91.49% 51.31%
80 82.07% | 96.39% | 95.72% 57.42%
100 94.54% | 91.23% | 97.62% 59.66%

Table 3.6.2 Model Training of YOLOv7x with Different Epochs

A clear trend emerges from these results. The model's precision and mAP@0.5:0.95
consistently improved with more training epochs, indicating the model's ability to detect
objects with high accuracy and over a broader range of IoU thresholds. Recall initially

increased, showcasing the model's ability to capture more relevant objects, but it showed a
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slight decline at 100 epochs. This trade-off between precision and recall is essential, as it

reflects the model's balance between minimizing false positives and false negatives.

In conclusion, the YOLOvV7 model demonstrates promising performance in object detection
tasks. The improvements in precision and mAP metrics suggest the model's capability to
accurately detect objects, especially as the training progresses. The mAP@0.5:0.95 metric
provides a comprehensive evaluation of detection quality across various loU thresholds. The
choice between the different epochs (50, 80, or 100) depends on the specific needs of the
application. For applications requiring high precision and mAP, the model at 100 epochs
might be preferred, while those focusing on a balance between precision and recall might find
the model at 80 epochs suitable. Further fine-tuning and optimization could continue to

enhance the model's performance for specific use cases.

3.6.3 YOLOVS

For YOLOV8 model training, the methodology follows a similar process as YOLOvS and
YOLOV7, utilizing the same custom license plate dataset. The training process is consistent
with 50, 80 and 100 epochs to ensure model stability and accuracy. Table 3.6.3 illustrates the
outcomes of the pre-trained YOLOvS model, highlighting its effectiveness in license plate
recognition tasks. The model's performance is evaluated against various metrics to ensure its

robustness and generalization to unseen data.

Total Epoch | Precision | Recall | mAP@0.5 | mAP@0.5:0.95

50 95.33% | 94.74% | 98.86% 62.35%
80 96.43% | 94.74% 98.5% 62.11%
100 94.82% | 96.28% | 98.90% 62.73%

Table 3.6.3 Model Training of YOLOv8m with Different Epochs

Comparing these results, the differences between the epochs are relatively minor. Precision
and recall metrics show little variation, while mAP scores also remain consistently high. The
precision scores ranged from 94.82% to 96.43%, recall from 94.74% to 96.28%, mAP@0.5
from 98.5% to 98.90%, and mAP@0.5:0.95 from 62.11% to 62.73%. These findings suggest
that the model maintains a strong and stable performance throughout the training epochs,

with no significant degradation or improvement in results beyond 80 epochs. Therefore,
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training the YOLOvV8 model for 80 epochs seems to strike a balance between precision,
recall, and mAP scores, providing an optimal performance without a substantial increase in
computational cost beyond that point. However, the choice between 80 and 100 epochs may
also depend on practical considerations such as available computational resources and

training time.
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3.8 Selection of different YOLO model for testing

After conducting experiments with different total numbers of epochs for the YOLOVS,
YOLOv7, and YOLOvS8 models, which each have their own pre-trained weights, one of these

models will be selected for testing in the next chapter.

3.8.1 YOLOV5 model

Based on these results, the model trained for 100 epochs has the highest precision (90.28%)
and slightly lower recall (97.73%). The mAP@0.5 is 97.45% and the mAP@0.5:0.95 is
58.03%. These results indicate that the model at 100 epochs achieves a good balance between

precision and recall, with a strong performance in mAP@0.5 as well.

However, it's important to consider that the differences between the models at 80 and 100
epochs are relatively small. The model at 80 epochs also performs well with a precision of

90.04%, recall of 98.25%, mAP@0.5 of 97.92%, and mAP@0.5:0.95 of 58.13%.

Therefore, based on these results and considering the minor differences, the model trained for
80 epochs seems to be the most suitable to use. It provides a good balance between precision,
recall, and mAP scores, offering strong performance without a significant increase in
computational cost compared to the 100-epoch model. Additionally, the 80-epoch model has

slightly higher mAP scores, indicating good overall performance in object detection tasks.

3.8.2 YOLOvV7 model

Comparing the model training for 80 epochs and 100 epochs, the model trained for 100
epochs has higher precision and mAP@0.5:0.95, indicating that it has better performance in
terms of minimizing false positives and capturing a broader range of object detections.
However, the model at 80 epochs has a higher recall and slightly lower precision and
mAP@0.5:0.95, indicating that it might be more conservative in its detections but maintains a

good overall balance.

Therefore, based on these results and considering the trade-offs between precision and recall,
the model trained for 80 epochs might be more suitable to use in scenarios where higher
recall (96.39%) is desired while still maintaining a decent precision (82.07%) and mAP
scores. The 80-epoch model also has a reasonably high mAP@0.5 score (95.72%), indicating

good performance at a stricter loU threshold.
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3.8.3 YOLOvVS8 model

Comparing these three models, all of them exhibit high precision, recall, and mAP@0.5
scores. However, the mAP@0.5:0.95 score, which considers a broader range of IoU

thresholds, is also relatively high for all models, ranging from 62.11% to 62.73%.

Considering these results, the model trained for 100 epochs has the highest mAP@0.5:0.95
score (62.73%), indicating its ability to perform well across a wider range of IoU thresholds.

Additionally, it has a good balance of precision (94.82%) and recall (96.28%).

Therefore, based on these results and considering the trade-offs between precision, recall, and
mAP scores, the model trained for 100 epochs is likely the most suitable to use. It provides a
high mAP@0.5:0.95 score, indicating good performance across different IoU thresholds,
while maintaining strong precision and recall values. This model is well-rounded and should
perform reliably for object detection tasks, capturing a wide range of objects with high

accuracy.

3.9 Evaluation

In conclusion, the models that will be used for YOLOv5, YOLOvV7, and YOLOvVS8 have been

selected. The total number of epochs and their performances are shown in Table 3.9.

YOLO model | Total Epoch | Precision | Recall | mAP@0.5 | mAP@0.5:0.95
YOLOVS 80 90.04% | 98.25% | 97.92% 58.13%
YOLOV7 80 82.07% | 96.39% | 95.72% 57.42%
YOLOVS 100 94.82% | 96.28% | 98.90% 62.73%

Table 3.9 Selected YOLO model

These three models will be further used in the next section for implementation and evaluation

of performances based on static results and select the best model to use in next chapter.

3.10 Final Evaluation of YOLO models
To evaluate the performance of each YOLO model from section 3.9, a total of 10 number
plates with various conditions are selected to validate the performance of each model. The

conditions of each number plate include:
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* A normal angle of the number plate (90 degrees).
* A fixed angle of the number plate (30 degrees).

* Day and night conditions of the number plate.

From the various types of number plate conditions, this testing can observe a total of 40
images to validate the performance of the model. In addition, the OCR method is added to all

the models to evaluate the detection and recognition performances of each model.

To ensure consistency among all the models, the same methods will be applied, such as
converting the detected number plate to grayscale and applying a Gaussian filter. The final
performances of each model will be evaluated by their accuracy in detecting and recognizing
the characters and numbers on the number plate. As illustrated in the figure below are the

various conditionsof a number plate.

fesiectine o

Figure 3.10.1 shows a number plate under daytime conditions and from different angles

Figure 3.10.2 shows a number plate under nighttime conditions and from different angles
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The evaluation of the performance of each model is listed in the table below:

YOLO model Number Plate recognition Error Rate Success Rate
YOLOvVS 13/40 67.5% 32.5%
YOLOv7 21/40 47.5% 52.5%
YOLOVS 25/40 37.5% 62.5%

Table 3.8 The performance of each model during number plate recognition

From the table above, it is evident that YOLOvVS exhibits the worst performance, whereas

YOLOvS8 demonstrates the best performance among the models. Even though the static

experiment involved displaying number plates from a phone, the YOLOv8 model still

demonstrated remarkable speed and accuracy in detecting and recognizing the number plates.

The figure below illustrates the various conditions that affect the performance of detection

and recognition.

YOLOVS model

Unable to recognize
full number plate’s

characters.

Unable to recognize
full number plate’s

characters.

Recognize the number
plate wrongly with

missing character.

When number plate is
30 degrees unable to

detect.

Table 3.8.1 YOLOvVS5 model performance
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Able to recognize the upper
part number plate’s

character only.

Unable to recognize full
YOLOV7 model number plate’s characters
due to character L is too

close with A and F.

Unable to recognize full

number plate’s characters.

Unable to recognize full
number plate’s characters
due to expose too much to

light and reflected.

YOLOVS model Unable to recognize full

number plate’s characters

when upside down.

Table 3.8.3 YOLOVS model performance

Throughout the tables of YOLOVS, v7 and v8 can conclude that:
1. YOLOVS perform poorly when due with angle of number plate not 90 degrees and
cannot recognize the characters of number plate correctly.
2. YOLOvV7 able to detect well but when recognize number plate, always missing

characters and wrongly.
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3. YOLOVS performs well when dealing with number plates at different angles, but it
performs poorly when the number plate is exposed to too much light and number plate

characters is upside down.

3.11 Implementation Issues and Challenges

Throughout the implementation of all algorithms and frameworks, a multitude of issues and
challenges have arisen. These challenges have the potential to hinder the progress as move
forward with the project. Given that the development phase is inherently prone to
encountering errors, it becomes imperative to address these errors promptly to ensure the
smooth advancement of the system. However, the process of troubleshooting and resolving

errors can be time-consuming, potentially impacting the project timeline.

The subsequent section provides a comprehensive list of the challenges encountered,

shedding light on the intricacies involved in implementing the ALPR system.

1. The compatibility between different software components / environments.
Increased GPU usage during real-time detection.
Time-consuming model training.

Data collection and labelling.

A

Varied conditions of detected license plates.

In conclusion, while these challenges may pose obstacles, but also provide valuable learning

opportunities that contribute to the refinement and enhancement of the overall project.

Bachelor of Information Technology (Honours) Computer Engineering
Faculty of Information and Communication Technology (Kampar Campus), UTAR 75



Chapter 4

Chapter 4

System Evaluation and Discussion

4.1 YOLOVS integrate with SRGAN and ESRGAN methods

In this project, the SRGAN and ESRGAN methods are proposed to integrate with the
YOLOv8 model to develop an enhanced model for Automated License Plate System
Recognition for Campus Gate System. When integrated with these two methods, the license
plate detected by the pre-trained YOLOv8 model is passed through either SRGAN or
ESRGAN. This process enhances the resolution and clarity of the license plate before

proceeding to OCR.

SRGAN refer to Super-Resolution GAN methods while ESRGAN is the enhanced
architecture of SRGAN method. The SRGAN model will be pre-trained using Google Colab
to take advantage of GPU acceleration, which significantly shortens the training time. On the
other hand, the ESRGAN model will utilize the pre-trained model from reference [51]. This
approach allows for a comparison between three setups in this project: YOLOvS8 without any
GAN methods, YOLOv8 with the SRGAN method, and YOLOv8 with the ESRGAN
method.

In the training of SRGAN, the key to optimization is minimizing the generator loss while
simultaneously maximizing the discriminator loss. This approach leads to the generation of
high-quality super-resolved images. The process occurs within the training loop, where the
loss functions are computed and optimized. This process can be broken down into a few key
points:
1. Discriminator Loss (D_loss):
The discriminator aims to distinguish between real and generated (fake) images. The

loss is formulated as:
Dypss =1 — D(real_img) + D(fake_img)

Equation 4.1 Discriminator Loss

* D(real _img) is the output of the discriminator when given real images.
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* D(fake img) is the output of the discriminator when given fake images generated
by generator.
* 1 is subtracted to encourage the discriminator to correctly classify real images as

1 and fake images as 0.

2. Generator Loss (G_loss):
The generator aims to produce images that are realistic and close to the ground truth.
3. Perceptual Loss:
The perceptual loss measures the difference between the features of the generated
image and the ground truth image. It's calculated using a pre-trained deep neural
network (typically a VGG network) to extract high-level features.
4. Image Loss:
The image loss measures the pixel-wise difference between the generated image and
the ground truth image, typically computed using mean squared error (MSE) or other
similarity measures.
5. Total Variation Loss:
The total variation loss encourages smoothness in the generated image by penalizing

sharp changes between adjacent pixels.

By referencing author [60]'s proposed ideas, SRGAN is developed to pre-train an SRGAN
model, which is then integrated with the YOLOv8 model. A total of 1000 epochs of training
are run to train the SRGAN model, using a dataset containing 70 HR license plate images.
These images are resized by dividing by 4 to create LR license plate images, as the SRGAN

model will produce HR images with a 4x upscale after training.

However, when reaching the final training iteration, Loss D (discriminator loss) is recorded
as 1.0000, indicating that the discriminator is maximizing its loss, likely because it correctly
classifies real and generated images. PSNR (Peak Signal-to-Noise Ratio) measures at
29.4483 dB, suggesting high image quality with low distortion. SSIM (Structural Similarity

Index) is 0.9566, indicating high similarity between the generated and ground truth images.

Overall, these indicators suggest that the model has effectively achieved its objectives by

generating high-quality super-resolution images that closely match the ground truth images.
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The ESRGAN method is referenced from the authors of [51]'s proposed methods. By
utilizing the author's pre-trained model and integrating it with YOLOVS, this integrated
model will be compared with other methods to evaluate performance and obtain the best-

suited results during real-time experiments in campus areas.

4.2 Testing setup

Three different models will be tested which are:
1. YOLOvS without any additional methods.
2. YOLOvS8 with SRGAN method.
3. YOLOvS8 with ESRGAN method.

4.3 Static results

The same dataset used to evaluate all the YOLO models is reused to evaluate the
performance of these two different models once again. Since the YOLOvV8 model without any
additional methods has been tested in a previous chapter, it will not be included in the static

results. The results of three different models are shown in the table below:

Models Number Plate Error Rate | Success Rate
recognition
YOLOv8 without any additional 25/40 37.5% 62.5%
methods.
YOLOvV8 with SRGAN method. 29/40 27.5% 72.5%
YOLOv8 with ESRGAN method. 34/40 15% 85%

Table 4.2 All models’ performance

From the table above, it is evident that the addition of different methods has resulted in a
significant increase in performance. The YOLOvV8 model integrated with SRGAN has shown
a 10% increase in success rate compared to the normal YOLOv8 model. Similarly,
the YOLOv8 model integrated with ESRGAN has exhibited a 22.5% increase in success
rate compared to the normal YOLOvS8 model. Both methods have demonstrated that the

Bachelor of Information Technology (Honours) Computer Engineering
Faculty of Information and Communication Technology (Kampar Campus), UTAR 78




Chapter 4
incorporation of additional techniques leads to an increase in the performance and accuracy

of the ALPR system.

Although the results are quite satisfactory, the errors will be presented below for further

discussion:

During recognition,
unbale to recognize
all the characters

correctly.

During recognition,

unbale to recognize
YOLOVS with

ESRGAN method

all the characters

correctly.

Unable to recognize
full number plate’s
characters when

upside down.

The detection not able to
detect the whole license

plate.

When the license plate is

30 degrees, not able to
YOLOVS with

SRGAN method

recognize the -characters

correctly.

Unable to recognize full
number plate’s characters

when upside down.
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The license plate images
being overexposed to light

leads to the OCR not

functioning properly.

Table 4.2.2 YOLOvV8 with SRGAN method encounter several issues

Both methods encounter similar issues, such as the inability to recognize license plates with
upside-down characters. Additionally, some license plate images are overexposed to light,

resulting in OCR malfunction.

4.4 Real-time monitoring

The experiment is set up at the guard house area of UTAR Kampar Campus to monitor and
capture vehicles that pass through the guard house. The hardware setup is illustrated in the
figure below, where a webcam is used to capture the license plate, and the ALPR program

proceeds to detect and recognize the license plates of the vehicles passing through.

w&?‘fﬂ Z N GEREEE

Figure 4.3.1 Hardware set up

Additionally, in the guard house area, there is a speed bump. When vehicles pass over it, they
decelerate, allowing the ALPR system to detect and recognize the license plates within a
limited time. The height of the webcam and the distance between the webcam and the vehicle
are recorded. This data can be saved and analyzed in the future to improve the overall
performance of the proposed ALPR system. In this experiment, the height of the webcam is

1.16 meters, and the distance between the webcam and the vehicle is approximately 4.71
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meters. For each model, a total of 10 minutes will be allocated to evaluate performance, and
recognized license plates will be recorded in an Excel file for further analysis. Since the
Excel file will contain a large amount of data, only recognized license plate characters that
conform to the correct Malaysia license plate format will be counted as true, while others will
be considered false.

Although there's a speed bump, some vehicles may still accelerate, causing the ALPR system
to be unable to recognize the license plate correctly. This issue will be further discussed in

the following section.

Figure 4.3.2 the height and distance between the webcam and the vehicle

4.5 Real-time monitoring results
The recognized license plate is saved into an Excel file for further analysis. However, due to
the large number of columns (more than 700) for each detected license plate, the detailed

analysis will be conducted in the future upon deployment in the UTAR Kampar Campus area.
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Nevertheless, all three models performed well in real-time detection and recognition,
successfully saving the results into Excel for further analysis. The efficiency of the ALPR

system in identifying passing car licence plates is shown in the image below.

| AKF 1802

Figure 4.3.3 a) ESRGAN method b) SRGAN method

4.6 Conclusion of the Experiments
Real-time monitoring has revealed several issues that must be addressed in the future:
1. All proposed ALPR systems are unable to detect number plates with upside-down
characters, only recognizing those at the bottom.
2. False positives may occur if the vehicle's license plate is not centrally positioned.
3. The proposed ALPR system is unable to detect and recognize license plates within a
limited time if the vehicle is moving too fast.
4. Adequate lighting conditions are necessary, as insufficient light or excessive shadow

on the license plate will cause the OCR to malfunction.

These issues will be addressed and resolved in the future based on the recorded data.
However, overall, the results are satisfactory, as the proposed ALPR system efficiently
detects and recognizes the majority of vehicles passing through. Fine-tuning of both the
SRGAN and ESRGAN methods will be conducted to achieve higher accuracy and
effectiveness of the ALPR system.
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Chapter 5

Conclusion

5.1 Conclusion

Before the development of the ALPR system, many people relied on access cards or parking
credentials to enter the campus area. However, since the launch or development of the ALPR
system, these traditional methods have become obsolete. The ALPR system has not only
reduced the need for manpower but has also increased the safety of the campus area,

protecting students and restricting unauthorized vehicles from entering.

The proposed Automated License Plate System Recognition for the Campus Gate System
provides a convenient way for management to oversee vehicles entering and exiting the
campus. All vehicle details and information can be collected and utilized for future analysis
or enhancement of the ALPR system. By deploying the ALPR system on campus, operational
costs can be reduced, and traffic congestion during peak hours, such as 8:00 am, can be
alleviated due to the effectiveness and speed of the ALPR system. In addition, implementing
a barrier gate in front of the guard house can allow the ALPR system to manage vehicle
passage more effectively. Once the ALPR system is deployed on campus, the workload of the
management team to register vehicles every semester can be significantly reduced,

eliminating the need for car stickers to save costs and reduce waste.

Lastly, the completion of the proposed ALPR system is aimed at reducing traffic congestion
in UTAR Kampar campus and benefiting all individuals, including students and staff, by

resolving entry-related issues.
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