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ABSTRACT 

 

Intrusion Detection Systems (IDS) play a critical role in safeguarding organizational networks 

by identifying potential threats and anomalies. However, traditional IDS approaches often 

suffer from high false alarm rates, leading to unnecessary alerts for administrators. This 

research focuses on enhancing machine learning and deep learning-based IDS models to 

improve accuracy, precision, recall, and F1 score, ultimately aiming for a more balanced and 

effective performance. The study leverages the CIC-IDS2017 dataset for model training, 

employing Random Forest (RF), Deep Neural Network (DNN), and Deep Autoencoder (DAE) 

architectures. A rigorous pre-processing phase, including data cleaning and feature selection 

using Pearson’s Correlation, enhances the dataset's quality and relevance. Subsequently, the 

refined dataset undergoes model training and testing. Hyperparameter tuning, facilitated by 

grid search, fine-tunes key features to optimize model performance. Evaluation metrics such 

as accuracy, precision, recall, and F1 score are employed to assess the models' efficacy in 

binary and multi-class classification tasks. Results demonstrate significant improvements and 

balanced performance compared to previous research models, achieving an average 

performance of 99.5% across all models.   
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Chapter 1 

Introduction 

 

An intrusion detection system (IDS) is a kind of technology that assists in identifying potential 

security flaws in a target application or computer and works to protect that system. Many 

people find the detection useful in identifying potential viruses and assaults. But studies have 

shown that most intrusion detection systems (IDS) could produce more false positives when 

there isn't any suspicious network activity [1]. The administrators receive an unwarranted alert 

as a result of this. Thus, by using hyperparameter tuning to the existing machine learning 

models for IDS, the research aims to enhance the precision and accuracy of the IDS while 

simultaneously reducing the number of needless warnings and raising the detection rate. 

 

1.1  Problem Statement and Motivation 

The volume of data has increased throughout time, exhibiting a variety of formats and structure 

combinations. As a result, a dataset that is used to train models is usually unstructured, 

inconsistent, and filled with redundant data. This is because noise, outliers, and missing values 

in raw data can all harm the model's performance by causing the model to overfitting. Pre-

processing methods like noise reduction, outlier identification and removal, and replacement 

for missing values will help ensure the training data is clean and dependable, resulting in more 

precise predictions and improved performance overall [2]. 

 

Performance measures including accuracy, precision, recall, F1 score, and confusion matrix 

are critical tools for conducting a thorough evaluation and comparing each model's 

performance across many prediction quality aspects. These measures play a crucial role in 

assessing models from various angles, including their ability to correctly detect occurrences as 

opposed to their tendency to produce false positives [3]. By using these measures effectively, 

the research may assess models' effectiveness and determine which ones perform better, 

helping to investigate the most appropriate model for different use cases and requirements. 

 

As a result of the high detection rates of IDS using machine learning, several machine learning 

models were investigated for possible application in IDS. Nevertheless, studies have shown 
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that these models are imperfect and can be improved in terms of detection quality, including 

precision and accuracy [4]. As a result, improving the quality of IDS models is necessary, and 

one feasible method of doing it is through hyperparameter tuning. Hyperparameter tuning 

attempts to find the ideal model configuration, improving performance and reducing the 

amount of time organizations need to discover which parameters work best for the selected 

models. 

 

With the increasing of machine learning models introduced to the research world, this research 

aims to increase the quality of machine learning models in the perspective of accuracy, 

precision, recall, and F1 score. This work aims to facilitate the utilization of existing machine 

learning models introduced by the researchers with improved quality. This is accomplished 

using the hyperparameter research conducted. This approach intends to accelerate the 

hyperparameter research process, allowing companies that used the models to spend less time 

exploring hyperparameters and more time analysing results and deriving value from the models. 

 

1.2  Objectives 

1. To implement data pre-processing and feature selection for better performance and 

accuracy of machine learning models in later processes. 

2. To analyse each machine learning model's performance using parameters such as 

accuracy, precision, recall, and f1 score. 

3. To optimize the machine learning models by hyperparameter tuning the models to 

increase their accuracy, precision, recall, and f1 score. 

 

This research paper's main objectives have been divided into three parts. First and foremost, 

the study intends to apply data pre-processing and feature selection methods to the dataset. In 

order to guarantee accurate and objective training outcomes, it is essential to take this step 

before training different machine learning models to ensure the structural quality of the data. 

 

Second, a thorough performance evaluation of the trained machine learning models was 

conducted using industry-standard metrics like accuracy, precision, recall, and F1 score. This 

evaluation technique is necessary to fairly compare the models by objectively evaluating each 

model's performance from many angles. 
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Finally, to further optimize the trained machine learning models, hyperparameter tuning is used 

in the study. The objective is to determine which hyperparameters are able to improve the 

models' recall, accuracy, precision, and F1 score. The research intends to improve the 

performance of existing machine learning models developed by researchers by modifying 

hyperparameters, resulting in increased overall model efficacy and predictive capacities. 

 

1.3  Project Scope and Direction  

The research covers several scopes to achieve the objectives and address the problem 

statements. These scopes are pre-processing the dataset and conducting feature selection, 

training and testing the dataset using the chosen models, hyperparameter tuning the models, 

and comparing the performance of models before and after hyperparameter tuning with results 

from previous studies. 

 

The study will first choose an existing dataset to demonstrate the network traffic consisting of 

both normal and attack traffic. As collecting network traffic will be time-consuming and 

requires ensuring it consists of the most important features with various types of attacks, it will 

not be considered in this research to collect the massive dataset with few Gigabits. Instead, 

CIC-IDS2017 will be chosen as the dataset to be trained by different models which consist of 

14 different attacks including frequent attacks such as Denial of Service (DoS), Distributed 

Denial of Service (DDoS), and Brute Force [5]. 

 

Pre-processing will be applied to the chosen dataset in order to transform the data in a more 

organized manner. This pre-processing phase includes numerous critical procedures, such as 

combining data files, dealing with null values and labels, scaling the data, converting 

categorical data to numerical representation, and maintaining data balance. Feature selection 

technique has been used to identify and preserve the most relevant characteristics to ensure that 

the models trained without being impacted by unimportant or irrelevant features. 

 

Three types of deep learning or machine learning models will be chosen as the main models to 

be trained by examining previous research articles authored by other researchers. Subsequently, 

the trained models' performances will be assessed using the parameter metrics regarding recall, 

accuracy, precision, and F1 score. After that, the models will be assessed using the same 
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parameter metrics and hyperparameter adjusted. The outcomes will be recorded and contrasted 

with the performance outcomes of the previous researchers. 

 

1.4  Contributions 

In order to maximize the performance of trained machine learning models, the study describes 

the critical phases of pre-processing and feature selection using CIC-IDS2017. The study 

guarantees that the machine learning model training and testing that follows will produce 

objective results that are in line with the research objectives and problem statements by putting 

these pre-processing techniques into practice.  

 

In addition, the study presents three models that have optimized hyperparameters, improving 

upon the models developed by earlier researchers in terms of performance metrics including 

accuracy, precision, recall, and F1 score. This solution drastically cuts down the amount of 

time needed for hyperparameter tuning while simultaneously enhancing model performance. 

Organizations gain from this simplified method since it eases the research to obtain the 

hyperparameters that improve IDS performance and frees them up to concentrate more on 

output analysis and business operations. 

 

1.5  Report Organization 

This report is organized into 7 chapters: Chapter 1 Introduction, Chapter 2 Literature Review, 

Chapter 3 System Methodology, Chapter 4 Data Pre-processing, Chapter 5 Modelling and 

Hyperparameter Tuning, Chapter 6 Experimental Result and Discussion, and Chapter 7 

Conclusion. The first chapter is the introduction of this project which includes the problem 

statement, project background and motivation, project scope, project objectives, project 

contribution, highlights of project achievements, and report organization. The second chapter 

is the literature review carried out on several existing machine learning models used in this 

research with the study of data pre-processing, feature selection techniques, and 

hyperparameter tuning methods. The third chapter discusses the overall flow and requirements 

of this research. The fourth chapter is regarding the details on how to implement the pre-

processing and feature selection on the dataset chosen. The fifth chapter regarding the details 

of implementing the modeling steps and hyperparameter tuning on the models chosen. The 
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sixth chapter discussed about the results returned from the fourth and fifth chapters. The 

seventh chapter concluded the research and results with a summary. 
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Chapter 2 

Literature Review 

 

2.1 Previous Researchers’ Work on Different Models 

The potential machine learning and deep learning models that could be utilized in an intrusion 

detection system have been investigated by previous researchers. Three machine learning or 

deep learning models that have been employed by earlier academics to evaluate performances 

will be the focus of this research. The paper selected three machine learning and deep learning 

models: Random Forest, Autoencoders on Deep Learning Model, and Deep Neural Network 

with numerous hidden layers. 

 

[6] Rifkie Primartha and Bayu Adhi Tama conducted the first review of Random Forest, which 

focused on its performance in intrusion detection. The NSL-KDD, UNSW-NB15, and GPRS 

datasets were used in the experiment to train the machine learning model. To confirm the 

results, the researchers also used a 10-fold cross-validation technique, primarily concentrating 

on the accuracy and false alarm rate of Random Forest for intrusion detection. The researchers 

tried with several amounts of trees, from the highest 800 to the lowest 10 layers of trees, to find 

the best configuration for Random Forest. The outcomes showed that the suggested method, 

Random Forest with 800 tree layers, obtained accuracy levels of 99.57% on the NSL-KDD 

dataset, 95.5% on the UNSW-NB15 dataset, and 91.8% on the GPRS dataset. Compared to 

alternative models like Decision Trees and Multilayer Perceptrons, these outcomes were better. 

However, if the model has 800 layers, it might take longer to train and test, meaning a more 

powerful computer would be needed to run it effectively. 

 

[7] Adnan Helmi Azizan, Salama A. Mostafa, and other researchers have also attempted to use 

machine learning to improve network intrusion detection system performance. NSL-KDD and 

CIC-IDS2017 were the two main datasets used by these researchers for machine learning model 

testing and training. Three machine learning models—Decision Jungle, Random Forest, and 

Support Vector Machine—were assessed in the study papers. The studies used confusion 

matrices to understand true and false positives and negatives to evaluate the models' 

performances. To assess the models' performance, performance metrics like accuracy, recall, 
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and precision were also used along with a 10-fold cross-validation technique. The final findings 

will only address the Random Forest model because this study focuses on it. The final findings 

showed that Random Forest has an accuracy of 96.76%, recall of 97.62%, and precision of 

97.96%. In this research report, Random Forest's overall performance is average; in contrast, 

Rifkie Primartha and Bayu Adhi Tama's research performs better. 

 

[8] In a 2016 research paper, Nabila Farnaaz and M. A. Jabbar used the Random Forest Model 

for IDS. The NSL-KDD dataset was used to train the model. The researchers performed a more 

thorough performance study with multi-class classification, concentrating specifically on DoS, 

Probe, R2L, and U2R attacks, as opposed to only binary classification. The accuracy, detection 

rate, false alarm rate, and Mathew correlation coefficient were then used to assess the outcomes. 

To further evaluate the model, the researchers used a 10-fold cross-validation technique. The 

Random Forest with 100 layers of trees obtained an average accuracy of 99.67%, according to 

the final results. Additionally, the average performance metric for Random Forest using J48 

Tree was 99.27%. Following the utilization of FSS-Symmetric Uncertainty, 99.67% accuracy 

was maintained. Overall, this research report performed noticeably better than the other two 

investigations. 

 

[9] Deep Neural Networks (DNNs) were trained and tested on the CIC-IDS2017 dataset by 

Petros Toupas, Dimitra Chamou, Konstantinos M. Giannoutakis, and others. To remove noise 

from the dataset, the paper started with data cleansing. The dataset was then transformed using 

the Yeo-Johnson transformation, which was used to normalize the data. Furthermore, 

approaches of under-sampling and over-sampling were utilized to attain a more equitable 

distribution of data. An eight-layered Deep Neural Network, consisting of 140, 120, 100, 80, 

60, 40, 20, and 120 nodes in each layer, was used by the researchers to train the dataset. Metrics 

including accuracy, precision, recall, F1 score, and false positive rate were used to assess the 

final results. With precision at 94.31%, recall at 95.62%, and an F1 score of 94.1%, the multi-

class classification's overall accuracy was found to be 99.95% when 10-fold cross-validation 

splits were used. 

 

[10] For IDS, Li-Hua Li, Ramli Ahmad, Wen-Chung Tsai, and Alok Kumar Sharma suggested 

utilizing a Deep Neural Network (DNN) based on feature selection. The KDD99 dataset was 

chosen by the researchers as the main dataset for testing and training their suggested algorithm. 
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The study examined five different DNN model architectures, ranging from one hidden layer to 

five hidden layers. Furthermore, the training data go through feature selection in order to 

compare the performance of the five DNN models with and without feature selection 

preprocessing. The study included performance criteria, including accuracy, precision, recall, 

and F1 score, to evaluate the models' efficacy. The DNN model with three hidden layers 

showed the greatest results with feature selection preprocessing; it achieved a 99.4% accuracy, 

99.7% precision, 97.9% recall, and 98.8% F1 score in binary classification for IDS. 

 

[11] Deep Autoencoder was the method used by researchers Srikanthyadav Moraboena, 

Gayatri Ketepalli, and Padmaja Ragam for IDS. To assess the model, they used the CIC-

IDS2017 and NSL-KDD datasets. The study explored various batch sizes, including 32, 64, 

128, 256, 512, and 1024, using autoencoder as the methodology. The outcomes were assessed 

using performance indicators including F1-score, recall, accuracy, and precision. With a final 

accuracy of 91.76%, precision of 96.27%, and recall of 96.40%, the deep learning model with 

Autoencoders and a batch size of 1024 proved to be the most successful. Nevertheless, this 

model's overall accuracy was not as great as that of Deep Neural Networks with numerous 

hidden layers and Random Forest. 

 

[12] Deep Learning and hyperparameter optimization were also used by Yesi Novaria, Kunang, 

Siti Nurmaini, Deris Stiawan, and Bhakti Yudho Suprapto for attack classification in IDS. They 

used two datasets, NSL-KDD and CSE-CIC-IDS2018, to assess the multi-class classification 

performance of models in their research. They used criteria including accuracy, detection rate, 

false alarm rate, precision, and F1-score to evaluate the models. To find the optimal model, 

they employed a deep autoencoder model that was tuned using hyperparameters. Important 

hyperparameters that were thoroughly examined and refined in the study were the number of 

hidden layers in deep autoencoders and nodes, learning rate, kernel initialization, batch size, 

and activation function. The CSE-CIC-IDS2018 dataset had a detection rate of up to 95.79%, 

whereas the NSL-KDD dataset had a detection rate of 83.33%, according to the final results. 

 

2.1.1 Limitations of Previous Researchers’ Models 

Previous research on intrusion detection system (IDS) models has identified many limitations 

that affect model performance. In the work by [6], the emphasis on calculating the number of 

trees for Random Forest (RF) to obtain higher accuracy outweighed crucial issues such as 
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feature selection and hyperparameter tuning. As a result, their RF-800 model did not achieve 

high accuracy, demonstrating the need for these optimization processes. Similarly, [7] did not 

include pre-processing or hyperparameter adjustment in their investigation, resulting in much 

worse performance across all models examined. Although [8] used Symmetrical Uncertainty 

for feature selection, the lack of hyperparameter adjustment hindered the model's optimization 

potential. [9] performed extensive pre-processing but skipped hyperparameter adjustment, 

potentially affecting precision due to a larger false detection rate. [10] performed extensive 

feature selection but did not investigate hyperparameter tuning for their Deep Neural Network 

(DNN) models, hence missing out on potential performance improvements. [11] concentrated 

on hyperparameter research for batch sizes in the Deep Autoencoder (DAE) model, but lacked 

thorough pre-processing and feature selection, limiting total model performance. Finally, [12] 

achieved feature selection and hyperparameter adjustment in their study but found reduced 

accuracy, potentially due to architectural concerns such as the number of hidden layers in the 

DAE model. Addressing these limitations with complete optimization methodologies that 

include feature selection, hyperparameter tuning, and data pre-processing should considerably 

improve the performance and resilience of IDS models in future research attempts. 

 

2.2 Previous Researchers’ Works on Data Pre-processing and Feature Selections  

Two notable research publications provide useful insights into data preprocessing and feature 

selection strategies. In the study [13], Ebrima Jaw and Xueming Wang emphasize the 

importance of data pre-processing in improving data quality for optimal model training results. 

Their methodology, which included data cleaning, label encoding, normalization, clustering, 

and a multi-step feature selection procedure, resulted in a set of 13 features suited specifically 

for CIC-IDS2017. This thorough technique resulted in a remarkable accuracy increase of up to 

99.99%. Despite the complexity of their feature selection method, the significant accuracy 

improvement justifies the lengthy procedure. 

 

In contrast, Ishita Karna and others [14] used a simple yet effective technique to improve 

dataset quality. Their ensemble-based filter feature selection technique combined numerous 

datasets into a consistent format, handled missing values, normalized data, and used mutual 

information, Chi-Squared scores, and Pearson's correlation coefficient to choose features. This 

method resulted in 24 and 25 features for the majority and minority datasets, respectively, from 

the original 77 features in CIC-IDS 2017. Despite its simplicity, this method performed 
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similarly to the more complex approach used in [13], making it an appealing option due to its 

ease of implementation without sacrificing accuracy. 

 

The comparison between these two approaches demonstrates the flexibility and efficacy of 

various data pre-processing and feature selection strategies. While a more complex method 

may result in significant accuracy gains, a simplified strategy can produce similar outcomes 

with more simplicity and ease of implementation. These findings will help to choose the best 

approach for this research article, with the goal of striking a balance between accuracy 

enhancement and practicality in feature selection approaches. 

 

2.3 Previous Researchers’ Works on Hyperparameter Tuning 

Hyperparameter tuning is critical in optimizing machine learning models for various problem 

domains, as stressed by Li Yang and Abdallah Shami in [15]. Understanding the optimal 

hyperparameter method is critical for improving the performance of machine learning models 

in intrusion detection systems. There are several approaches for hyperparameter optimization, 

including model-free algorithms, gradient-based optimization, and Bayesian optimization. 

Grid search, a popular strategy, methodically investigates hyperparameters in a model using a 

brute-force method, making it especially successful for categorical hyperparameters and simple 

to implement. However, its main disadvantage is that it is time-consuming, with a time 

complexity of O(Nk) as the search space expands. 

 

To solve the limitations of grid search, researchers have investigated alternate methods such as 

random search. Random search tests values in the hyperparameter search space by randomly 

picking samples, allowing for parallelization due to the independence of each evaluation. The 

strategy successfully decreased the time complexity to O(N). Despite its benefits, random 

search brings new limits by not taking into consideration past findings, perhaps resulting in the 

loss of key insights gained during the optimization process. 

 

For example, in [12], researchers used the Talos library, which is known for its automated 

hyperparameter optimization capabilities, to tune parameters. The study used binary and 

categorical cross-entropy on the dataset and model to get discrete features only, speeding the 

hyperparameter optimization procedure. While this automated approach facilitates in the 

identification of significant hyperparameters and the efficient exploration of their 
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combinations, it incurs processing costs due to the evaluation of multiple models to establish 

the ideal hyperparameter composition. 

 

In conclusion, investigating alternative hyperparameter optimization approaches is critical for 

improving the performance of machine learning models in IDS. While grid search and random 

search have different advantages and disadvantages, automated approaches, such as those 

employing the Talos library, accelerate the process by focusing on important hyperparameters, 

although at a higher computational cost. Balancing the advantages and disadvantages between 

efficiency and computational cost is critical in determining the best hyperparameter tuning 

technique for IDS models. 

 

2.4 Summary 

A literature assessment of machine learning and deep learning models for intrusion detection 

systems (IDS), such as Random Forest, Deep Neural Network (DNN), and Deep Autoencoders 

(DAE), revealed some critical conclusions. The review emphasized the models' performance 

in multiple investigations, concentrating on criteria such as accuracy, precision, recall, and F1 

score. 

 

The study found that, while multiple studies obtained accuracy rates of 90% or greater, many 

limitations were identified. One frequent drawback was the absence of hyperparameter 

tweaking in the models, resulting in less valuable accuracy and precision. Notably, experiments 

that used hyperparameter tuning, such as those using automated optimization procedures like 

the Talos package, demonstrated better performance. 

 

Furthermore, the review looked into data pre-processing and feature selection techniques. 

Various ways were seen, ranging from complex feature selection processes using ensemble 

systems to simplified methods using popular techniques such as mutual information, Chi-

Squared score, and Pearson's correlation coefficient. 

 

Moving forward, the study intends to solve these challenges by emphasizing pre-processing 

with feature selection and comprehensive hyperparameter optimization. The purpose of an 

optimized pre-processing strategy, combined with effective feature selection approaches and 
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automated hyperparameter optimization, is to improve model performance in terms of accuracy, 

precision, recall, and F1 score for IDS applications. 
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Chapter 3 

System Methodology/Approach  

 

3.1 Research Methodology 

 

Figure 3.1.1 Research Methodology 

 

The project will begin with data collection, utilizing the CIC-IDS 2017 dataset as previously 

mentioned. Subsequently, this data will be imported into Jupyter Notebook for further 

processing. Python libraries will be employed for data importation and pre-processing. During 

the pre-processing of the IDS data, a feature selection process will be implemented to extract 

only the essential attributes.  

 

Following this, the data will be divided into training and testing sets to facilitate model training 

and result prediction. These outcomes will be assessed using performance metrics such as 

accuracy, precision, recall, and the confusion matrix to gain insights into the overall model 
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performance. Moreover, some performance metrics will be applied during the pre-processing 

and feature selection stages to ensure effective data processing, leading to improved outcomes 

in future model training.  

 

The stages of training, testing, and performance evaluation will be iterated multiple times to 

obtain performance results for three machine learning models. Subsequently, these results will 

be compared and contrasted with previous researchers’ results after applying hyperparameter 

tuning to the models. The findings and ensuing discussion will be meticulously documented in 

the project report.  

 

3.2 Dataset Requirement – CIC-IDS2017 

In the project, the machine learning model was trained and assessed using the CIC-IDS 2017 

dataset. This dataset mimics human activity patterns and serves as an intrusion detection 

dataset. It handles a variety of network traffic, including both regular and malicious attacks, 

including DoS, Brute Force, and Web attacks. Before being used to train and test the machine 

learning models, this large dataset will go through pre-processing and feature selection. 
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3.3 Data Pre-processing and Feature Selection 

 

Figure 3.3.1 Data Pre-processing and Feature Selection 

 

The initial key component of this project involves data pre-processing, a crucial phase aimed 

at ensuring the data is appropriately prepared and refined for subsequent training and testing. 

The dataset will be visualized in the first stage to understand the data structure and data type. 

Subsequently, any identified null values within the data will be addressed through deletion. 

This decision is driven by the substantial size of the dataset, which remains sufficient for future 

data training while having a minimal impact. Besides that, the attributes with zero values had 

been identified and deleted as these attributes are redundant and might cause confusion in 

model prediction. Following this, the data will undergo down sampling to ensure an unbiased 

and balanced representation of normal and attacked traffic data. 
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The data pre-processing process will then be followed by feature selection. Feature selection 

aims to identify the most significant features within the dataset, enhancing prediction accuracy 

by reducing the presence of confounding attributes. In this research, Pearson’s Correlation is 

employed as the feature selection technique as it is the most frequently used method for 

continuous data. 

 

Subsequently, the dataset undergoes additional pre-processing through scaling using the 

Quantile Transformer Scaler. This scaler transforms the variable distribution of data into a 

normal distribution, ranging from zero to one [16]. Scaling the data ensures that the model can 

more effectively and consistently learn from the data. Finally, oversampling is applied to the 

data to establish a more balanced and unbiased representation of each category of attacked 

traffic. 

 

3.4 Modelling and Hyperparameter Tuning 

 

Figure 3.4.1 Training, Testing and Hyperparameter Tuning Model 
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After going through the process of pre-processing the data and splitting the data into training 

and testing sets, the data is now ready for the model to train. The research will first train the 

model with the original parameter to evaluate the original model's performance. Then, the 

model will go through hyperparameter tuning to find out the optimum model for the algorithm. 

The optimum model will then be evaluated again using the four performance metrics, accuracy, 

precision, recall, and F1 score. The percentage obtained from both original and 

hyperparameter-tuned models will be recorded in a table to compare with the previous 

researchers’ results. 

 

3.4.1 Modelling 

The research paper will explore three models that will be implemented in the research. These 

models are Random Forest, Deep Neural Network, and Deep Autoencoder. 

 

3.4.1.1 Random Forest 

 

Figure 3.4.1.1 The example of RF [17] 

 

Leo Breiman and Adele Cutler introduced the Random Forest algorithm as a type of machine 

learning [17]. With several nodes and branches, it performs as a forest of decision trees. By 

offering a more thorough classification of labelled data, the Random Forest algorithm improves 

the accuracy of the model's output [17]. The size of the nodes, the number of trees, and the 

number of features sampled are the three main hyperparameters in the Random Forest classifier 

[17]. With a lower chance of overfitting the data, this approach reduces risk and enables 

flexibility in handling both regression and classification problems [17]. 
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3.4.1.2 Deep Neural Network 

Deep Neural Network (DNN) is a deep learning technique that is commonly employed in data-

driven modelling [18]. It is a stacked neural network, which predicts output variables based on 

input variables by connecting multiple layers with multiple nodes and edges [18] [19]. DNN is 

a typical approach for calculating the probability of each class and differentiating between valid 

and malicious traffic since it helps manage unstructured and unlabelled data [20]. 

 

3.4.1.3 Deep Autoencoder 

The Deep Autoencoder algorithm, first presented by Vincent et al. in 2008 [21], is an 

improvement on the classic Autoencoder. The Autoencoder is a feedforward neural network 

with one hidden layer that operates similarly to the Multi-layer Perceptron algorithm. The 

process consists of two phases: the first is unsupervised learning to acquire features, and the 

second is supervised learning to optimize the network [21]. Deep Autoencoder can improve 

the resilience and denoise training data in comparison to regular Autoencoder [21]. 

 

3.5 Evaluation Methods 

The research paper will use mainly four performance metrics to evaluate the performance of 

the models stated above. The four metrics are accuracy, precision, recall, and F1 score. 

 

3.5.1 Confusion Matrix 

A Confusion Matrix is a N x N matrix that is frequently used to evaluate classification model 

performance [22]. By comparing actual target values with predicted values, it offers a thorough 

understanding of the model and yields important metrics like True Positive (TP), True Negative 

(TN), False Positive (FP), and False Negative (FN). 

 

Table 3.1 The Confusion Matrix 

 Positive Negative 

Positive TP FP 

Negative FN TN 
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3.5.2 Accuracy 

Accuracy is one of the most widely used criteria for assessing classification model performance 

[23]. It enables an understanding of the model's accuracy percentage in determining the amount 

of network traffic attacks. The following equation shows how to determine a model's accuracy: 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

 

3.5.3 Precision 

Precision is another key parameter used in classification models [23]. It helps in understanding 

the probability that attacks detected by the model are actual attacks rather than false alarms. 

Administrators could benefit from a lower false alarm rate, which is ensured by increasing 

precision. The following equation shows how to determine a model's precision: 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

 

3.5.4 Recall 

Regardless of the false alarm rate, recall is a critical parameter that guarantees the identification 

of all threats. It is especially helpful when False Positives are less concerning than False 

Negatives [23]. The following equation illustrates how to determine a model's recall: 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

  

3.5.5 F1 Score 

The F1 score provides a more balanced average result by combining the Precision and Recall 

results [23]. The following equation shows how to determine a model's F1 score: 

 

𝐹1 = 2 × 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
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3.6 Software Requirement – Jupyter Notebook and Python 

Jupyter Notebook is software that offers a code-writing notebook format, making data 

exploration and visualization simple [24]. Python is the most widely used language in deep 

learning and machine learning, and the software supports the language. For this reason, Jupyter 

Notebook will be used in this research writing to explore data and visualize code snippets. 

 

3.7 Summary 

The research methodology described in Chapter 3 is a thorough approach to constructing and 

assessing machine learning models for intrusion detection systems (IDS) based on the CIC-

IDS 2017 dataset. The chapter begins with data collection and imports into Jupyter Notebook, 

followed by data preparation and feature selection to extract significance attributes. 

Afterwards, the data is divided into training and testing sets to train the model and evaluate its 

performance using metrics like accuracy, precision, recall, and the confusion matrix. 

 

The approach goes through several training, testing, and evaluation cycles for three machine 

learning models: Random Forest, Deep Neural Network (DNN), and Deep Autoencoder 

(DAE). Hyperparameter tuning is used to optimize model performance, and the results are 

compared with previous researchers' findings. The chapter also discusses dataset requirements, 

data pre-treatment methods such as handling null values, down sampling, feature selection with 

Pearson's Correlation, and scaling strategies. 

 

The training, testing, and hyperparameter tuning models are described in detail, with a focus 

on the specifics of each model's implementation and the benefits it offers IDS applications. 

Evaluation approaches, such as the confusion matrix, accuracy, precision, recall, and F1 score, 

are thoroughly examined, giving a comprehensive framework for measuring model 

performance. 

 

Finally, Jupyter Notebook and Python outlined as the software requirements for the study, 

emphasizing the significance of the tools required in this study for data exploration, code 

visualization, and model creation. 
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Chapter 4 

Data Pre-Processing 

 

4.1 Data Pre-processing and Feature Selection Work 

 

Figure 4.1 The information of the dataset for Monday.csv 

 

The pre-processing step starts by reading the eight csv files of dataset and visualizing the data. 

The CIC-IDS2017 dataset consists of total 79 columns and estimated of total 3,000,000 of 

rows, including all csv files. The attributes consist of mainly continuous data, with 24 attributes 

in float type and 54 attributes in integer type. The dataset only consisting of one object which 

is “Label”, where it labels the sample as “Benign” for normal traffic and attacked traffic with 

attack type such as “FTP-Patator”, “SSH-Patator”, “DoS slowloris” and many more. 

Afterwards, the data had been checked if there are any null values in each attribute through “is 

null” function. The result shows that all the csv files contained null values on Flow Bytes and 

Flow Packets. The rows with null values will be dropped as the total data in this dataset is 

enough to be trained by machine learning model. The purpose of dropping null values is to 

ensure that the dataset only consisting of the valid data, avoiding model to get confused by the 

null values.  
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Figure 4.2 The csv files read 

 

The pre-processing continued by combining the eight CSV files into one dataset. Each CSV 

file has a different type of traffic, for instance, “Monday.csv” consists of only normal traffic 

while “Thursday_morning_webattackcks.csv” consists of a combination of normal traffic and 

traffic that suffers on web attack, including brute force, XSS, and SQL injection. As shown in 

the figure above, the files consisting of the attacked traffic had been named on the CSV files 

beforehand for easy handling. By combining these data files, the model can train with a bigger 

set of data, increasing the performance of the model. Besides, the model is going to train 

through binary classification and multi-output classification. Therefore, it is necessary to 

combine them to process them in the future. After combining the data, the total row in the 

dataset is 2,827,876. 
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Figure 4.3 Histogram on Features’ Distribution 

 

 

Figure 4.4 Attributes with all zeroes value 

 

After dropping the null values, the histograms on each attribute were generated to view the 

distribution of each attribute’s values. As shown in the above figure, most of the histograms 

have zero values. The statement is supported by the table generated afterward, where there are 

a total of eight attributes that have zero values. These attributes are redundant as they did not 

give any characteristics on defining the packets are either normal or attacked. Thus, the 

attributes are dropped from the dataset to prevent the model from training unnecessary features. 
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Figure 4.5 Unique Labels and Attributes 

 

The dataset lacked proper naming for each attribute and attack name. For instance, the 

attributes contained unnecessary spaces in front of their names. Furthermore, the labels for the 

samples had unique and unreadable characters, as shown in the figure. Therefore, these labels 

have been renamed with readable labels, while each attribute with unnecessary spacing has had 

the spacing removed. These steps enable better processing for research with more consistent 

naming and easier readability of the labels for each row. 

 

    

Figure 4.6 Total normal vs Total attack (Before and After) 

 

The histogram of total normal versus total attack was generated to understand the ratio of 

normal traffic and attacked traffic in the dataset. As the dataset had been combined using a total 

of 8 CSV files from Monday to Friday, it consists of lots of data that are labelled as normal. 

For instance, the Monday CSV file consists of only normal traffic to understand the distribution 

of normal traffic. The imbalanced dataset might cause the model training to be highly biased. 
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Thus, under-sampling was done by using a Random Under Sampler. The dataset had been 

under-sampled from 2,827,876 samples to 1,211,327 samples. 

 

 

Figure 4.7 Correlation matrix before and after feature selection 

 

The pre-processing step continued with the feature selection, where Pearson’s Correlation was 

used to find out the correlation of each feature. As shown in the figure, the correlation matrix 

before the feature selection consists of a few attributes that are least significant for the dataset. 

For instance, idle max and idle min have a high correlation with a few attributes such as Flow 

IAT, Flow Duration, and more, which range from 0.83 to 1.00. Therefore, this indicates that 

the idle min and idle max are giving almost the same result as the dependent variables and 

viewed as redundant features in this case. Therefore, these insignificant features dropped from 

72 features to 40 features. 
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Figure 4.8 The distribution of values in each attribute 

 

As shown in the figure, the attributes have various values and vary range. This might cause one 

of the attributes with a big value to dominate the model, causing the model’s performance to 

be low. Therefore, these attributes’ values will be scaled to a similar scale, ensuring they 

contribute equally to the model instead of one of them dominating the model. As most data in 

the dataset is numerical and has a huge variance with each other, thus, these data are scaled 

using the Quantile Transformer to transform the data distribution into normal distribution by 

dropping the label of each data. Scaling the data helps to balance the features’ impact on the 

model training and improve the performance of algorithms.  

 

Then, the data was split in the ratio of 70 and 30 to the training set and test set. Not only that, 

as the research will train the model using both binary classification and multi-output 

classification, the y_train and y_test are further mapped as both normal and attack traffic, 

without the detailed naming of attacks for binary classification purposes. 
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Figure 4.9 Distribution of training set before and after oversampling 

 

In the previous step, the data was down sampled to ensure that the normal traffic and attacked 

traffic were balanced. However, each attacked traffic category is imbalanced as DoS Hulk has 

the highest amount of sample while Heartbleed has the least. It will cause the model to perform 

poorly in multi-output classification as the samples for each attacked traffic category are not 

similar and might cause biased results. Thus, oversampling is done by using Smote to balance 

and increase the sample size of attacked traffic with a low amount of sample. To ensure that 

the important patterns will not leak into the test set, the oversampling will only done on a 

training set of data. As a result, the categories with a low sample size had been oversampled to 

4240 samples while other categories remained the same. 

 

The labels in the dataset are in object type, categorizing entries as either "benign" for normal 

traffic or various categories of attacked traffic. To facilitate model testing and performance 

prediction, it's essential to encode these categorical values into binary format. Two encoding 

methods, which are One Hot Encoder and Label Encoder, were utilized in this research. The 

binary classification label set employed the Label Encoder to transform normal traffic and 

attacked traffic into 0s and 1s. Conversely, the multi-output classification label set used the 

One Hot Encoder to convert them into binary arrays with 14 columns. 

 

Finally, the training and testing sets are saved as CSV files for future use. These CSV files 

encompass the raw training and testing sets, up-sampled training and testing sets, binary 

classification training and testing sets, and multi-output classification training and testing sets. 

Storing these various combinations of data will enable the models to be tested with different 

configurations, ensuring optimal performance, and facilitating meaningful comparisons in 
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future research. The total time usage for the data pre-processing and feature selection is 10 

minutes. 

 

4.2 Summary 

The chapter examines the key components of data pre-processing and feature selection in the 

context of developing an intrusion detection system (IDS) model with the CIC-IDS2017 

dataset. Pre-processing stages involve dealing with null values, joining CSV files, removing 

redundant features, renaming attributes and labels, addressing data imbalance, and scaling 

attributes to ensure balanced model training and optimal performance. 

 

Initially, the dataset's structure and properties are described, including the presence of null 

values and redundant features. The pre-processing procedures include removing null values 

and unnecessary features, integrating CSV files to build a comprehensive dataset, and renaming 

attributes and labels to improve consistency and readability. 

 

To resolve the imbalance between normal and attacked traffic data, under and over-sampling 

approaches are used, resulting in a balanced representation of traffic categories for model 

training. Pearson's Correlation feature selection assists in the identification and removal of 

redundant features, as well as the optimization of the dataset for model training and 

dimensional reduction. 

 

Furthermore, utilizing the Quantile Transformer to scale features guarantees that they 

contribute evenly to the model training process, preventing large-valued attributes from 

dominating. Encoding categorical labels into binary format is also covered to make binary and 

multi-output classification jobs easier. 

 

The complete pre-processing and feature selection pipeline improves the dataset's quality and 

suitability for model training. The chapter concludes with the storage of pre-processed datasets 

in CSV format for future model testing and evaluation, which takes approximately 10 minutes. 
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Chapter 5 

Modelling and Hyperparameter Tuning 

 

5.1 Random Forest Model 

The pre-processed data was sent to a new Jupyter Notebook file for training and testing. The 

research will first try the model on binary classification, followed by multi-class classification. 

 

 

Figure 5.1 RF model implementation 

 

The above is the code used for the Random Forest classifier. The model used ten estimators 

with a random state of 42 initially. Then. The model was fit with the X_train and y_train that 

were imported from the pre-processed dataset. It was then going through prediction to get the 

report. 

 

 

Figure 5.2 Hyperparameter tuning on RF model for binary classification 
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The research then did hyperparameter tuning on the Random Forest Model. The 

hyperparameters used in this research are estimators ranging from 500 to 1000, maximum 

depth ranging from 110 to 310, and minimum sample leaves of one, two, or four. To find out 

the best model from these hyperparameters, the research used 3-fold cross-validation as it 

provides a more accurate result in a shorter period, compared to 10-fold cross-validation. The 

total training used was 17.86 hours. The most optimum parameters for this hyperparameter 

tuning are 625 numbers of estimators, 110 depths, and two sample leaves. 

 

 

Figure 5.3 Hyperparameter tuning on RF model for multiclass classification  

 

A similar Random Forest model with ten numbers of estimators and 42 random states was used 

to fit the X_train and y_train for multi-class classification. Then, hyperparameter tuning was 

applied to the model. The hyperparameter used for this model is number estimators ranging 

from 500 to 800, maximum depth ranging from 50 to 210, and minimum sample leaves of one, 

two, and four. After applying it with 3-fold cross-validation, the total grid search time is 33.93 

hours. The time used is longer than binary classification because the results are more detailed 

compared to binary classification. The most optimum parameters for this hyperparameter 

tuning are 800 numbers of estimators, 110 depths, and 1 sample leaf. 

 

Below are the most optimum Random Forest models for both binary and multi-class 

classification after hyperparameter tuning: 
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Table 5.1 The most optimum RF models 

Classification 

Type 

Number of 

Estimators 

Maximum 

Depth 

Minimum 

Sample 

Fitting Time 

(hour) 

Binary Class 625 110 2 17.86 

Multi Class 800 110 1 33.93 

 

 

5.2 Deep Neural Network Model 

 

Figure 5.4 DNN model implementation for binary classification 

 

The second model used is the Deep Neural Network model (DNN), which is one of the 

commonly used Deep Learning Models. The model used input layers with 38 dimensions with 

a total of eight hidden layers. Each layer progressively decreases the number of neurons from 

140 to 20, using the ReLu activation function for non-linearity. Then, LeCun uniform 

initialization is used for the weights in the first layer and Glorot uniform initialization is used 

for the output layers to enhance the model’s ability to learn complex patterns efficiently. 

Besides, the output layer applies a sigmoid activation function to produce outputs that are more 

suitable for binary classification. Finally, the model is trained using the binary cross-entropy 

loss function and optimized with the Adam optimizer, with a focus on maximizing accuracy 

during training. The model fit with 15 epochs and a batch size of 32. The total fitting time for 

binary classification is about 34 minutes. 
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Figure 5.5 Hyperparameter tuning on DNN model for binary classification 

 

The same model had gone through hyperparameter tuning to find a more optimum model. The 

parameters tuned in this model are the batch size, which are 32, 64, and 128, and the optimizer 

for the input layer, which are Adam optimizer and RMSProp. The hyperparameter tuning used 

3-fold cross-validation to do grid search and the total fitting time is 3.32 hours. The best 

parameter found for this model is a batch size of 128 with an Adam optimizer used for the input 

layer. 

 

 

Figure 5.6 DNN model implementation – multiclass classification 

 

A similar DNN model had been applied for multiclass classification. However, some 

modifications have been done for the output layer activation and function used. The multiclass 
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classification DNN model used Softmax as activation with 15 neurons. Then categorical cross-

entropy loss is used to handle multiclass classification tasks better. The total fitting time used 

for this model is 34 minutes. 

 

The similar hyperparameters used for binary classification had been applied to multiclass 

classification too. After using 3-fold cross-validation, the total grid search time is 3.42 hours. 

Different from binary class classification, the best parameters found this time is a batch size of 

128 with RMSProp optimizer used for the input layer. 

 

Table 5.2 The most optimum DNN models 

Classification Type Batch Size Optimizer Fitting Time 

(hour) 

Binary Class 128 Adam 3.32 

Multi Class 128 RMSProp 3.42 

 

 

5.3 Deep Autoencoder Model 

 

Figure 5.7 DAE model implementation for binary classification 

 

The third model used is the Deep Autoencoder model. The model consists of an input layer 

with 38 dimensions, followed by three dense layers in the encoder part with decreasing neuron 

counts of 128, 64, and 32 using the ReLU activation function. Then, the decoder part mirrors 

the encoder’s structure, with three dense layers of 64, and 128 using the ReLU activation. The 

last decoder used one neuron with a sigmoid function to reconstruct the input data. The model 

was compiled using Adam optimizer and binary cross-entropy loss, which is more suitable for 
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binary classification tasks. The model used 15 epochs with a batch size of 32. The fitting time 

for it is 27.51 minutes. 

 

 

Figure 5.8 Hyperparameter tuning on DAE model for binary classification 

 

The hyperparameters used for the DAE model for binary classification are epochs (15 and 25), 

batch size (32, 64, and 128), and optimizer (Adam and RMSProp). After using the 3-fold cross-

validation, the total grid search time was estimated at five hours. The most optimum parameter 

found for the binary classification is a batch size of 64, epochs of 25 with RMSProp applied 

for encoding and decoding layers. 

 

 

Figure 5.9 DAE model implementation for multiclass classification 
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On the other hand, the DAE model applied for the multiclass classification used a Softmax 

optimizer with 15 neurons for the final layer, which is more suitable for multiclass tasks. The 

others remain the same as the model for binary class classification. After training with 15 

epochs and a batch size of 32, the fitting time for the model is estimated at 30 minutes.  

 

Similar hyperparameters are used in multiclass classification models too, which are 15 or 25 

epochs, batch size of 32, 64, and 128, and optimizer of Adam and RMSProp. After the 3-fold 

cross-validation, the total grid search time is 7.35 hours. However, different from binary 

classification best parameters, the best parameter for the multiclass case is batch size with 128, 

epochs of 15 with RMSProp optimizer for both encode and decode layers. 

 

Table 5.3 The most optimum DAE models 

Classification 

Type 

Epochs Batch Size Optimizer Fitting Time 

(hour) 

Binary Class 25 64 RMSProp 4.99 

Multi Class 15 128 RMSProp 7.35 

 

 

5.4 Summary 

The study focused on implementing and optimizing three key machine learning or deep 

learning models for intrusion detection, which are Random Forest (RF), Deep Neural Network 

(DNN), and Deep Autoencoder (DAE). The initial training of RF model used ten estimators 

with random state of 42. Then, hyperparameter tuning had been done on both binary and 

multiclass classification, resulted in higher number of estimators used, 110 of maximum depth 

and minimum sample of 2 and 1. The fitting time for two classifications were 17.86 hours and 

33.93 hours each. 

 

The DNN model implemented input layers of 38 dimensions with a total of eight hidden layers 

for both binary and multi-class classification. Hyperparameter tuning had been applied which 

further refined the DNN models, optimizing batch sizes and optimizers to enhance 

performance. A batch size of 128 and optimizer of Adam and RMSProp each had been chosen 

for two classifications. The optimized DNN models demonstrated fitting times of 3.32 and 3.42 

hours each, showcasing improved accuracy and suitability for classification tasks. 
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The third model, DAE model utilized autoencoder architecture with distinct encoding and 

decoding layers. The hyperparameter tuning on binary and multi-class classification resulted 

in 25 and 15 of epochs, 64 and 128 of batch size and RMSProp as optimizer for the models. 

The fitting times for the models are 4.99 and 7.35 hours each, indicating a notable improvement 

in accuracy and suitability for both classification tasks. 

 

In summary, the study meticulously implemented, trained, and optimized RF, DNN, and DAE 

models for intrusion detection, for the purpose of showcasing substantial improvements in 

performance metrics such as accuracy and fitting times through rigorous hyperparameter tuning 

and model refinement processes. 
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Chapter 6 

Experimental Result and Discussion 

 

6.1 Pre-processing Results 

 

 

Figure 6.1.1 Box Plot comparison of one feature 

 

The comparison of the box plots for one of the features in the CIC-IDS2017 dataset before and 

after pre-processing reveals a significant reduction in outliers, particularly in the total forward 

packets. Initially, the data showed numerous outliers ranging from 150,000 to 200,000, but 

after pre-processing, only a few outliers remained. While the pre-processing didn't eliminate 

all outliers, it was highly effective in reducing their presence in the dataset, leading to a more 

refined and reliable data distribution. 
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6.2 Experimental Results – Random Forest 

 

Figure 6.2.1 RF model confusion matrix for binary classification (Before and After 

Hyperparameter Tuning) 

 

The above comparison shows the confusion matrix results for Random Forest (RF) models 

before and after hyperparameter adjustment in binary classification. The benefit of 

hyperparameter adjustment is noticeable in the reduction of false positives, which dropped 

from 0.04% to 0.03%. This drop indicates a significant improvement in the models' capacity 

to reduce false alarms, increasing the precision of their forecasts. 

 

Similarly, the tuning process resulted in a decrease in false negatives, from 213 to 204. This 

decrease in false negatives suggests that the model's sensitivity and recall have improved, 

resulting in an overall gain in accuracy. By efficiently resolving both false positives and false 

negatives, hyperparameter-tuned RF models increase their performance in correctly identifying 

instances of both normal and attack traffic in the dataset. 
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Figure 6.2.2 RF model confusion matrix for multi-class classification (Before and After 

Hyperparameter Tuning) 

 

The comparison of the confusion matrices before and after hyperparameter adjustment for 

multi-class classification revealed little differences. Overall, True Positive rates for most attack 

categories increased slightly, ranging from at least one sample to 0.1% of total samples. These 

categories include DoS, Port Scan, DDoS, FTP, and SSH, among others. This development 

suggests that the models have become more adept at correctly identifying these specific types 

of attacks. 

 

However, an increase in False Positive rates for the RF model was found, which rose from one 

sample to 0.1% of the total data. This rise indicates a risk of false alerts for specific attack 

types. Although there was an increment in True Positive rates, the increase in False Positives 

implies a need for further refining to reduce false alarm rates and improve the precision of the 

multi-class classification models. 
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6.3 Experimental Results – Deep Neural Network 

  

Figure 6.3.1 DNN model confusion matrix for binary classification (Before and After 

Hyperparameter Tuning) 

 

The DNN model performed better after hyperparameter adjustment. Notably, false positives 

decreased significantly, from 1544 to 364 samples. This huge reduction implies that the model's 

false alarm rate has decreased significantly, increasing its reliability in accurately identifying 

normal traffic. 

 

Furthermore, the DNN model's false negatives fell by 165 samples, while true negatives and 

true positives increased by 1180 and 165 samples, respectively. After hyperparameter 

optimization, the DNN model's prediction power becomes more balanced and accurate, as seen 

by these changes. 

 

  

Figure 6.3.2 DNN model accuracy curve for binary classification (Before and After) 

 



Bachelor of Information Technology (Honours) Communications and Networking  

Faculty of Information and Communication Technology (Kampar Campus), UTAR 
    41 
 

The graphs displaying the accuracy of the Deep Neural Network (DNN) model for both the 

training and testing sets show a clear trend of improvement as the epoch count increases. The 

greatest accuracy value had shifted from 0.996 to 0.998 before and after hyperparameter 

adjustment. Initially, the accuracy for the testing set is around 0.996 and gradually increases to 

around 0.998. This incremental increase suggests that as the model progresses through more 

epochs, it improves its ability to learn from training data and generalize its predictions to 

previously unseen data in the testing set. 

 

  

Figure 6.3.3 DNN model loss curve for binary classification (Before and After) 

 

The Deep Neural Network (DNN) model's loss curve provides critical insights into its 

performance throughout training and testing, especially after hyperparameter tuning. Initially, 

the loss curve may show oscillates or unexpected spikes, suggesting places where the model 

struggles to converge or has difficulty reducing the loss function. 

 

However, after hyperparameter adjustment, the loss curve shows significant improvement. One 

noticeable improvement is the graph's overall smoothness, which indicates that the model's 

training and testing processes have become more stable and reliable. This smoother curve 

indicates that the model is now better able to learn and generalize from the data, resulting in 

more trustworthy predictions and less fluctuation in performance. 
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Figure 6.3.4 DNN model confusion matrix for multi-class classification (Before and After 

Hyperparameter Tuning) 

 

The confusion matrix study of the DNN model for multi-class classification shows 

considerable gains in identifying various types of attacks. Several attack types, including as 

DoS, Port Scan, DDoS, FTP, SSH, Brute Force, and Heartbleed, saw significant improvements 

in their confusion matrices. These gains were distinguished by a decrease in false positives and 

negatives, as well as an increase in real positives and negatives. These changes combined show 

a significant improvement in the model's accuracy and reliability in detecting these attack 

types. 

 

However, several categories, such as XSS, Infiltration, and SQL Injection, witnessed a 

performance decrease. This reduction is demonstrated by a decrease in the frequency of true 

positives, implying that the model's ability to reliably categorize these specific attacks may 

have declined following hyperparameter adjustment. 
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Figure 6.3.5 DNN model accuracy curve for multi-class classification (Before and After) 

 

The accuracy curve analysis for the DNN model after hyperparameter tuning shows an 

improvement of around 0.995 to 0.997. This upgrade implies that the model's accuracy has 

improved generally after fine-tuning. However, an interesting observation is made in the curve 

for the testing set, which appears less smooth than in its pre-tuning form. In contrast, the 

training set's curve remains rather stable both before and after tuning. 

 

  

Figure 6.3.6 DNN model loss curve for multi-class classification (Before and After) 

 

The loss curve study for the DNN model in multi-class classification shows a less smooth trend 

than binary classification. Additionally, there is a noticeable increase in loss following 

hyperparameter adjustment. This issue could be related to the model's extended goal of 

predicting numerous classes, which may make it difficult to efficiently minimize the loss 

function. 

 

The increase in loss following hyperparameter tuning indicates that the model is having 

difficulty reliably classifying over a wider range of categories. This could be due to greater 

complexities and variability in the multi-class categorization scenario, forcing the model to 

negotiate a more difficult decision environment. 
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6.4 Experimental Results – Deep Autoencoder 

  

Figure 6.4.1 DAE model confusion matrix for binary classification (Before and After 

Hyperparameter Tuning) 

 

The binary classification analysis for the DAE model reflects the improvements seen in the RF 

and DNN models following hyperparameter adjustment. Notably, performance metrics have 

improved significantly, with false positive and false negative cases down by 197 and 124, 

respectively. Furthermore, true positive cases climbed from 196073 to 196197, while true 

negative cases rose from 166538 to 166735. 

 

These enhancements result in increased accuracy and precision for the DAE model in binary 

classification tasks. The decrease in false positives and false negatives represents a drop in the 

model's false alarm rate and misclassification errors, contributing to improved overall 

performance and reliability in discriminating between benign and attacked traffic. 

 

  

Figure 6.4.2 DAE model loss curve for binary classification (Before and After) 
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The loss curve analysis before and after hyperparameter tuning shows a significant 

improvement, as seen by a reduction in loss for both training and testing sets. This drop in loss 

indicates that the model's prediction accuracy and capacity to minimize errors have improved 

after tuning. Furthermore, the training set shows a smoother curve after tuning, especially with 

additional epochs used during fitting. This smoother curve suggests increased model 

performance as more training iterations occur, implying better convergence and optimization 

of the model’s learning process.. 

 

  

Figure 6.4.3 DAE model confusion matrix for multi-class classification (Before and After 

Hyperparameter Tuning) 

 

The multi-class classification analysis of the DAE model shows a moderate improvement after 

hyperparameter adjustment. While some categories failed to effectively minimize false positive 

results, resulting in a larger false alarm rate, other areas showed significant improvement. 

Several categories saw a decrease in false negatives and an increase in true positives inside the 

confusion matrix. These modifications suggest an overall improvement in the model's accuracy 

and performance, especially in correctly identifying occurrences of different attack types. 
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Figure 6.4.4 DAE model loss curve for multi-class classification (Before and After) 

 

The loss curve for the DAE model in multi-class classification improves significantly after 

hyperparameter optimization, resulting in a smoother and more stable graph for the test set. 

This smoother trend shows improved model performance and lower variability in loss values. 

Furthermore, the general trend of the loss curve displays a significant reduction in loss relative 

to the curve before hyperparameter adjustment, indicating the model's increased effectiveness 

in minimizing mistakes during the training and validation stages. 

 

6.5 Comparison of Performance with Previous Researchers 

Below is the comparison of the results of each machine learning and deep learning before 

hyperparameter tuning, after hyperparameter tuning, and the other actors’ results: 

 

Table 6.5.1 Results of models for Binary Classification 

Model Dataset 
Binary Classification (%) 

Accuracy Precision Recall F1 Score 

RF CIC-IDS2017 99.90 99.90 99.90 99.90 

RF (Tuned) CIC-IDS2017 99.92 99.92 99.92 99.92 

RF-800 (Rifkie P. & 

Bayu A. T.) [2017] 
NSL-KDD 99.57 - - - 

RF (Adnan H. A., 

Salama A. M. & etc.) 

[2021] 

CIC-IDS2017 96.76 97.96 97.62 - 
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DNN + 8 hidden 

layers 
CIC-IDS2017 99.44 99.44 99.44 99.44 

DNN + 8 hidden 

layers (Tuned) 
CIC-IDS2017 99.81 99.81 99.81 99.81 

Feature Selection 

Based DNN (Li H. 

L., Ramli A., Wen C. 

T., & Alok K. S.) 

[2021] 

NSL-KDD 99.40 99.70 97.90 98.80 

DAE CIC-IDS2017 99.78 99.78 99.78 99.78 

DAE (Tuned) CIC-IDS2017 99.87 99.87 99.87 99.87 

DAE (Srikanthyadav 

M. Gayatri K. 

Padmaja R.) 

CIC-IDS2017 91.76 96.27 96.40 - 

 

In contrast to the Random Forest model utilized by earlier researchers, the Random Forest 

model in this study report performed better in binary classification, with accuracy, precision, 

recall, and an F1 score of 99.90. There was a 0.02% boost in performance after tuning the 

model. The performance is because research conducted feature selection and dataset pre-

processing. About 0.35% of the performance was successfully boosted by the research. 

 

Conversely, the study employed a DNN model with eight hidden layers, similar to Petros 

Toupas's model. The model has a 99.44% accuracy, precision, recall, and F1 score, a 

percentage significantly higher than the binary classification result provided by Li Hua and 

others. Performance improved by 0.35% when the hyperparameters were adjusted, with an 

accuracy difference of up to 0.41%. 

 

Finally, the DAE model trained by this research succeeded at 99.78%. After hyperparameter 

adjustment, performance improved to 99.87%. Compared to the performance results provided 

by previous researchers, this study boosted the accuracy of the DAE model by 8.11%, the 

highest among the RF and DNN models.  
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In conclusion, the study paper effectively trained the model to obtain at least 99% accuracy, 

precision, recall, and F1 score. There was 99% confidence in IDS trained using Random Forest, 

DNN, and DAE models to discern between benign and attack traffic, as provided by the 

hyperparameters employed in this study paper and feature selection done on the dataset fed in. 

 

Table 6.5.2 Results of models for Multi-class Classification 

Model Dataset 
Multi-class Classification (Average) (%) 

Accuracy Precision Recall F1 Score 

RF CIC-IDS2017 99.81 99.85 99.81 99.83 

RF (Tuned) CIC-IDS2017 99.83 99.84 99.83 99.84 

RF (Nabila F. & M. 

A. Jabbar) [2016] 
NSL-KDD 99.67 - - - 

DNN + 8 hidden 

layers 
CIC-IDS2017 99.21 99.36 99.21 99.26 

DNN + 8 hidden 

layers  (Tuned) 
CIC-IDS2017 99.66 99.72 99.66 99.65 

DNN + 8 hidden 

layers  (Petros T., 

Dimitra C. & etc.) 

[2019] 

CIC-IDS2017 99.95 94.31 95.62 94.10 

DAE CIC-IDS2017 99.54 99.75 99.54 99.58 

DAE (Tuned) CIC-IDS2017 99.63 99.68 99.63 99.63 

DAE (Yesi N., 

Kunang, Siti N., 

Deris S., & Bhakti Y. 

S.) 

CIC-IDS2018 95.79 95.38 95.79 95.11 

 

For this study's multi-class classification, the Random Forest model achieved 99.81% accuracy, 

99.85% precision, 99.81% recall, and a 99.83% F1 score. After hyperparameter adjustment, 

the model's performance improved somewhat, with an accuracy of 99.83%, precision of 

99.84%, recall of 99.83%, and F1 score of 99.84%. However, using feature selection, the model 

was able to boost its accuracy by 0.16%. 
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Aside from that, the DNN model achieved an accuracy of 99.21%, precision of 99.36%, recall 

of 99.21%, and F1 score of 99.26%. After hyperparameter adjustment, the accuracy, precision, 

recall, and F1 score increased to 99.65%. Even though the DNN model provided by our 

research had a lower accuracy than the model proposed by Petros et al., the precision, recall, 

and F1 scores were substantially greater, around 5% higher. Thus, the DNN model developed 

in this study exhibited a more balanced performance, with a high detection rate and a low false 

alarm rate. 

 

Finally, the DAE model developed in this study achieved an accuracy of 99.54%, a precision 

of 99.75%, a recall of 99.54%, and an F1 score of 99.58%. After hyperparameter adjustment, 

the DAE model's accuracy rose by roughly 0.9%. In contrast to the DAE model offered by 

Yesi, etc., the research successfully boosted performance by approximately 4%. The increment 

could be because the DAE model employed in the study differs from that used by prior 

researchers, as earlier researchers did not produce many results for the deep learning model. In 

addition, an appropriate pre-processing with feature selection was applied to the dataset before 

training. 

 

In summary, the models trained in this study, which include an RF model, a DNN model, and 

a DAE model, were able to identify 15 categories of activity types in the CIC-IDS2017, 

including benign and 14 forms of attacks such as DoS, DDoS, Port Scan, and others. The attack 

rate exceeds 99%, with the DAE model having the lowest accuracy (99.63%) and the RF model 

having the best accuracy (99.83%). On the other hand, the DAE model has the lowest recall of 

99.63%, followed by DNN at 99.66% and RF at 99.83%. There is more than 99.6% confidence 

that the models, following hyperparameter adjustment, will not produce a false alarm rate or 

precise detection. 

 

6.6 Project Challenges 

Nonetheless, it's critical to recognize the study approach's limitations. Time constraints prevent 

the research from simulating our data and updating the models to cater to evolving attack 

tactics. Furthermore, considering that using more hyperparameters during Grid Search will 

lengthen the time required to identify the ideal model and improve performance, the research 

only selected the bare minimum of hyperparameters, guaranteeing that the findings will be 

trained in two days.  
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Overall, the study demonstrated the potential optimization strategies and hyperparameters used 

in improving the accuracy, precision, recall, and F1 scores of the RF, DNN, and DAE models.  

 

6.7 Summary 

This chapter presented experimental data for the RF model, DNN model, and DAE model. In 

binary classification tasks, hyperparameter adjustment improved model performance across all 

three models, with large decreases in false positives and false negatives. The DNN model, in 

particular, demonstrated a reduction in false positives and a balanced improvement in real 

positives and negatives, resulting in increased precision and recall. 

 

The RF model performed well in multi-class classification, with just minimal post-tuning 

changes needed. After hyperparameter adjustment, the DNN model performed more 

consistently, with improved accuracy and precision. The DAE model also demonstrated 

moderate gains, particularly in terms of reducing false negatives and boosting true positives, 

showing improved detection accuracy across attack types. 

 

The feature selection approach used on the CIC-IDS2017 dataset, together with model 

hyperparameter adjustments, significantly enhanced the performance of the Random Forest, 

Deep Neural Network, and Deep Autoencoder models. These enhancements resulted in 

outstanding accuracy rates of up to 99.5% for both binary and multi-class classifications, 

implying that the IDS system can detect around 99.5% of attacked traffic. Furthermore, 

reaching high precision and recall rates of up to 99.5% illustrates the models' capacity to 

maintain a low false alarm rate while reliably detecting malicious activity. These results 

demonstrate that these models can be used effectively in intrusion detection system (IDS) 

environments, given that the appropriate pre-processing, feature selection, and hyperparameter 

tuning are done. 

 

Furthermore, the obstacles encountered during the study, such as time constraints that limited 

the exploration of varied datasets and hyperparameters, were acknowledged. Despite these 

restrictions, the study demonstrated successful optimization methodologies and 

hyperparameter tuning that significantly enhanced model performance across a range of 

expectations. This thorough approach not only highlights the models' efficacy but also stresses 
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the significance of meticulous data preprocessing and model refinement in generating robust 

results in IDS applications. 

 

  



Bachelor of Information Technology (Honours) Communications and Networking  

Faculty of Information and Communication Technology (Kampar Campus), UTAR 
    52 
 

Chapter 7 

Conclusion 

 

7.1 Conclusion 

The research had done a comprehensive approach toward improving machine learning models 

for intrusion detection systems. The study focused on critical processes such as dataset pre-

processing, feature selection, model analysis, and hyperparameter tuning, with each step having 

the goal of improving model performance across binary and multiclass classification tasks 

using the CIC-IDS2017 dataset. The first phases involved fine-tuning the dataset, addressing 

difficulties such as null values, data merging, attribute reduction, label standardization, data 

balance, scaling, encoding, and partitioning for training and testing. Feature selection, guided 

by Pearson's Correlation, focused on critical properties, creating a solid foundation for later 

model fitting. The research focused on assessing and fine-tuning machine learning models such 

as Random Forest (RF), Deep Neural Network (DNN), and Deep Autoencoder (DAE). 

Performance parameters such as accuracy, precision, recall, and F1 score were analysed to 

determine each model's ability to reliably detect normal and attack traffic. 

 

Hyperparameter tuning emerged as a critical step, resulting in significant performance 

improvements. After tuning, the models had outstanding accuracies that were regularly higher 

than 99.5%, with the RF model leading the group by achieving a 99.92% average in binary 

classification. Notably, the DNN model in multi-class classification achieved an optimal 

balance of precision (99.72%) and recall (99.66%), demonstrating its capacity to detect attack 

traffic while minimizing false alarms. This study provides significant insights and strategies 

for designing robust IDS solutions that have improved detection capabilities and lower false 

alarm rates, strengthening network security in modern cyber environments.  

 

7.1 Recommendation 

Despite the project's success, time constraints limited hyperparameter changes to a subset of 

features. Aside from that, the research was unable to develop our dataset to use in this study. 

Future efforts should focus on broader hyperparameter tuning approaches to investigate the full 

range of model optimization options. This includes altering hyperparameters such as learning 
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rates, regularization parameters, and network designs across all important aspects to ensure a 

thorough examination of the model's capabilities. Furthermore, the research should look at 

advanced feature engineering approaches other than Pearson's Correlation to improve model 

interpretability and performance by applying them to our dataset for more complete results. 

Overall, this study provides the foundation for reliable intrusion detection systems by proving 

the efficacy of precise data handling, strategic feature selection, and tailored model 

optimization in developing high-accuracy security solutions.   
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