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ABSTRACT

FEMUR SHAPE

ANALYSIS SYSTEM USING

MAXIMUM-MINIMUM CENTRE

SKELETONIZATION

Ts. Saw Seow Hui

The medical field covers an expansive expertise to serve the needs of a

particular human body. The most competitive and rewarding medical spe-

cialities is the orthopaedic surgery, which is mainly focused on improving

the lives of patients with mobility and disorder issues, such as arthritis,

ligament sprains, femoral shaft fractures, etc.

Femoral shaft fractures are common, and it is correlated with frequent

morbidity and mortality. It is a major musculoskeletal disorder caused

by tremendous force applied to the femur. One of the most common sur-

gical treatments for fixation is intramedullary nailing (IM) procedure, which

utilises a specially designed metal rod and screws to be implanted into the

medullary canal.

However, severe bowing of the femur and the increasing in the width

of the medullary canal can result in a mismatch between the IM nail and

the alignment of the femur. Such mismatch is a risk factor for anterior cor-

tical perforation off the distal femur with subtrochanteric fractures and leg

length discrepancy with fractures of the femoral shaft. Therefore, accurate



three-dimensional (3D) preoperative planning is mandatory to facilitate the

implant's design based on the obtained geometric data of the femur ana-

tomy, especially for the bowed femur.

This thesis presents an automatic orthopaedic analysis system, namely,

3D femur shape analysis system (3D-FSA) based on the extracted

skeleton of each individual patient to provide an accurate 3D preoperative

simulation. Inspired by the theory defined in 3D skeletonization, we imple-

mented a straightforward approach, namely the maximum-minimum centre

approach for the skeleton extraction from the 3D femur in 3D-FSA.

The use of 3D skeletonization in statistical analyses of femur parameters

and geometry is a relatively novel field. It has been shown that the skel-

eton of the 3D femur produced by 3D-FSA allows the orthopaedics to gain

a better visualise anatomy, aid in analysis and planning for the complex

surgery and implant measurements. This is mainly because the significant

geometric and topological information of the 3D femur can be computed,

by using the proposed maximum-minimum centre approach in 3D skeleton-

ization module.

There are four (4) phases in the development of 3D-FSA. The first (1st)

phase involves the creation of the 3D femur data files in .obj format from

a set of cross-sectional CT images. These text files are created and shared

by the researchers from South Korea and they are I. J. Jung (University of

Ulsan College of Medicine, Seoul), E. J. Choi (Department of Orthopaedics,

Asan Medical Centre, Seoul), B. G. Lee (Division of Computer Engineering,

Dongseo University, Busan) and J. W. Kim (Department of Orthopedic Sur-

gery, University of Ulsan College of Medicine, Asam Medical Centre, Seoul).

The 3D femur is then constructed in the second (2nd) phase. The medial

iv



axis (skeleton) is extracted in the third (3rd) phase and finally the results

are analysed in the fourth phase (4th).

3D-FSA has been utilised by the mentioned researchers for conducting

the morphometric evaluation and anatomical analyses among Korean pop-

ulation. They have verified and validated the reliability of our system.

Extensions of the proposed approaches for 3D-FSA are discussed through-

out this thesis.
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Chapter 1

INTRODUCTION

There are two (2) main research questions that are required to be answered

throughout our research as follows:

A. How to perform 3D skeletonization on the given femur 3D mesh data?

B. How is the resulting skeleton be used as an analysis study for the ana-

tomical and geometrical parameters of the femur shaft?

Therefore, I have divided this research into three (3) main keywords

as shown in Fig. 1.1 which consists of the human femur, followed by the

3D skeletonization and lastly, our femur analysis system namely 3D-FSA.

These keywords are discussed in detail in the following sections.

Figure 1.1: The main keywords in our research.
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1.1 Human Femur

The human femur is the longest, heaviest and strongest bone in the human

body as illustrated in Fig. 1.2. It acts as the site of origin and attachment

of many muscles and ligaments, and can be divided into three parts: prox-

imal, shaft and distal as illustrated in Fig. 6.7a. As shown in Fig. 6.7b, the

proximal aspect of the femur articulates with the acetabulum of the pelvis

to form the hip joint, which consists of a head and neck, and two bony

processes - the greater and lesser trochanters [29].

Figure 1.2: An example of human femur (Right femur and left femur) sourced
from the website [6].
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On the other hand, the distal end of the femur is characterised by the

presence of the medial and lateral condyles, which articulate with the tibia

and patella to form the knee joint. The third part is the shaft of the femur

which descends in a slight medial direction. This brings the knees closer to

the body’s centre of gravity, increasing stability [29]. The femur shaft is our

focused area in 3D-FSA.

There are times when there is a break anywhere along this length of

bone, it is called a femoral shaft fracture [30]. Different kinds of trauma

with many forces can result bone damage, such as in some motor vehicle

(a) (Posterior View) The femur is divided into three
parts: proximal, shaft and distal.
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(b) The anatomy of the femur for proximal and distal parts in anterior view and pos-
terior view respectively.

Figure 1.3: The anatomy of a right femur.

accidents or motorcycle crashes as shown in Fig. 1.4, which causes over 1.3

million deaths worldwide and mostly involves a femoral shaft fracture [31].

The damage can also occur in a lower-force accidents, such as falls from

slippery floors, and ladder landing on foot among the older people due to

their weaker bones or osteoporosis as shown in Fig. 1.5. There are several

types of femoral shaft fractures but these topics are beyond the scope of this

research. Thus, the details of these topics will not be included in this thesis.

There are usually two (2) types of treatments for femoral fractures: non-

surgical and the surgical (refer to Fig. 1.6). Nonsurgical treatment requires

only a cast to heal as shown in Fig. 1.6a. This is mostly applicable to very

young children. In contrast, surgical treatment requires surgery to repair

and heal the broken bones within 24 to 48 hours. There are an approxim-

ately one in ten road injuries involves a femoral shaft fracture that is most

effectively treated with surgery [31].
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Figure 1.4: Femoral shaft fracture can occur in some motor vehicle accidents.

(a) Falls from ladder and landing on
foot.

(b) Older people with weaker bones or
osteoporosis.

Figure 1.5: Femoral shaft fracture can also occur in a lower-force accidents.
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Open Reduction and Internal Fixation (ORIF) is a surgical treatment

that consists of two procedures performed under anaesthesia [32, 33]. The

first procedure is open reduction, in which the orthopaedic surgeon cuts the

skin and adjusts the fractured bone to the normal position. The second

procedure is internal fixation, where the bone fragments are held together

with fixation devices such as plates, screws, stainless steel pins and wires

until bone union [34, 35].

Intramedullary Nailing (IM) is the most common surgical treatment for

certain diaphysial fractures of the femur [36]. During this procedure, a spe-

cially designed metal rod, also known as an IM nail as shown in Fig. 1.6b,

is inserted into the medullary canal and passes across the fractured bone

to maintain its position. Finally, screws are placed above and below the

fracture to hold the femur in the correct alignment while the bone heals

[37].

Nonetheless, orthopaedic surgeons often encounter severe problems such

as iatrogenic fractures and complications during implant insertion due to

exaggerated femoral bowing [10, 38, 39, 40, 41, 42]. Severe bowing of the

femur as illustrated in Fig. 1.7 can result from a mismatch between the IM

nail and the alignment of the femur. This mismatch occurs because most

of the implants are designed for the typical femur, which does not usually

match the atypical femur (the exaggerated bowing femurs).

Such mismatch is a risk factor for anterior cortical perforation off the

distal femur with subtrochanteric fractures, and Leg Length Discrepancy

(LLD) with fractures of the femoral shaft. LLD after IM nailing of femoral

shaft fractures is common and is reported in 20% to 30% of cases [43]. Sev-
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(a) The nonsurgical treatment with
cast.

(b) The surgical treatment with a specially designed metal rod
known as an IM nail is inserted into the medullary canal and
passes across the fractured bone to maintain its position.

Figure 1.6: Two (2) types of treatments for femoral shaft fractures.
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(a) My cousin brother is suffering from the
bowed knee.

(b) Anteroposterior (AP) view of the bowed
femur in a 2 years old child with rickets

sourced from the website [7].

Figure 1.7: The examples of bowed knees and bowed femur.
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eral techniques were proposed in [44, 45, 46, 47] to prevent intra-operative

LLD during femoral fracture fixation. In addition, [48, 49] measured the

LLD for several patients who had treated their femoral shaft fracture with

IM nails for early intervention and repeat surgery.

Therefore, several morphological studies have been conducted on the dif-

ferences in the magnitude of femoral bowing among the Asian population

[50, 51, 52, 15] and Western populations [53, 54, 55, 56, 57, 58]. In addi-

tion, the other significant parameters of the human femur, such as femoral

length, diameter of medullary canal, ROC, femur length and etc., were as-

sessed using either roentgenogram [59, 60, 61], CT [62, 63, 14, 15], 3D spaces

[64, 65, 52, 66, 51, 16] or 3D printed models [39]. These parameters obtained

from all walks of life, various races and ages are used as a reliable frame

of reference during the preoperative templating and preoperative design of

custom-made implant devices [40].

Femoral bowing refers to the curvature or bending of the femur, which

is the thigh bone. It is a natural variation in the shape of the femur that

can be observed along its length. It can occur in different regions of the

bone, such as the shaft of the neck. Femoral bowing can be determined by

measuring of the angulation between the proximal and distal quarters of

the femoral diaphysis, and the cut-off value was defined between 5.25○ and

7.00○ [67, 68, 56]. Thus, a preoperative planning template in orthopaedic

surgery is an essential prerequisite to estimate the correct nail diameter and

length for the success of the procedures. Conventionally, the detailed sur-

gical plan and measurement are written down as blueprints and performed

on hardcopy radiographs using various methods. This practice has become

less practical because of a lack of consistency in radiographic magnification

[69] and the rapid development of CAD software for deriving 3D meshes
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from reconstructed lateral radiographs or images using CT images [52].

Therefore, a comprehensive anatomical study of human femurs by geo-

metric computation is warranted to properly characterise the significant

femur parameters and serve as a reference for physical and forensic anthro-

pology as well as the design of medical devices suitable. Moreover, these

studies are able to avoid potential malalignment, rotation, and abnormal

stresses between the femur and implant.

These significant femur parameters including:

• The femur length from the upper pole of the femoral head to the

bicondylar baseline as illustrated in Fig. 1.8a.

• The shaft length from the tip of the greater trochanter to the bicon-

dylar line as illustrated in Fig. 1.8a.

• The femur width of the entire femur as illustrated in Fig. 1.8b.

• The AP length as illustrated in Fig. 1.8c.

• The diameter of the medullary canal as illustrated in Fig. 1.8e.

• The location and the width of the femoral isthmus as illustrated in

Fig. 1.8e.
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• The thickness of the compact bone as illustrated in Fig. 1.8e.

• The ROC as illustrated in Fig. 1.8d.

1.2 3D Skeletonization

A 3D mesh is a raw, rich, complex and unmeaningful to be analysed. Fur-

thermore, a high-resolution 3D mesh can be highly expensive in storage and

processing terms. For that reason, 3D skeletonization is one such alternat-

ive representation that provides an effective and compact representation of

objects.

3D skeletonization is a process of generating a skeleton, sometimes called

the curve skeleton, which captures the inner structure of an overall complex

3D mesh. These computed skeletons consist of significant geometric and

topological information that are used extensively to produce segmentation

for various analyses and visualisations in medical imaging [70], robotics [71],

reverse engineering [72] and video surveillance systems [73].

The resulting of 3D skeletonization is called the skeleton or the MA. For

decades, many research efforts have focused on finding an optimal approach

for generating skeletons or medial axes from these digital meshes. The

concept of the MA was first presented by Blum [74] as a shape descriptor

for computer vision applications in the year of 1967.

The concept was next extended to 3D shapes, yielding a wide family

of variations and the state-of-art of 3D skeleton was published in the year

of 2016 in Eurographics [75]. This paper defined the 3D mesh as Ω and
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the medial axis of a 3D mesh as the locus of centres of maximal inscribed

circles in the 3D mesh as shown in Fig. 1.9a. By adding the radii r of the

(a) 1. Femur Length, 2. Femur Shaft Length.

(b) Femur Width.

(c) AP Length.

(d) The femoral isthmus, medullary canal and the compact bone.

Figure 1.8: ROC.
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(e) The femoral isthmus, medullary canal and the compact bone.

Figure 1.8: These parameters are significant for decision making in surgery
planning.

corresponding circles to the set of medial centres p, the MAT is obtained

as shown in Fig. 1.9b. The corresponding circle Bi(pi, ri) of centre pi and

radius ri is also called a medial circle.

Hence, MA is based on MAT that is mainly composed of two (2) com-

ponents as shown in Fig. 1.10. Apart from that, [75] concluded that the

skeleton or the MA of a shape is known as several equivalent definitions, as

shown in Fig. 1.11.

The main advantage of skeletons, thus, appears when they allow a sim-

pler, more intuitive, and computationally effective way to analyse. There

are several general properties that are used to define the efficiency and ef-

fectiveness of the generated skeletons [76]. Moreover, the proposed 3D skel-
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(a) The MA(Ω) and the maximal inscribed circle Bi of the 3D mesh Ω.

(b) By adding the radii r of the corresponding circles to the set of the medial
centres p, the MAT (Ω) is acquired.

Figure 1.9: The MA and MAT obtained from the YouTube video available at
[8].

Figure 1.10: MAT is mainly composed of MA and radius function.
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Figure 1.11: The MA or skeleton of a 3D mesh can be known as several equi-
valent definitions: (i) Maximally inscribed circles, (ii) Grassfire
analogy, (iii) Maxwell set, (iv) Symmetry set.
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etonization methods should comply with the desirable properties defined in

[75]. Defining and assessing these properties are crucial for the performance

verification and selection of a suitable skeletonization method for a specific

application context.

As such, several desirable properties are selected to be discussed in

Chapter 7 for the strengths and limitations of our methods and the ex-

isting method- Thinning-based method.

1.2.1 Comparison Criteria

This section describes the selected properties that we compare against,

which are delineated in Table 1.1.

Table 1.1: Skeletonization properties that are used in our comparative results.

No. Properties

1 Homotopy

2 Thinness

3 Centredness

4 Computational Scalability

Homotopy

Practical skeletons should maintain the homotopy property of the formal

counterparts. The obtained skeleton should be topologically equivalent to

the input shape such as the same number of connected components, cavit-

ies, and tunnels.
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Thinness

The practical skeletons should be as thin as allowed by the space sampling

used to model them. Mesh-based skeletons achieve the desired zero (0)

thickness by construction.

The thickness of voxel-based skeletons is lower bound by the grid resol-

ution, but the thickness conflicts with centredness.

Centredness

Each calculated skeleton point should be at equal distance from at least two

(2) different points of the shape surface. There are mainly two (2) issues

for the calculated skeletons with respect to centredness:

A. The centredness is constrained by the spatial sampling used to rep-

resent the skeleton.

B. Since there is no universally accepted definition thereof, it is very dif-

ficult to validate the centredness.

Voxel-based skeletons cannot always be perfectly centred, even for a

simple 3D mesh. In practice, centredness is significant when using skeletons

for shape reconstruction [77] and metrology [78]. It can be quantitatively

assessed in absolute terms, by measuring distances from skeleton points to

their closest surface points, or in relative terms, by comparing two or more

skeletons produced by different methods against each other using Hausdorff

distance metrics.
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Computational Scalability

3D skeletonization have been used in many applications. In order to cope

with the exponential growth of the number of triangles in a 3D mesh, a

near-real-time, interactive and scalable 3D skeletonization methods are cru-

cial [75, 79]. Thus, several approaches have been proposed to achieve this

goal.

The computations of the Voronoi-based methods [80, 81, 82, 83, 84, 85]

are time consuming process, whereas the Thinning-based methods [86, 87,

88, 89] are faster than the Voronoi diagram-based methods. Apart from

that, [76] presented that the skeletonization methods should be able to ex-

tract skeletons of large, e.g.: 10243 or similar voxel volumes in (tens of)

seconds on a modern Personal Computer (PC) with 16 GB RAM.

1.2.2 Types of 3D Skeletonization Method

Based on the same article [75], the concept for 3D shapes can be either

One-dimensional (1D) curves or Two-dimensional (2D) surfaces. Hence the

existing methods for 3D skeletonization are divided into:

• Surface skeletonization methods: which the skeleton is the 2D mani-

folds which contain the loci of maximally inscribed balls in a 3D mesh.

• Curve skeletonization methods: which the skeleton is the 1D curves

which are locally centred in the 3D mesh (Our method falls in this cat-

egory due to well suited to describe tube-like anatomical structures,

e.g.: our 3D human femur).
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On the other hand, [88] grouped the major existing methods of 3D skel-

etonization into three (3) various groups as depicted in Fig. 1.12.

Figure 1.12: The three (3) major groups for existing 3D skeletonization meth-
ods.

However, these existing methods are unable to preserve the connectivity

of the skeletons for the 3D meshes, and they are difficult to implement.

The first major methods are the distance-transformed field methods, also

known as distance map or distance field, with the following articles [90, 91]

in the year of 2007 and [77] in the year of 2011 respectively. These are the

derived representation of digital images and the data structure are mostly

in voxels. The main drawback of these methods is that the extracted skel-

eton tends to miss some branches, and some of the structures are usually

disconnected. Besides that, these existing methods are quite sensitive to

boundary noise.

The second major methods are the Voronoi-diagram based [80, 81, 84,

82, 85, 83]. A voronoi diagram is a partition of a plane into regions close

to each of a given set of objects. However, these methods extract a great

number of spurious skeletal branches that are not essential for compact rep-

resentation of the models. Moreover, the computations of Voronoi-diagrams

are time-consuming processes.
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Lastly, the third major methods are the Thinning-based methods [86,

87, 88, 89]. Thinning methods iteratively peel off the boundary voxels (also

called simple points) whose deletion sometimes alter the 3D mesh topology.

In addition, these methods are not able to preserve the connectivity of the

skeletons of 3D meshes.

Figure 1.13: Our proposed approach for 3D skeletonization namely,
maximum-minimum centre approach.

On the other hand, in the field of extracting skeletons from 3D human

femurs, two (2) notable papers published in 2010 [1] and 2014 [2] have ex-

plored the application of 3D skeletonization techniques. In their respective

studies, [1] employed a Thinning-based method to compute the MAT of the

femur, while [2] utilised Principle Components Analysis (PCA) to compute

the MA.

However, it is important to note that these methods face certain limita-

tions when it comes to preserving the connectivity of the extracted skeletons

for 3D femurs. Due to the nature of the skeletonization process, both ap-

proaches struggle to fully capture and maintain the intricate connectivity

patterns present in the femur structure. As a result, there is a risk of missing

out on significant information and details that are crucial for a comprehens-

ive analysis of the femur morphology.

20



Preserving the connectivity of the femur skeleton is of utmost import-

ance, as it provides valuable insights into the structural integrity and func-

tionality of the bone. Disruptions in the connectivity can lead to misin-

terpretations and incomplete representations of the femur’s internal archi-

tecture. Therefore, researchers and practitioners need to be aware of these

limitations when employing these methods in applications where accurate

preservation of skeleton connectivity is essential for a thorough understand-

ing and analysis of 3D femurs. Future advancements in skeletonization

techniques may address these challenges and provide more robust solutions

for preserving connectivity and capturing intricate details in the femur skel-

etons.

In this thesis, a simple and uncommon method based on the 3D femur

is implemented, namely the maximum-minimum centre approach as shown

in Fig. 1.13.

1.3 3D-FSA

Although the development of the 3D skeletonization is relatively well es-

tablished in medical research, skeleton computation in 3D human femurs is

relatively unexplored in the field of orthopaedics.

Therefore, we developed an automatic 3D skeletonization using our ap-

proach namely, maximum-minimum centre approach to facilitate the human

femur shape analysis conducted by the orthopaedics. This femur shape ana-

lysis system is called 3D-FSA, which stands for 3D Femur Shape Analysis

System.
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Fig. 1.14 shows the interface of our system, 3D-FSA. The 3D human

femur can be displayed as vertices view (Fig. 1.14a), edges view (Fig. 1.14b)

and vertices view (Fig. 1.14c).

When the program is executed, the window with two (2) information

dialog boxes are displayed as shown in Fig. 1.15a. These information dia-

log boxes are mainly provide the structure of the 3D mesh, e.g.: the number

of vertices, the number of edges and the number of faces, the current status

of the view position and the light mode, the overall dimension of the loaded

3D mesh and etc.

Besides that, these information dialog boxes can be either hidden or vis-

ible by pressing the space bar key on keyboard as illustrated in Fig. 1.21a,

Fig. 1.21b, and Fig. 1.21c. The reference lines as illustrated in Fig. 1.15b

represents the (x, y, z)−axes. The red reference line represents the x−axis,

the green reference line represents the y − axis, and the blue reference line

represents the z − axis.

The menu bar is a thin, horizontal bar containing the labels of menus

in a GUI as exhibited in Fig. 1.15b. This menu bar provides the user with

a place in a window to find program’s essential functions, which consists of

have four (4) functions as follows:

A. File (Fig. 1.16)

New Open... Save

Save As... Print... Print Preview
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Print Setup... Recent File Exit

B. Edit (Fig. 1.17)

New Open...

Save As... Print...

C. View (Fig. 1.18)

Initial View Top View Rotation (−90 x axis,

+90 x axis, −90 y

axis, +90 y axis, −90

z axis, +90 z axis)

Scale (Zoom In, Zoom

Out)

zValue (Inc, Dec) Message

Projection Lighting Color

Reference Boundary SlidingBox

Face Edge Vertex

Sliding (Up, Down,

Save)

Height (Dec, Inc) Step (Dec, Inc)

Auto Sliding Cal Curvature Toolbar
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Status Bar

D. About (Fig. 1.19)

It displays an information dialog box that displays the version of the

system, 3D-FSA.

Open any .obj file to load a 3D femur from the File menu (Fig. 1.16b,

Fig. 1.16c), and then press zero (0) to execute the 3D skeletonization based

on the maximum-minimum centre approach as illustrated from Fig. 1.22a

to Fig. 1.22m.

Fig. 1.20a renders a boundary for each end of the 3D femur. These

boundaries are obtained from the maximum width and height values of the

loaded 3D femur. When a ’s’ or ’S’ key is pressed, the cylindrical slider s

will be visible as shown in Fig. 1.20b. This slider plays a significant role for

traversing along the femur, to compute the medial centres, and the medial

line (MA) is constructed by connecting these medial centres.

Apart from that, two (2) planes are seen in Fig. 1.22b during the 3D

skeletonization. The usage of these planes will be described in Chapter 6.

The cylindrical slider s traverses from the distal femur until the proximal

femur. In each traverse, a medial centre is calculated until the cylindrical

slider s reaches the end of the femur. The medial line (MA) is constructed

by connecting these obtained medial centres as shown in Fig. 1.22c until

Fig. 1.22m.

Finally, the skeleton (MA) of the 3D femur is extracted as shown in Fig.
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(a) 3D left femur in vertices view.

(b) 3D left femur in edges view.

(c) 3D left femur in faces view.

Figure 1.14: The 3D human femur can be displayed in faces view, edges view,
and vertices view in our system, 3D-FSA.
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(a) The UI of the starting window when the program is executed. The left rectangle
provides the information about the structure and status of a loaded 3D mesh,
whereas the right rectangle provides the information of the cylindrical slider. We
called these rectangles as the information dialog boxes. The reference lines of
(x, y, z) − axes are located in the middle part of the window.

(b) The reference lines of (x, y, z) − axes: The red line represents the x − axis, green
line represents the y − axis, and the blue line represents the z − axis; The menu bar
consists of four (4) essential functions, which consists of: File, Edit, View and About.

Figure 1.15: The GUI of our 3D-FSA when the program is executed.
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(a) The File menu consists of: New, Open..., Save, Save As..., Print..., Print Preview,
Print Setup, Recent File and Exit commands. There are several commands can be
accessed via keyboard shortcuts.

(b) In order to compute a skeleton, a 3D mesh has to be opened. Go to File menu, select
the Open command.

Figure 1.16: The GUI for the File menu in 3D-FSA.
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(c) A new window will pop out with the list of 3D femurs in .obj format. Select a file,
e.g.: 0123964_L_all.obj and press the Open button.

(d) The 3D femur of 0123964_L_all.obj is displayed in the window.

Figure 1.16: The GUI for the File menu in 3D-FSA.
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(e) The size of a 3D femur can be enlarged or reduced by using the mouse.

(f) The 3D femur can be rotated around the reference lines.

Figure 1.16: The GUI for the File menu in 3D-FSA.
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Figure 1.17: The Edit menu consists of: Undo, Cut, Copy and Paste com-
mands. These commands can be accessed via keyboard short-
cuts.

Figure 1.18: The View menu consists of many commands that are related to
the geometry and viewing transformation of the 3D mesh. These
commands can be accessed via keyboard shortcuts.
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Figure 1.19: The About menu consists of a short introduction related to 3D-
FSA.

1.23a and Fig. 1.23a. All the details for each process is explained in the

next Section.

As a results, our system, 3D-FSA is used to facilitate and support the

orthopaedics for their morphological studies that deals with the differences

of femoral geometric focus on the bowing and width [16].

1.4 Research Objectives

This thesis presents an automatic 3D preoperative simulation called 3D-

FSA that produces a skeleton of the 3D femur using the maximum-minimum

centre approach for the analysis of femoral shaft geometry, which focuses

on the femoral bowing and femoral width [16].

These parameters are very useful for orthopaedics to accurately perform

preoperative evaluations and engineers in developing a new intramedullary
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(a) The square boxes in pink colour located at both end of the 3D femur represent the
boundary boxes.

(b) The two (2) circles are called the cylindrical slider s in 3D-FSA. It plays an import-
ant role to traverse from the beginning of the 3D femur until the end of the 3D femur
for the skeleton computation.

Figure 1.20: The boundary and the cylindrical slider s in 3D-FSA.
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(a) The information dialog boxes can be hidden by selecting the View menu or by just
pressing the space bar keyboard.

(b) Press the space bar keyboard one more time, the information dialog box on the right
will be visible.

Figure 1.21: The usage of the spacebar key in 3D-FSA.
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(c) Press the space bar keyboard again, the information dialog box on the left will also
be visible.

Figure 1.21: The usage of the spacebar key in 3D-FSA.

nailing system.

The followings are the rest of the objectives in this research:

A. To design the framework of the 3D-FSA system.

• A framework with four phases are created for 3D-FSA system.

• An automatic femur shape analysis is designed to provide an ac-

curate 3D preoperative simulation possible.

B. To develop an optimised approach for performing 3D skeletonization

based on the 3D mesh to our chosen application.
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(a) Then press zero (0) key on keyboard to perform the 3D skeletonization based on the
position of the cylindrical slider s.

(b) There are two (2) planes during the 3D skeletonization: The base plane and the pro-
jection plane. These planes are described in Chapter 6.

Figure 1.22: The execution process of our proposed maximum-minimum
centre approach in 3D-FSA.
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(c) The 3D skeletonization continues. As you can see, only the faces within the cyl-
indrical slider s are used to calculate all the medial centres.

(d) The medial line (medial axis) is constructed by connecting these obtained medial
centres.

Figure 1.22: The execution process of our proposed maximum-minimum
centre approach in 3D-FSA.

36



(e) The 3D skeletonization continues.

(f) The 3D skeletonization continues.

Figure 1.22: The execution process of our proposed maximum-minimum
centre approach in 3D-FSA.
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(g) The 3D skeletonization continues.

(h) The 3D skeletonization continues.

Figure 1.22: The execution process of our proposed maximum-minimum
centre approach in 3D-FSA.
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(i) The 3D skeletonization continues.

(j) The 3D skeletonization continues.

Figure 1.22: The execution process of our proposed maximum-minimum
centre approach in 3D-FSA.
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(k) The 3D skeletonization continues.

(l) The 3D skeletonization continues.

Figure 1.22: The execution process of our proposed maximum-minimum
centre approach in 3D-FSA.
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(m) The 3D skeletonization continues until the cylindrical slider s reaches the end.

Figure 1.22: The execution process of our proposed maximum-minimum
centre approach in 3D-FSA.

• An automatic approach is implemented to compute the skeleton

from 3D femur, namely the maximum-minimum centre approach.

C. To evaluate our results of the proposed approach against the desirable

skeleton properties.

• To check whether our extracted skeleton satisfies the desirable

properties defined by [75].

1.5 Research Contributions

3D skeletonization is a process of reducing a 3D mesh to a simpler ver-

sion that still retains the essential topology of the original 3D mesh. The

thinned version of the 3D mesh is called the skeleton and it is referred as

41



(a) The 3D skeletonization for the 3D femur is completed.

(b) Finally, the medial centres and the medial line (medial axis) are constructed.

Figure 1.23: The results produced in 3D-FSA.
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the medial axis when the skeleton is centred with respect to the boundaries

of the original 3D mesh [92].

In the last several decades, there has been a great deal of interest in

applying 3D skeletonization in various of applications such as:

• 3D mesh segmentation and 3D printing [93, 94, 95, 96, 97, 98, 99, 100,

101, 102].

• 3D reconstruction and point cloud [103, 78, 104, 105, 106].

• Action tracking and recognition [107, 108].

• Animal analysis [109, 110].

• Animation control [111, 112].

• Automatic navigation [113, 114].

• Image processing and medical analysis [115, 116, 117, 118, 119, 120,

121, 122, 123, 124, 125, 126, 127, 128, 129, 130, 131].

• Robotics [132, 133, 134].

• Shape abstraction and matching [135, 136].
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Furthermore, 3D skeletonization is particularly used in medical analysis

research such as creating an interactive virtual colonoscopy for mass screen-

ing of patients for possible colon cancer in 2D space [115]. E. Sorantin et

al. [117] presented a 3D assessment of tracheal-stenoses based on Spiral

Computed Tomography (S-CT). Whereas, [122] demonstrated a method for

automated central axis extraction from 3D segmented bronchial trees. [116]

described a technique to represent relevant information of tree-like struc-

tures for volumetric vascular and [119] introduced a method for registering

vascular images with sub-voxel consistency. In 2004, Y. Fridman et al. [121]

extracted the branching geometry for blood vessels and other anatomic in

the human body to be denoted as trees from 3D grayscale images.

However, none are known to have employed 3D skeletonization for pro-

ducing the anatomical parameters of the femur especially the geometric for

bowing and width of the femur except in [1, 137]. The authors in [137]

introduced a strategy for extracting a compact skeleton from only ten (10)

femurs. Whereas, [1] studied the anatomical deformed long bones of the

lower limb. The approach used for the skeleton extraction in [137] and the

characteristic of the sampled femurs [1, 137] are not specified, but they es-

timate sufficient number of femoral clinical parameters. Besides that, there

are no proper validation for their results.

Therefore, this thesis provide a 3D analysis program, namely 3D-FSA3D

for the orthopaedics in South Korea [16] to morphometrically evaluate seven

(7) geometric parameters of 2800 femurs from Koreans from the age of

twenty (20) to eighty-nine (89). These geometric parameters are illustrated

in Fig. 1.24 respectively and listed in Table 1.5.
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Table 1.5: Generated geometric parameters and the respective figures.

Generated Geometric Parameters Figure No.

Femur Length Fig. 1.24a

Femur Shaft Length Fig. 1.24b

Femur Width Fig. 1.24i

Femur AP Length Fig. 1.24i

Diameter of medullary canal Fig. 1.24f and Fig. 1.24g

Thickness of the Compact Bone Fig. 1.24h

ROC Fig. 1.24e and Fig. 1.24j
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(a) The femur length.

Figure 1.24: The results generated by 3D-FSA.
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(b) The femur shaft length.

Figure 1.24: The results generated by 3D-FSA.
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(c) The generated MA.

Figure 1.24: The results generated by 3D-FSA.
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(d) The medial centres are generated by the selected portion of the cylindrical slider s on the base plane.

Figure 1.24: The results generated by 3D-FSA.
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(e) The computed radius function for the MAT.

Figure 1.24: The results generated by 3D-FSA.
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(f) The location of the medullary canal.

Figure 1.24: The results generated by 3D-FSA.
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(g) The diameter of the medullary canal is obtained in the projection plane.

Figure 1.24: The results generated by 3D-FSA.
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(h) The thickness of the compact bone is also calculated.

Figure 1.24: The results generated by 3D-FSA.
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(i) The location of the isthmus and its diameter, the femur width and the AP length.

Figure 1.24: The results generated by 3D-FSA.
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(j) The ROC together with the minimum radius angle.

Figure 1.24: The results generated by 3D-FSA.
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Apart from that, the results produced by 3D-FSA has been validated

using the ICC [138] and fits the excellent agreement based on the rules set

by Cicchetti [139]. The rest of the contributions of this thesis are as follows:

1 A simple, straightforward and low-cost 3D platform, namely 3D-FSA

is implemented to perform analysis for the anatomical parameters

(Refer to Table 1.5) of the femur especially bowing and the width of

the femur.

2 A high-fidelity 3D femur from the input 3D data file that is in .obj

format.

3 A new and straightforward algorithm is proposed to perform the 3D

skeletonization, namely maximum-minimum centre approach.

4 Our computed medial axes (skeletons) satisfy the properties of 3D

skeletonization, with no spurious branches. The comparisons between

our method with the Thinning-based method are discussed in Chapter

7.

Most of the work presented in this thesis was previously presented in

[140] and published in [141].

1.6 Thesis Organization

The contents of this thesis are structured into eight (8) topics. Chapter

2 familiarises the reader with the current advancements in analysing and
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measuring the human femur. It explores different methodologies employed

in this field, encompassing the utilisation of 3D skeletonization techniques.

Chapter 3 serves as an introduction to the algorithm utilised in this thesis.

It aims to familiarise the reader with the inner workings of the algorithm,

offering a comprehensive overview of the four (4) key phases and its func-

tionality of the system. Chapter 4 offers a comprehensive and detailed

explanation of the pre-processing stage, which serves as the initial phase

of the system. This chapter addresses various key aspects related to pre-

processing, including the criteria of the steps involved in data acquisition,

the criteria of the sampled data, the fundamental concepts underlying sig-

nificant geometric parameters, and the structure of the 3D data employed

in the implementation. It provides readers with a comprehensive under-

standing of the pre-processing stage, lying a solid foundation for subsequent

chapters that delve into further stages and aspects of the system. Chapter

5 elucidates the second (2nd) stage of the system, namely the 3D femur

construction. This chapter provides additional details on the methodology

employed to generate a 3D femur model from input 3D data files in the

.obj format. It outlines the specific strategies, techniques, and algorithms

utilised to accomplish this task effectively. By elaborating on the process

of 3D femur construction, Chapter 5 aims to enhance the reader’s under-

standing of the steps involved in transforming the input 3D data files into

a comprehensive and accurate representation of the femur in 3D space.

Chapter 6 represents a critical phase within the system, focusing on the

essential process of 3D skeletonization. This chapter provides a compre-

hensive explanation of the proposed skeletonization algorithm specifically

designed for the analysis of a 3D femur, known as the maximum-minimum

centre approach. Within this chapter, intricate details of the skeletoniza-

tion algorithm are discussed, aiming to provide a thorough understanding

of its functioning and implementation. Chapter 7 presents the results ob-

57



tained from applying the algorithm to the given 3D femurs. It serves as a

comprehensive evaluation of the proposed maximum-minimum centre skel-

etonization algorithm, presenting the obtained results, the verification and

validation procedures employed to ensure the algorithm’s effectiveness and

accuracy. A summary of this thesis, as well as concluding remarks and

pointers to future work and research directions are provided in Chapter 8.

This chapter serves as a conclusive chapter that encapsulates the main in-

sights and conclusions of the study while also providing valuable directions

for future research, inspiring further advancements and improvements in

the field.
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Chapter 2

LITERATURE REVIEW

In this chapter, an examination is conducted on the diverse methods used

for analysing and measuring the human femur, commencing with the con-

ventional method and concluding with the 3D skeletonization method.

2.1 Osteometric Analysis of Human Femur

As described in Chapter 1, the femur is the largest bone in the human body,

which plays a significant role in the hip and knee joints [51]. As a result, ex-

tensive research is conducted on the femur in various fields such as physical

and forensic anthropology, human kinematics, and orthopaedics. Physical

and forensic anthropology [142, 143, 144, 58] studies involve the use of met-

ric or non-metric methods to identify variations in the femur across different

populations, sexes, and ages [142, 143, 145, 146, 147, 57, 148, 149, 150, 58,

50].

Additionally, orthopaedics research focuses on analysing specific areas

of the femur, including the femoral head, neck, and the proximal part

of the medullary canal, for the studies which are related to the hip joint

[59, 151, 152, 62, 153, 154, 155, 156, 157, 158, 159, 160, 161, 162, 163,
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164, 165, 166, 167, 168, 169, 170, 171]. Similarly, the shape of the distal

part of the femur is also examined for the studies concerning the knee joint

[172, 173, 174, 175, 176, 177, 178, 179, 180, 181, 182, 183, 184].

Several complications have been reported resulting from a mismatch

between the curvatures of the femur and the implant [10]. These com-

plications include nail impingement against the anterior or lateral cortex

[185, 186, 187], encroachment or penetration of the anterior cortex [188,

189, 190, 191], and fractures of the anterior cortex [192].

Therefore, the anterior curvature of the femur is yet another important

anatomical characteristic that has been extensively studied by the anthro-

pologists and orthopaedics [142, 143, 144, 58]. The intramedullary nail in-

sertion, revision prosthesis design, and biomechanics of the proximal femur

are influenced by the anterior curvature of the femur.

This literature review aims to provide an overview of these established

categories of methods employed for morphometric analysis and measure-

ment of the human femur:

A. Conventional Method

B. Lateral Radiographs

C. CAD Software

By examining the existing body of research, this review explores the

techniques, tools, and applications of each category. Furthermore, it dis-
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cusses the strengths and limitations of these methods in enhancing our

understanding of the human femur’s morphology and dimensions.

2.1.1 Conventional Method

Conventional methods have long been employed for morphometric analysis

and measurement of the human femur. These methods involve direct phys-

ical measurements using callipers, rulers, and osteometric boards as illus-

trated in Fig. 2.1.

The use of a calliper for measuring the femur on an osteometric board

has been a common practice prior to the emergence of the technology

[142, 143, 57]. Osteometric boards are tools used to measure skeletal re-

mains, and a calliper is a measuring instrument that allows for precise

measurements of bone lengths and other dimensions.

Additionally, they typically include measuring dimensions such as femoral

length [9], head diameter, mid-shaft diameter [10], neck width, shaft circum-

ference, and condylar dimensions.

These methods are widely used in anthropology and forensic sciences to

determine age, sex, and population affinity. They provide reliable baseline

data for population comparisons, as well as the assessment of growth and

development patterns.

However, the conventional methods used in morphometric analysis and

measurement of the human femur, have several disadvantages that should

be taken into account. These disadvantages include:
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• Subjectivity and Inter-Observer Variability

Manual calliper measurements and visual assessments in radiographs

images rely on human judgment and interpretation. This subjectivity

can introduce variations and inconsistencies in measurements between

different observers. Inter-observer variability can affect the reliability

and reproducibility of the results. Inter-observer variability can affect

the reliability and reproducibility of the results, particularly in cases

where multiple measurements or comparisons are required.

• Lack of Precision and Resolution

Conventional methods may lack of the precision and resolution re-

quired for accurate morphometric analysis. Manual calliper measure-

ments are limited by the instrument’s accuracy and the skill of the

operator, which can result in measurement errors. Radiograph tech-

niques, while providing more detailed information, are still subject to

limitations in image resolution and the potential for foreshortening or

projection distortions.

• Incomplete Representation of 3D Anatomy

The conventional methods typically capture measurements in a 2D

plane or focus on specific dimensions, neglecting the comprehensive

3D anatomy of the femur. Complex parameters such as femoral head

offset or femoral curvature cannot be adequately assessed with con-

ventional methods alone. The complete understanding of femur mor-

phology often requires advanced imaging techniques, such as CT or

Magnetic Resonance Imaging (MRI).

• Limited Access to Internal Structures
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Conventional methods primarily provide external measurements and

do not directly capture information about the internal structures of

the femur. Assessing features like cortical thickness, or internal bone

geometry is not feasible with manual calliper measurements or radio-

graphic images. These internal structures play a crucial role in bone

strength, pathology, and surgical planning.

• Time and Labor Intensive

Conventional methods can be time-consuming and labor-intensive,

particularly when dealing with large sample sizes or complex measure-

ments. Manual calliper measurements require meticulous positioning

and repeated measurements to ensure accuracy, which can be time-

consuming. Radiographic techniques involve image acquisition, pro-

cessing, and manual assessments, adding to the overall time and effort

required for analysis.

• Limited Standardisation

Conventional methods often lack standardised protocols and guidelines

for measurement procedures. This can lead to variations in meas-

urement techniques across different studies or institutions, making it

challenging to compare and combine results.

• Invasiveness and Patient Discomfort

In some cases, conventional methods may involve invasive procedures,

such as bone biopsies or surgical measurements. These procedures can

be uncomfortable for the patients and carry additional risks, making

them less suitable for routine or non-invasive analysis.
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Therefore, it’s worth noting that technological advancements have in-

troduced digital tools and 3D scanning techniques that can also be used

for femur measurements and analyses. These technologies provide altern-

ative methods for assessing the important anatomical characteristic of the

femur accurately and precisely, but may not entirely replace this traditional

method.

2.1.2 Lateral Radiographs

Lateral radiographs, particularly X-rays, have been widely used for the

morphometric analysis and measurement of the human femur, especially

among the meedical researchers who commonly utilise this measurement

methods predominantly relying on the lateral radiographs or images of the

femur.

Lateral radiographs, also known as lateral X-rays or lateral views, are

diagnostic imaging techniques that provide a side view of the body or a

specific body part as shown in Fig. 2.2. In the case of the femur, a lateral

radiograph captures an image of the femur from the side, allowing for visu-

alising the bone structure including the hip and knee joint and assessing

any abnormalities or measurements of interest.

These techniques enable accurate assessment of femoral length, cortical

thickness, bone mineral density, and joint angles. They provide non-invasive

and easily repeatable measurements, making them valuable in clinical set-

tings for preoperative planning, fracture evaluation, and monitoring disease

progression.

[193, 10] have conducted the analyses and measurements of the femoral
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(a) The osteometric board used to measure the maximum length of
the bones [9].

(b) The location of the three (3) reference lines and meas-
urement points are indicated using the conventional
method [10].

Figure 2.1: The examples for the conventional approach involves using a cal-
liper to measure the femur on the osteometric board.
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curvature using the outer surfaces of the femurs, whereas other researchers

[194, 192] have determined the curvature of the femoral medullary canal by

utilising lateral radiographs.

Lateral radiographs are also useful in anthropological studies, as they

allow for the estimation of femoral dimensions in archaeological remains.

While lateral radiographs are commonly used in morphometric analysis

and measurements of the human femur, they have certain disadvantages

that should be considered. Thesereprestn disadvantages include:

• Projection and Foreshortening Effects

Lateral radiographs provide a 2D representation of a 3D structure,

which can introduce projection and foreshortening effects. This can

lead to inaccuracies in measurements, especially when assessing para-

meters such as length, curvature, and angles of the femur. The dis-

tortion caused by projection can make it challenging to obtain precise

and reliable measurements.

• Limited View and Anatomical Coverage

Lateral radiographs capture a specific view of the femur, typically in

a single plane. This limited view may not provide a comprehensive

representation of the entire bone, particularly for complex anatomical

features and variations. Critical regions of interest, such as the femoral

head, neck, and distal condyles, may be partially or poorly visualised,

leading to incomplete measurements and potential diagnostic over-

sights.
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• Difficulty in Assessing 3D Parameters

Lateral radiographs are primarily designed for assessing 2D measure-

ments, such as bone length and angles. Extracting accurate 3D para-

meters, such as femoral head offset, from lateral radiographs alone can

be challenging. Specialised imaging techniques, such as CT or MRI,

are often required for more precise assessment of these parameters.

• Variability in Patient Positioning

Patient positioning during radiographic imaging can vary, leading to

inconsistencies in the orientation and alignment of the femur in lateral

radiographs. Differences in limb rotation, pelvic tilt, and knee flex-

ion can impact the accuracy and reproducibility of the measurements.

Standardisation of patient positioning in essential to minimise these

sources of variability.

• Reliance on Calibration and Scaling

Accurate measurement on lateral radiographs relies on proper calib-

ration and scaling of the image. Any errors or inconsistencies in the

calibration process, such as variations in X-rays magnification or incor-

rect scaling factors, can lead to significant measurement inaccuracies.

Calibration procedures must be carefully performed and regularly val-

idated to ensure reliable measurements.

• Radiation Exposure

Lateral radiographs involve exposure to ionising radiation, which poses

potential health risks, particulary in cases where repeated imaging is

required. Minimising radiation exposure is crucial, especially for vul-

nerable populations such as children or individuals undergoing serial
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measurements.

Despite these disadvantages, lateral radiographs remain a valuable

tool in the initial assessment and screening of femur morphometry

due to their relatively low cost, widespread availability, and ease of

used. However, for more detailed and accurate measurements, com-

plementary imaging techniques like CT or MRI should be considered.

Integration of multiple imaging modalities can provide a more com-

prehensive understanding of femur morphology and aid in clinical

decision-making.

2.1.3 Computer-aided Design Software

With advancements in technology, CAD software has emerged as a powerful

tool for morphometric analysis and measurement of the human femur. It

allows for the creation of 3D digital models of the femur of the physical ob-

jects based on medical imaging data, such as CT, MRI scans, or ultrasound

images. These models can be manipulated to accurately measure various

dimensions, angles, and volumes of interest, and commonly used in the field

of medical 3D modelling, printing, and biomedical engineering.

CAD software also enables the generation of virtual simulations, such

as Finite Element Analysis (FEA) [195, 196], to assess the mechanical be-

haviour of the femur under different loading conditions.

As CAD software advances and its integration in digital medical imaging

progresses, several authors have employed simulated (reconstructed lateral

radiographs) or images through the utilisation of 3D femoral models derived
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Figure 2.2: An example of the lateral radiographs approach involves using an
X-rays machine sourced from the website [11].
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from CT. Subsequently, measurements of femoral curvature have been ob-

tained using these models [185, 197, 198, 199, 200, 201, 202].

The most popular medical softwares are the Materialise Mimics and the

AVIEW Modeler as illustrated in Fig. 2.3. Materialise Mimics is developed

by a Belgian company, whereas AVIEW Modeler is developed by a Korean

company, named Coreline. The UI for both softwares are shown in Fig.

2.3a and Fig. 2.3b respectively.

[14] conducted an investigation on sex differences in resected distal femoral

morphology in Chinese osteoarthritic knees using CT scans as shown in

Fig. 2.4a. Whereas, [51, 203] conducted a morphometric evaluation on

202 femurs from Korean individuals and on 426 femurs from the Chinese

population respectively. These evaluations were carried out using a 3D

reconstruction program, specifically using Mimics software by Materialise

from Belgium [12], which utilised 3D models generated from CT images.

All the studied measurement parameters were selected with reference to

physical and forensic anthropology studies as well as orthopaedic implant

design studies.

Furthermore, the authors’ findings in [15] revealed that femoral bowing

is more pronounced among Japanese populations compared to other eth-

nic groups based on the constructed 3D model of the femora using a CAD

software. This study holds significant importance in aiding orthopaedic sur-

geons in performing accurate preoperative evaluations of femoral bowing.

By doing so, it helps to prevent potential issues such as malalignment, rota-

tion, and abnormal stresses that may arise between the femur and implant

during surgical procedures.
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(a) An example of a UI for Materialise Mimics software sourced from the website [12].

(b) An example of a UI for AVIEW Modeler software sourced from the website [13].

Figure 2.3: The popular medical 3D modelling, printing and biomedical en-
gineering softwares.
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Table 2.1 provides a comprehensive list of studies that have employed

specific CAD software and 3D construction programs for morphometric eval-

uations. These investigations highlight the growing utilisation of advanced

digital tools in the field of femur analysis.
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Table 2.1: List of studies that have employed specific CAD software and 3D construction program for morphometric evaluations.

Related Researchers No. of Femurs & Focused Populations CAD Softwares Used

[14] 130 Chinese Mimics [12]

[51] 202 Korean Mimics [12]

[203] 426 Chinese Mimics [12]

[15] 132 Japanese AquariusNet Viewer [204]

[205] 31 Caucasian, 28 Japanese, 4 Thai Amira Software [206] [207]

[208] The Specific Details were not Provided Visual Studio [209] and Matlab [210]

[211, 196] The Specific Details were not Provided Mimics [12]

[212] 326 Koreans AVIEW Modeller [13]

continued on next page
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Table 2.1 – Continued from previous page

Related Researchers No. of Femurs & Focused Populations CAD Softwares Used

[213] 46 Koreans AVIEW Modeller [13]

[214] 138 Koreans AVIEW Modeller [13]
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Apart from that, several medical researchers [212, 214, 213, 215] ob-

tained a collection of CT scans saved in the Digital Imaging and Commu-

nications in Medicine (DICOM) format. Subsequently, they utilised the

AVIEW Modeler, a commercial 3D modelling software developed by Co-

reline in South Korea [13], to convert these CT images into the desired 3D

data format.

While CAD software offers numerous benefits in morphometric analysis

and measurement of the human femur, there are also several disadvantages

to consider. These disadvantages include:

• Complexity and Learning Curve

CAD software typically has a steep learning curve and requires spe-

cialised training to operate effectively. The complexity of the software

and its advanced features may pose a challenge for users who are not

familiar with CAD tools, leading to longer processing times and po-

tential errors in measurement.

• Time and Resource Intensive

The process of creating accurate 3D models of the femur using CAD

software can be time-consuming, especially when dealing with large

datasets or complex shapes. Generating precise meshes, aligning and

segmenting the bone, and refining the model often require significant

computational resources and expert knowledge.

• Subjectivity in Model Creative

CAD software often relies on manual input for model creation and

manipulation. This introduces a level of subjectivity, as the user’s
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(a) An example of a coronal CT image of a femur for measurements [14].

(b) An example of a constructed 3D model of the femora based on the CT scans [15].

Figure 2.4: The examples for the CAD softwares approach to measure the
femur’s parameters.

76



interpretation and judgement can influence the resulting model and

measurements. Inconsistent interpretations and inter-observer variab-

ility can affect the reliability and reproducibility of the analysis.

• Data Processing and Limitations

CAD software may struggle with handling large datasets or complex

geometries, resulting in difficulties in processing and analysing the

femur models efficiently. Additionally, some CAD software may have

limitations in accurately capturing intricate anatomical details or ir-

regular bone shapes, potentially leading to measurement inaccuracies.

• Software Cost and Accessibility

High-quality CAD software often comes with significant costs, making

it inaccessible for researchers or institutions with limited budgets. Li-

censing and maintenance fees, along with the need for powerful hard-

ware, can further increase the overall expenses associated with using

CAD software for morphometric analysis.

• Compatibility and Interoperability

CAD software may have compatibility issues with other software tools

or file formats, making it challenging to integrate into existing work-

flows or collaborate with researchers using different software. Incom-

patibilities can hinder data sharing, collaboration, and reproducibility

of the analysis.

• Lack of Standardisation

The absence of standardised protocols and guidelines for femur ana-

lysis using CAD software can lead to variations in measurement tech-
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niques and data interpretation across different studies. This lack of

standardisation makes it challenging to compare and combine results

from different research groups, limiting the overall validity and reli-

ability of the findings.

Despite these disadvantages, CAD software remains a powerful tool for

morphometric analysis and measurements of the human femur. These draw-

backs can be mitigated with proper training, careful data handling, and

thorough validation of the results. Moreover, advancements in software de-

velopment and improved standardisation efforts can address many of these

limitations in the future.

2.2 Overview of 3D Skeletonization

In medical applications, 3D skeletonization refers to a computational tech-

nique that extracts a simplified representation of an object or structure

within a 3D medical image. The goal of skeletonization is to derive a skel-

eton or central axis that captures the essential structure and connectivity

of the 3D mesh.

Several existing skeletonization algorithms have been employed in med-

ical applications. Here are three (3) commonly employed algorithms as

illustrated in Fig. 2.5.

2.2.1 Distance-Transform Field Algorithms

The first major methods are the distance-transform field methods, also

known as distance map or distance field with the following articles [90, 91]
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Figure 2.5: The three (3) major groups for existing 3D skeletonization meth-
ods.

in the year of 2007 and [77] in the year of 2011 respectively.

In the context of 3D skeletonization, distance-transform field refers to a

method of extracting a simplified representation of a 3D mesh or structure

within a 3D volume or mostly in voxels, using a distance transformation

algorithm, such as Euclidean distance transform or the Chamfer distance

transform (Refer to Chapter 6.4.3 for more details).

The basic concept for this algorithm is by calculating the distance from

each voxel to the nearest points on the object’s boundary, generating a

distance-transform field. The resulting calculation is a scalar field where

each voxel represents the shortest distance from that voxel to the 3D mesh’s

boundary.

The authors [90, 91] presented some techniques for precise skeleton ex-

traction from 3D volumetric data using fast marching methods, by providing

experimental evaluations using various volumetric datasets, including med-

ical imaging data. These methods were effectively address the limitation

of traditional approaches, which commonly exhibit voxel-level imprecision,

leading to skeletons lacking sub-voxel accuracy.

Additionally, Arcelli et al. [77] introduced a method called "Distance-
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Driven Skeletonization" for generating skeleton representation from voxel

images, which are 3D images represented as a grid of voxels. Whereas,

Milian et al. [216] have emphasised the generation of voxel models, which

entails converting a surface into a volumetric representation where each

voxel corresponds to a point within or in proximity to the surface.

These are the derived representation of digital images and the data struc-

ture are mostly in voxels. In a recent study, Vega et al. [217] conducted a

comparative analysis, comparing CAD and voxel-based modelling method-

ologies, to simulate the mechanical behaviour of 3D printed scaffolds fab-

ricated using extrusion-based techniques.

However, the distance-transform field method may encounter difficulties

in accurately preserving the connectivity of complex structures. In cases

where objects have thin or elongated regions, the method may struggle to

capture the precise branching patterns or connectivity accurately. This can

result in disconnections or inaccuracies in the skeleton representation.

Apart from that, the distance-transform field method is susceptible to

noise and imaging artefacts present in the original volumetric data. These

can introduce errors and distortions in the distance-transform field, affect-

ing the quality and accuracy of the resulting skeleton.

These existing methods are also quite sensitive to boundary noise and

can be influenced by the image resolution. Lower resolution images may

result in lower precision and limited ability to capture fine details in the

skeleton. Increasing the image resolution can help mitigate this issue, but

it may also increase computational requirements.
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2.2.2 Voronoi Diagram Based Methods

Voronoi diagram based methods in 3D skeletonization are techniques that

utilise Voronoi diagrams to extract skeletons or centrelines from 3D volu-

metric data. Voronoi diagrams are geometric structures that divide a space

into regions based on proximity to a set of input points or seeds.

In the context of 3D skeletonization, the Voronoi diagram is constructed

using the voxels or points of interest within the volumetric data as seeds.

It partitions the space into cells, where each cell represents the region that

is closer to its associated seed point than any other seed point.

Various medical applications can benefit from these methods. For ex-

ample, Naf et al. [80] discussed a technique for constructing 3D 3D Voronoi

skeletons by representing anatomical structures as objects within a 3D grid.

The Voronoi skeleton is generated by assigning seed points within the grid

to represent organs or structures of interest. The resulting Voronoi diagram

captures the spatial relationships and connectivity among the seed points.

In a different approach, Amenta and Bern [81] proposed an algorithm

to construct the MAT of a given 3D point set. They utilised a union of ball

technique, where each ball encompasses a subset of the input points. On the

other hand, Siddiqi et al. [84] introduced a method for skeleton generation

based on the Hamilton-Jacobi equation.

Tabb et al. [85] took advantage of two different skeletonization tech-

niques, namely the Voronoi-based approach and the distance transformation

method. By integrating these techniques, they aimed to achieve a balance

between speed and accuracy in extracting skeletons from elongated objects

encountered in real-world scenarios.
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In their work, Ma et al. [82] presented a method for approximating

the 3D MA points of an object. Their approach relied on utilising nearest

neighbours and the normal field to achieve accurate approximation.

Lastly, Cheng et al. [83] proposed an approach to skeletonization that

capitalises on the dual relationship between shape segmentation and skel-

eton extraction. They leveraged this duality to develop an effective method

for skeletonization.

These methods are applied to various medical applications, such as ana-

lysing vascular structures, airways, neuronal pathways, and other anatom-

ical features. By extracting skeleton using Voronoi diagram based methods,

it becomes possible to quantify morphological characteristics, measure dis-

tances, analyse connectivity, and facilitate further analysis or simulations.

The Voronoi-based algorithm, however, has certain limitations that should

be considered. Firstly, it can be sensitive to noise or irregularities present in

the input data. When dealing with noisy or distorted data, the algorithm

may generate spurious branches or incorrect skeleton topology, impacting

the accuracy and reliability of the skeletonization process.

Additionally, the quality and accuracy of the Voronoi skeleton produced

by this algorithm heavily rely on the placement of seed points within the

3D grid. Inadequate or improper selection of seed points can lead to incom-

plete or erroneous skeletonization, resulting in the loss of critical structural

information.

Furthermore, the computational complexity of generating Voronoi dia-
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grams in 3D should be taken into account. Particularly when working with

large datasets or complex objects, the algorithm may require substantial

computational resources and processing time. As a result, it may be less

suitable for real-time or time-critical applications.

These limitations highlight the importance of considering the specific

characteristics of the data and the application requirements when employ-

ing Voronoi-based algorithms for 3D skeletonization. Exploring alternative

methods that address these challenges may be necessary in certain scenarios.

2.2.3 Thinning-Based

The Thinning-based skeletonization algorithm is a widely used technique in

image processing and computer vision for extracting a simplified represent-

ation of objects or 3D meshes. This method aims to create a thin, centreline

skeleton by iteratively reducing the width of the mesh until only a one-pixel

wide skeleton remains. However, the removal of boundary voxels, known

as simple points, during this iterative process can potentially impact the

topology of the mesh.

Various studies have investigated different aspects of Thinning-based

skeletonization. In the study by Roussopoulos et al. [218], the emphasis was

on efficiently retrieving nearest neighbour information from a skeletonise im-

age representation using graph-based algorithms. Telea et al. [86] employed

a thinning process followed by level-set methods to extract centrelines from

images, offering a means to capture the essential structure. Au et al. [87]

proposed a technique that converts objects into mesh representations and

applies contraction operations to extract a simplified and connected skel-

eton structure.
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In the context of 3D objects represented by mesh models, Jin et al. [88]

introduced an algorithm that combines a partial parallel 3D thinning al-

gorithm with a 3D skeleton correcting algorithm. This approach allows for

the extraction of skeletons with improved accuracy. Li et al. [219] proposed

the Q-mat method, which involves fitting a quadratic function to sample

points along the shape boundary. This technique was subsequently utilised

by Lin et al. [89] in a 3D shape segmentation application, demonstrating

its practical significance.

In their work, Ma et al. [82] presented a method that progressively

reduces the radius of maximal tangent balls for each sample point and sur-

face normal. This iterative process ensures that no other sample points are

enclosed within the tangent balls. Building upon this work, Jalba et al.

[220] introduced a Graphics Processing Unit (GPU)-based framework for

extracting surface and curve skeletons from large meshes. Their approach,

based on the ball shrinking algorithm proposed by Ma et al. [82], enables

efficient skeleton extraction on GPU architectures, catering to the demands

of processing substantial mesh data.

Overall, the Thinning-based skeletonization algorithm operate by iter-

atively removing the boundary voxels, or simple points, from a 3D mesh.

This process involves peeling off these boundary voxels one by one. How-

ever, it is important to note that the removal of these boundary voxels can

occasionally result in changes to the topology of the original 3D mesh. The

altered topology may lead to the loss of structural information or introduce

inaccuracies in the resulting skeleton representation.

Furthermore, another limitation of the Thinning-based methods is the
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inability to preserve the connectivity of the skeletons of 3D meshes. As the

thinning process proceeds and boundary voxels are removed, the connectiv-

ity between different parts of the skeleton may be compromised. This can

result in disconnected or fragmented skeleton structures, where certain re-

gions may become isolated from the main skeleton or lose their connectivity

with other parts of the mesh.

Therefore, these limitations should be considered when applying Thin-

ning methods in applications that require accurate preservation of topology

and skeleton connectivity.

2.3 3D Skeletonization in Human Femur

3D skeletonization, also known as 3D thinning or 3D medial axis transform-

ation, is a computational technique used to extract the skeletal structure or

the central axis of a 3D mesh. It involves reducing the volumetric repres-

entation of a 3D mesh to its essential 1D or 2D skeleton while preserving

its shape and connectivity.

The techniques for 3D skeletonization are constantly evolving, ranging

from traditional algorithms based on distance maps, thinning, or graph-

based methods to more recent approaches leveraging machine learning and

deep learning methods. The choice of algorithm depends on the specific re-

quirements of the application, the quality of the input data, and the desired

accuracy and computational efficiency.

In the context of femur analysis and measurements, 3D skeletonization

refers to the process of extracting the skeletal structure of the femur bone

from its 3D representation obtained through imaging techniques such as
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CT or MRI or through implemented algorithm. Various skeletonization al-

gorithm can be employed to extract the femur’s skeletal structure. The

resulting skeleton provides a simplified representation of the femur’s cent-

ral axis or core, which can be further analysed and measured for various

purposes, including clinical diagnoses, surgical planning, anthropological

studies, and forensic investigations.

To date, there have been two (2) noteworthy papers published in the

realm of extracting skeletons from 3D human femurs, employing advanced

3D skeletonization techniques. Subburaj et al. presented a significant con-

tribution in 2010 [1], while Gharenazifam et al. made another valuable

contribution in 2014 [2]. These papers have significantly advanced the field

by exploring effective methods for extracting skeletal structure from 3D rep-

resentations of human femurs.

2.3.1 Computer-aided Methods for Assessing Lower

Limb Deformities in Orthopaedic Surgery Plan-

ning [1]

The paper published in 2010 focuses on computer-aided methods used to as-

sess lower limb deformities in orthopaedic surgery planning. It highlights the

significance of accurate assessment and planning in orthopaedic surgeries,

particularly for lower limb deformities. Traditional methods of assessment

relied on manual measurements, which we were often subjective and prone

to human error.

The paper introduced the use of computer-aided methods as a more

reliable and objective approach. These methods involve the utilisation of

advanced imaging techniques, such as X-rays and CT scans, to generate 3D
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models of the affected limb. These models can be analysed using specialised

software to quantify and evaluate various parameters related to the deform-

ity.

By employing computer-aided methods, orthopaedic surgeons can accur-

ately measure and analyse deformities, including angular misalignments, leg

length discrepancies, and joint orientations. Their proposed software facilit-

ates precise measurements, allowing for a more comprehensive understand-

ing of the deformity and enabling effective surgical planning.

The paper discusses several computer-aided techniques, such as image

segmentation, landmark identification, and 3D reconstruction. It highlights

their advantages over traditional methods, including increased accuracy,

objectivity, and the ability to visualise complex deformities in three (3) di-

mensions.

In order to represent an anatomical axis in three (3) dimensions, it is

necessary to have a 1D MA that resembles a line [79]. To achieve this,

the researchers have devised a thinning skeletonization with distance con-

trol, which effectively generates the desired 1D MA of the bone [221]. This

iterative process selectively eliminates the outermost surface layers of the

object while maintaining its topological integrity, resulting in a slender me-

dial structure.

However, as depicted in Fig. 2.6, we can observe that the extracted

medial axis of the femur consists of spurious branches and additional ar-

tifacts that are not quite correspond to the true structure of the object.

These spurious branches can complicate subsequent analysis or reconstruc-

tion tasks that rely on an accurate representation of the skeleton. Further-
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more, this method has resulted in the loss of intricate features and fine

details in the final output.

In conclusion, the paper emphasises the significance of computer-aided

methods in the assessment and planning of lower limb deformities in or-

thopaedic surgery (Refer to Fig. 2.6). It highlights their ability to provide

objective and accurate measurements, leading to improved surgical out-

comes. The authors advocate for further research and collaboration to en-

hance these methods and their integration into routine orthopaedic practice.

Figure 2.6: The generated MA with disconnected, noisy and spurious
branches in [1].

2.3.2 Anatomy-based 3D Skeleton Extraction from Femur

Model [2]

The paper published in 2014 focuses on the extraction of a skeleton from a

femur model using anatomy-based approach. The researchers recognise the

importance of accurately representing the skeletal structure of the femur for

various medical applications and surgical planning.

The paper introduced a methodology that leverages anatomical know-

ledge to extract a reliable 3D skeleton from a femur model. The approach

combines computational techniques with anatomical contraints to ensure

the skeleton accurately reflects the underlying anatomical structure of the
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femur.

To extract the femur’s skeleton, the authors employ a multi-step pro-

cess. They begin by segmenting the femur model from medical imaging

data, such as CT scans. Subsequently, they apply a series of algorithms to

identify anatomical landmarks and determine the bone’s principal axes and

regions of interest.

The estimation of the femur shaft axis was achieved through the utilisa-

tion of PCA, which played a vital role in this process. PCA is a statistical

technique used to identify the main directions of variation in a dataset. In

the context of estimating the femur shaft axis, PCA analyses the geometric

features of the femur model to determine the primary direction of variation,

which corresponds to the axis of the femur shaft.

By applying PCA to the femur model, the algorithm identifies the prin-

cipal components that capture the most significant variations in the data.

These principal components represent orthogonal direction in the 3D space

and are ranked based on the amount of variance they account for. The

principal component associated with the highest variance is considered as

the estimated femur shaft axis.

However, the drawback of PCA in the context of 3D skeletonization is

its reliance on linear relationships between variables, as depicted in Fig. 2.7.

PCA assumes that the relationships between the variables being analysed

are linear, which may not hold true in the case of complex skeletal structures.

In 3D skeletonization, the goal is to extract a simplified representation

of the skeletal structure from volumetric or point cloud data. PCA, being a
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linear dimensionality reduction technique, may not adequately capture the

intricate and non-linear relationships present in the 3D data.

The skeletal structure often exhibits complex geometry, with varying

curvatures, branching patterns, and connectivity. These non-linear char-

acteristics are not well-captured by PCA, which is more suited for linear

transformations and variance maximisation.

Moreover, PCA does not explicitly consider the specific properties and

constraints of the skeletal structure during the dimensionality reduction

process. It treats all points or features equally and does not leverage the

inherent structural information present in the skeleton.

Therefore, when applying PCA to 3D skeletonization, it’s worth not-

ing that the choice of a skeletonization algorithm for human femur analysis

depends on factors such as the specific research objectives, characteristics

of the data, desired accuracy, computational efficiency, and availability of

labeled training data (in the case of deep learning-based methods). Re-

searchers often compare and evaluate different algorithms to determine the

most suitable one for their specific applications.

Overall, 3D skeletonization plays a vital role in femur analysis by provid-

ing a simplified representation of the femur’s skeletal structure, enabling

accurate measurements and detailed anatomical analysis that contribute to

medical and scientific investigations.

Table 2.2 presents a summary table highlighting the strengths and weak-

nesses of existing skeletonization methods compared to our approach.
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Upon examination of the table, it’s evident that our approach excels

in preserving both connectivity and topological information within the ob-

tained skeleton.

Additionally, the implementation is simpler than the existing methods.

Figure 2.7: The generated MA with spurious branches in [2].
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Table 2.2: A comparison table for the related 3D skeletonization research in human femur.

No. Attributes Distance-Transform Field Voronoi Diagram Thinning-Based PCA MMCA (Our Approach)

1 Paper [90] [77] [80] [82] [86] [87] [88] [1] [2] [140] [141]

2
Year

Published
2007 2011 1997 2012 2003 2008 2017 2010 2014 2019 2022

3 Focused Part

Aorta,

renal

and

mesenteric

arteries

2D

Images

3D

Organ

Shape

Other

3D

Meshes

Other

3D

Meshes

Other

3D

Meshes

Other

3D

Meshes

Lower

Limb

Human

Femur

Human

Femur

Human

Femur

4 Strengths

Preserve

Connectivity

Preserve

Topological

Information

(avoid spurious

skeletal branches)

∆ ∆ ∆ ∆ ∆ ∆ ∆ ∆

Simple
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Chapter 3

ALGORITHM OVERVIEW

As highlighted in Chapter 1, this research aims to answer two (2) research

questions. Our methodology aims to address the first question which is

"How to perform 3D skeletonization on the given femur 3D mesh data?".

We named our system as 3D-FSA, which stands for 3D-FSA and there

are four (4) key modules in the implementation as illustrated in Fig. 3.1:

A. Pre-processing

B. 3D Femur Construction

C. 3D Skeletonization

D. Results Evaluation

Since this is a collaborative research, the Pre-processing module was ex-

ecuted by researchers from South Korea and the results were shared with

us for computation in the subsequent modules as shown in Fig. 3.2. Apart
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Figure 3.1: Overview of our proposed algorithm.
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from that, they utilized our 3D-FSA system for aiding in shape and anatom-

ical analyses of the human femur related to bowing and width throughout

life [16].

For my contribution, I actively participated in implementing the second

(2nd) phase, third (3rd) phase and fourth (4th) phase. The brief overview

of these modules will be explained in Chapter 3.1, Chapter 3.2 and Chapter

3.3 and Chapter 3.4.
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Figure 3.2: We are responsible for the implementation of three (3) phases: 3D Femur Construction, 3D Skeletonization and Results Evaluations.
Whereas, the researchers from South Korea [16] are responsible for the implementation of two (2) phases: Pre-processing and Shape
Analysis.
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3.1 Pre-processing

In pre-processing phase involve a collection of of CT-scan images was intro-

duced into AVIEW Modeler, which is a 3D modelling software, that gener-

ates 3D representations of anatomical features within the human femur.

By employing reconstruction and parametrisation on these datasets,

structured data was segmented into .obj file format. These .obj file format

encapsulate details about the geometry of 3D femurs.

The elaboration on the specifics will be provided in Chapter 4.
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Figure 3.3: A concise overview of the initial phase, specifically the First Phase (1st
), with a focus on the pre-processing stage.
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3.2 3D Femur Construction

Subsequently, in the Second Phase (2nd), emphasis will be placed on the

creation of the 3D femur, detailing the involved processes illustrated in Fig.

3.4.

We employed the .obj files obtained during the pre-processing phase. By

adhering to the procedures outlined in Fig. 3.4, we have precisely rendered

the 3D femur, showcasing its structural intricacies through vertices (Fig.

3.6a), edges (Fig. 3.6b), and faces (Fig. 3.6c).

Based on Fig. 3.5, the pivotal development tools that collaboratively

contribute to the functionality of our 3D-FSA system include Visual Studio,

OpenGL Mathematics (GLM), OpenGL, and Microsoft Foundation Class

(MFC).

Details pertaining to this phase will be expounded upon in Chapter 5.
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Figure 3.4: A succinct summary of the Second Phase (2nd
), highlighting the stage dedicated to the construction of the 3D femur.
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Figure 3.5: The crucial development tools collectively contribute to the func-
tionality of our 3D-FSA system.

3.3 3D Skeletonization

The subsequent step involves the 3D skeletonization phase. The outcome of

this module is referred to as the skeleton or the MA as explained in Chapter

1.

The MA, based on the MAT, mainly includes the MA itself and the

radius function.

In this module, the fundamental concept is to build both a base plane

and a projection plan as illustrated in Fig. 3.7.
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(a) 3D left femur in vertices view.

(b) 3D left femur in edges view.

(c) 3D left femur in faces view.

Figure 3.6: The 3D human femur can be displayed in faces view, edges view,
and vertices view in our system, 3D-FSA.
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After constructing the 3D femur, cylindrical slider, s is introduced. This

slider traverses the entire femur, processing specific data portions. The in-

formation contained within the slider will be projected onto the projection

plane for additional computation.

Figure 3.7: The crucial development tools collectively contribute to the func-
tionality of our 3D-FSA system.

The concise elucidation of the internal processes is provided below, com-

plemented by the visual representation in Fig. 3.8.

A Faces within each cylindrical slider contribute to computing a weighted

average vertex, which is equivalent to the medial centre. The MA takes

form by connecting all these computed weighted average vertices.

B Concurrently, the weighted normal of faces within the segment are

used, employing the least square plane fitting, to compute the projec-
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tion plane.

C Simultaneously, the centroid of faces and the weighted average ver-

tex are projected onto the projection plane, creating an inner slice

polygon, ΩS. With these data, our maximum-minimum centre

approach (Summarized in Chapter 3.3.1) is applied to determine the

optimal radius value and the maximal inscribed circle for that specific

portion.

D Additionally, the thickness of the outer medullary canal, or the com-

pact bone, is computed using the Chamfer distance.

E Finally, the minimum radius angle is calculated using the least squares

fitting of the circle, providing the radius of curvature.
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Figure 3.8: A brief overview of the Third Phase (3rd
), emphasising the steps devoted to the skeletonization of the 3D femur.
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3.3.1 Maximum-Minimum Centre Approach

The process involves calculating radii r, by generating a set of sample points

forming a square shape. Starting from a sample point c1, our algorithm com-

pares the distance from another sample point c2 with the projected vertices

in ΩS, saving only the minimum distance minDist during each comparison.

This iterative comparison continues for all projected vertices in ΩS.

Subsequently, another sample point c2 is chosen, and the maximum value

maxDist is selected among the minDist values from the comparisons with

all projected vertices.

In conclusion, maxDist represents the optimal distance from the projec-

ted weighted average vertex to the medullary canal boundary. The radius r

of the square formed by the generated sample points is then calculated using

a specific formula (Elaborated in detail in Chapter 6.4.2). This calculated

r is utilised to render the medial circle what forms the maximal inscribed

circle Bs(p, r)) within the selected portion of the cylindrical slider s.

Our methodology is labeled as the maximum-minimum centre approach

for determining the maximum inscribed circle within the medullary canal

contour, as illustrated in Fig. 3.9.

This phase will be elaborated upon in Chapter 6.
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Figure 3.9: Weighted average vertex (green in colour), inner slice polygon Ωs which consists of the projected centroids of the faces (triangles) in
Fs (blue in colour), maximal inscribed circle Bs(p, r) with radius r (green circle and radius).
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3.4 Results Evaluation

This phase will provide insights to address the second research question

which is "How is the resulting skeleton or medial be used as an analysis

study for the anatomical and geometrical parameters of the femoral shaft?".

Our system generates seven (7) significant parameters, encompassing

the following:

A. Femur Length

B. Femoral Shaft Length

C. Femur Width

D. Femur AP Length

E. Diameter of Medullary Length

F. Thickness of the Compact Bone

G. ROC

Jung and his team from South Korea used our system in their study

analysing femoral geometric differences related to bowing and width. Their

results indicate good reliability based on the guidelines set by [139], and
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were published in the Osteoporosis International journal in 2021. For com-

prehensive information regarding their research, kindly refer to [16].

Apart from that, a comprehensive result evaluation was conducted by

comparing the Thinning-based method [222, 22, 223] with our approach

(MMCA) using the data obtained from the Korean side.

As depicted in Chapter 7, the skeleton generated by the Thinning-based

method tends to exhibit numerous spurious branches, whereas our obtained

skeletons are straight and simple. Therefore our method exhibited improved

outcomes with better connectivity preservation and simplicity.

Further insights into this phase will be provided in Chapter 7.
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Chapter 4

PRE-PROCESSING

This module plays an important role in preparing the 3D file formats for

human femurs, in order to be read and processed in our 3D-FSA system.

4.1 The Innovation of this Module

The collected femur data in the form of 3D .obj file format requires two

(2) conversion processes that deploy the theoretical innovation. The first

conversion process acquired a list of CT scan that are saved in the DICOM

format, then these files were imported into the commercially 3D model-

ling software namely, AVIEW Modeler by Coreline Soft Company in South

Korea [13] to produce 3D samplings of anatomical elements of the human

femur in Stereolithography (.stl) format.

These constructed datasets were then segmented and converted to the

format of .obj files by applying the concept of 3D reconstruction [23] and

parametrisation [27] to form a 3D femur mesh representing both the bone

surface and the corticocancellous interface.

Although the existing research [212, 214, 215] consists of the first con-
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version process by using AVIEW Modeler [13], but none of them includes

the second conversion process. The results produced by this process have

an impact in shape analysis and processing, especially to our system. This

breakthrough in computer graphics was novel and useful in that it facilitates

the prototype developments of 3D and computer graphics related projects.

4.2 My Tasks

Since this is a collaborative research project, my tasks in this module are

as follows:

• To understand the basic concepts of data collection [16], imaging

devices and the diagnostic of femur shaft fractures.

• To recognise the structures and the definitions of the obtained 3D

data files in .obj format.

4.3 The Study Subjects for 3D-FSA

Researchers from South Korea [16] have collected a number of fully CT

scan of both femurs from the participating centre that was approved by the

Institutional Review Board of South Korea. These samples were randomly

collected between 2015 and 2017 at a single centre with the following criteria:

• Total Participants: 1400 participants (2800 femurs)
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• 20 years old ≤ Age ≤ 89 years old

• Femur Conditions: No implants, No deformity, or No surgical history

• Sex: Female or Male (100 participants were selected randomly)

• Ethnic: Korean (Asian)

Apart from that, the subjects with any implant, deformity, or surgical

history of the femur were excluded. Among the 1400 participants, 100

participants were randomly selected for each decade and sex. The ethnic

composition is 100% Korean which generally represents Asian.

4.4 The Common Types of Diagnostic Ima-

ging Device

There are mainly three (3) common types of diagnostic imaging devices

used by the doctors and orthopaedics for the diagnosis of fractures and the

planning in surgery. There are the X-rays, CT scans and MRI tests. Each

imaging test uses different technology to create images.

Table 4.1 provides the possible modalities, the purposes and etc for these

imaging tests [3, 4, 5].

112



Table 4.1: The overview of three (3) common types of diagnostic imaging devices extracted from [3, 4, 5].

Modalities X-rays CT Scans MRIs

Accessibility Also called a radiographs, send radi-

ation through body. They are quick

and painless tests that produce white

(soft tissues allow the radiation to pass

through), grey and black (areas with

high levels of calcium, e.g., the bone

block the radiation) images.

CT Scans use a series of X-rays to cre-

ate cross-sectional images of the body,

including bones, blood vessels, and soft

tissues.

MRIs use magnetic fields and radio

waves to create detailed images of

organs and tissues in the body.

continued on next page
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Table 4.1 – Continued from previous page

Modalities X-rays CT Scans MRIs

Used to Diagnose Patients with the following injuries:

• bone fractures

• arthritis

• osteoporosis

• infections

• breast cancer

• swallowed items

• digestive tract problems

Patients with the following severe

injuries:

• injuries from trauma

• bone fractures

• tumors and cancers

• vascular disease

• heart disease

• infections

• used to guide biopsies

Patients with the following injuries:

• aneurysms

• Multiple Sclerosis (MS)

• stroke

• spinal cord disorders

• tumors

• blood vessel issues

• joint or tendon injuries

continued on next page
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Table 4.1 – Continued from previous page

Modalities X-rays CT Scans MRIs

What to Expect Patient will lie, sit or stand while the

X-rays machine takes images. He/ she

may be asked to move into several pos-

itions.

Patient will lie on the a table that slides

into the scanner, which looks like a

large doughnut. The X-rays tube ro-

tates around the patient to take images.

Patient lie on a table that slides into

the MRI machine, which is deeper

and narrower than a CT scanner. The

MRI magnets create loud tapping or

thumping noises.

Imaging Method ionizing radiation ionizing radiation magnetic waves

Duration 10 - 15 minutes 10 - 15 minutes 45 minutes - 1 hour

Output Creation 2D images 3D images 3D images

Radiation Expos-

ure

Yes Yes No

continued on next page
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Table 4.1 – Continued from previous page

Modalities X-rays CT Scans MRIs

Resolution (Level

of Detail in the

Images)

Low Average High

Cost Cheapest Average Most expensive

Not Recommended Pregnant women has to handle with

precautious.

Children or those who require multiple

scans.

Patients with metal implants or pace-

makers.

116



4.5 The Diagnostic of Femur Shaft Fracture

The diagnosis of the femur shaft fracture has to be acquired by the doctors

and orthopaedics. It begins with the visual inspection by looking for bruises,

an obvious deformity of the thigh or leg and tears in the skin. Then, they

will check the tightness of the skin and muscles around the thigh. In order

to learn in-depth about the injury, diagnostic imaging devices are used. X-

rays are the most common imaging device to evaluate whether the femur is

intact or broken. They can also show the type of fracture and the location

of the fractured femur [37, 224].

Nevertheless, if the fractured femur is not spotted in X-rays due to its low

sensitivity [225], but clinically suspicious by the doctors and orthopaedics,

CT-scans are carried out to obtain valuable information about the severity

of the fracture and preoperative surgery planning. It combines a series of

X-rays images taken from different angles around your body and uses ma-

chine’s computer to generate cross-sectional images, or "slices" of the bones,

blood vessels and soft tissues inside your body. Once a number of successive

slices are collected by the machine’s computer, they can be digitally stacked

together to form a 3D image of the patient [226]. CT scans provide more de-

tailed information than plain X-rays do regardless of very thin fracture lines.

However, as mentioned in Section 1.1, femoral shaft fractures are bey-

ond the scope of this research, hence, the details of these topics will not be

included in this thesis.

Contrarily, MRI is carried out when the diagnosis of organs and tissues

in the human body are required. It provides better soft tissue contrast and

is able to differentiate among the fats, water, muscle, and other soft tissues.

Although several studies suggested that MRI has a superior sensitivity for
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fractures, [227, 228, 229] proved that the use of CT scan has improved the

detection accuracy of fractures among the elderly patients. [230, 231] also

suggested that CT scan has the adequacy to rule out hip and pelvic frac-

tures and it also be preferable to MRI based on decreased time spent in the

Emergency Department (ED) due to the large percentage of elderly patients

with contraindications to MRI.

4.6 3D Data Files Collection

I have received twelve (12) 3D files in .obj format from Professor Lee Byung-

Gook (my external co-supervisor) which are related to human femurs in 3D

structures for three (3) different patients, with three (3) respective codes as

follows:

• 0123964

• 0346688

• 00486295

You may refer to Fig. 4.1, Table 4.2 and Table 4.3 for these files.
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Table 4.2: The six (6) 3D files in .obj format for the left femurs.

Left Femur

Patient

Code

With

Intramedullary

Canal

Without

Intramedullary

Canal

0123964 0123964_L_all.obj 0123964_L_outside.obj

0346688 0346688_L_all.obj 0346688_L_outside.obj

00486295 00486295_L_all.obj 00486295_L_outside.obj

Table 4.3: The six (6) 3D files in .obj format for the right femurs.

Right Femur

Patient

Code

With

Intramedullary

Canal

Without

Intramedullary

Canal

0123964 0123964_R_all.obj 0123964_R_outside.obj

0346688 0346688_R_all.obj 0346688_R_outside.obj

00486295 00486925_R_all.obj 00486925_R_outside.obj

The details of the .obj 3D file structures will be discussed in Section 4.8.
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Figure 4.1: The twelve (12) femur .obj files and its illustration.

The researchers from South Korea [16] acquired a list of CT scans that

are saved in DICOM format. CT scans are better at imaging bones and

DICOM files is commonly used in 3D mesh reconstruction and computer

graphics visualisation. It allows the doctors and orthopaedics acquire insight

knowledge of the femur anatomy and appropriate treatment for patients’ in-

jury [232].

The acquired CT scans are then imported into a commercially medical

3D imaging software (AVIEW Modeler by Coreline Soft, South Korea [13])

to produce a set of 3D samplings of anatomical elements of the human

femur. By using the reconstruction and parametrisation methods on these

datasets, the structure data of .stl format is formed and then converted into

.obj formats that represents both the bone surface and the corticocancellous

interface.

There are many software companies that have been established to spe-

cialise in Medical Image Processing (MIP), and AVIEW Modeler [13] is one

of them and it is an all-in-one modelling software that models a desired part

in CT or MRI images and convert into an .stl file for 3D printing. It has
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been used by several medical researchers [212, 214, 215] for the conversion

from CT-images to 3D data formats. Thus, the performance is satisfactory

and reliable.

The researchers involved are from South Korea and they are I. J. Jung

(University of Ulsan College of Medicine, Seoul), E. J. Choi (Department

of Orthopaedics, Asan Medical Centre, Seoul), B. G. Lee (Division of Com-

puter Engineering, Dongseo University, Busan) and J. W. Kim (Department

of Orthopedic Surgery, University of Ulsan College of Medicine, Asam Med-

ical Centre, Seoul).

4.7 Geometric Parameters (GP)

Before we explored further about this module, we are required to first under-

stand the concepts of the geometric parameters, followed by the structures

of .obj file, to enhance the understanding of the program implementation

which is explained in Chapter 5.

4.7.1 Vector

Fig. 4.2a shows an example of two vectors, A⃗ and B⃗. A vector is any quant-

ity, such as force, that describes both a magnitude (length) and a direction.

This parameter is critical in computer graphics and geometry.

4.7.2 Normal

A normal is the common term used in computer graphics and geometry.

It is used to describe the orientation of a surface of a 3D mesh at a point
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on that surface. Technically, the surface normal to a surface at point p as

shown in Fig. 4.2b. It can be seen as the face normal because the normal

is the same for the entire face, regardless of any point on the triangle face.

Normals play a central role in shading [28], which are used to determine

the brightness, and the amount of light it reflects from a 3D mesh surface,

or the amount of light it reflects from the 3D mesh surface [233]. Thus, the

effect of shading provides a more realistic and 3D quality.

For a 3D mesh that is made of triangles, each triangle defines a plane

and the vector perpendicular to the plane is the normal of any point lying

on the surface of that triangle. The vector perpendicular to the triangle

plane can be easily be obtained with the calculation in Eq. (4.1) and Eq.

(4.2).

A unit normal vector is a vector with magnitude 1 that is perpendicular

to the triangle plane (Refer to Eq. (4.4) for the formula).

4.7.3 Cross Product

It is a binary operation on two vectors in 3D space. Two vectors are mul-

tiplied using the cross product operation denoted by, A⃗ × B⃗. The resulting

vector is another vector N⃗ that is perpendicular to both vectors as shown

in Fig. 4.3. The followings defined the steps involved to calculate the cross

product given the triangle points: v0, v1 and v2:

A. Compute the two vectors for (v0, v1) and (v0, v2):

⃗a(x) = v1(x) − v0(x), ⃗a(y) = v1(y) − v0(y), ⃗a(z) = v1(z) − v0(z)
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(a) Vectors: A⃗ and B⃗. The magnitude of A⃗ is rep-
resented as ∥A⃗∥, and same goes to magnitude of
∥B⃗∥. A unit vector is when ∥A⃗∥ is equals to 1 or
∥B⃗∥ is equals to 1.

(b) Normal: An example of the normal N⃗ that is
perpendicular to the plane of a triangle at p.

Figure 4.2: The important parameters that influence the appearance of 3D
mesh in computer graphics.
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Figure 4.3: The resulting vector N⃗ obtained from the cross product operation
A⃗ × B⃗.

⃗b(x) = v1(x) − v0(x), ⃗b(y) = v1(y) − v0(y), ⃗b(z) = v1(z) − v0(z)

A⃗ =< a(x), a(y), a(z) >, B⃗ =< b(x), b(y), b(z) > (4.1)

B. Compute the cross product using computed two vectors in Eq. (4.1):

A⃗ × B⃗ =

RRRRRRRRRRRRRRRRRRRRRRRRR

i⃗ j⃗ k⃗

a(x) a(y) a(z)

b(x) b(y) b(z)

RRRRRRRRRRRRRRRRRRRRRRRRR

=

RRRRRRRRRRRRRRRRR

a(y) a(z)

b(y) b(z)

RRRRRRRRRRRRRRRRR

i⃗ −

RRRRRRRRRRRRRRRRR

a(x) a(z)

b(x) b(z)

RRRRRRRRRRRRRRRRR

j⃗ +

RRRRRRRRRRRRRRRRR

a(x) a(y)

b(x) b(y)

RRRRRRRRRRRRRRRRR

k⃗

= [a(y)b(z)−a(z)b(y)]⃗i−[a(x)b(z)+a(z)b(x)]j⃗+[a(x)b(y)−a(y)b(x)]k⃗

Then,

⃗n(x) =< a(y)b(z) − a(z)b(y) >

⃗n(y) = − < a(x)b(z) + a(z)b(x) >=< a(z)b(x)− < a(x)b(z) >
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⃗n(z) =< a(x)b(y) − a(y)b(x) >

˙. . N⃗ =< n(x), n(y), n(z) > (Refer to Fig. 4.3) > (4.2)

4.7.4 Magnitude (Length) of a Vector

The magnitude of a vector is the length of the vector and is denoted by

A⃗. It is the square root of the sum of squares of the components of vector

based on the Pythagorean theorem:

∥A⃗∥ =
√
a(x)2 + a(y)2 + a(z)2 (4.3)

A unit vector is any vector whose magnitude is one, ∥A⃗∥ = 1 by us-

ing normalisation. Normalising refers to the process of making something

standard, making the vector to point in the same direction and change its

length to one. It is written as n̂ and is calculated as follows:

n̂ = A⃗

∥A⃗∥
(4.4)

In other words, to normalise a vector, simply divide each component by

its magnitude. Since it describes a vector’s direction without regard to its

length, it’s useful to have the unit vector readily accessible [234].

4.7.5 Magnitude (Length) of the Cross Product

As shown in Fig. 4.4, the magnitude (length) of the resulting vector from a

cross product is equals to the product of the magnitudes of the two vectors:

A⃗ and B⃗, and the sine of the angle θ between them denoted as:
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∥N⃗∥ =∥A⃗ × B⃗∥ =∥A⃗∥∥B⃗∥ sinθ (4.5)

The resulting N⃗ is perpendicular to both A⃗ and B⃗, hence, the distance of

the N⃗ based on the equation in (4.3) will yield to the area of a parallelogram.

Figure 4.4: The magnitude (length) of cross product ∥A⃗ × B⃗∥ is also equals
to the area of the parallelogram determined by A⃗ and B⃗.

4.7.6 Area of Triangle

• If an oblique triangle with two sides and the angle are known as shown

in Fig. 4.5a, the areas can be found by the trigonometric relations:

Area, A(fi) =
1
2 ∥A⃗∥∥B⃗∥ sinθ = 1

2∥A⃗ × B⃗∥ (4.6)

where A and B are two sides of a triangle and θ is the angle between

them. As one triangle is half the area of the parallelogram, thus, cross

product can be used to determine areas. Moreover, if we define the

following:
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A⃗ × B⃗
∥A⃗ × B⃗∥

= N̂ (4.7)

where N̂ is the unit normal to the plane defined by A⃗, B⃗ and has

magnitude one.

• If a triangle with three sides are known as shown in Fig. 4.5b, Heron’s

Formula is used that allows the calculation of the area for the triangle:

Area, A(fi) =
√
s(s − A⃗)(s − B⃗)(s − C⃗) wheres = 1

2(A⃗+B⃗+C⃗) (4.8)

This formula is used for our calculation in this module of the 3D-FSA

system analysis.

4.7.7 Interpolation in Barycentric Coordinates

Barycentric coordinates provide a measuring system that positions a point

relative to the edges of the triangle, with a very simple scheme for con-

verting from regular 3D spatial coordinates to barycentric coordinates, and

from barycentric to 3D spatial coordinates. It is represented in triples of

numbers (tu, tv, tw) corresponding to masses placed at the vertices of a fixed

reference triangle ∆ v0, v1, v2. These masses then determine the point fi at

ith−triangle, which is the geometric centroid of the three masses and is iden-

tified with coordinates (tu, tv, tw) as illustrated in Fig. 4.6a. The barycentric

coordinates of fi are named tu, tv, tw, and whose area is A(fi) = tu + tv + tw

are defined as follows:

u = tu/A(fi),
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(a) Trigonometry relation with the two sides and angle using Eq.
(4.6).

(b) Heron Formula with three sides using Eq. (4.8).

Figure 4.5: The calculation for the area of the triangle.
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v = tv/A(fi),

w = tw/A(fi) = 1 − u − v

For example:

• if fi = v0, u = 1, v = 0,w = 0,

• if fi = v1, u = 0, v = 1,w = 0,

• if fi = v2, u = 0, v = 0,w = 1,

• if fi is on the v1, v2 edge, u = 0

• if fi is on the v2, v0 edge, v = 0

• if fi is on the v0, v1 edge, w = 0

Given barycentric coordinates (u, v,w) and vertices v0, v1, v2 for a tri-

angle, it can be converted back to 3D coordinates by [235].

fi = v2 + u(v0 − v2) + v(v1 − v2) (4.9)

Another way to see this is that u, v and w weight vertices to give the

position of p. By rearranging the Eq. (4.9), the barycentric coordinates can

be used to define any point on the triangle in the following manner:

p = v2 + u(v0) − u(v2) + v(v1) − v(v2)

p = v2(1 − u − v) + u(v0) + v(v1)

p = u(v0) + v(v1) + (1 − u − v)(v2)

Since w = (1 − u − v),

˙. . p = u(v0) + v(v1) +w(v2) (4.10)
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It can also be defined as weights for the triangle’s vertices and defined

as:

u + v +w = 1, for p ∈ ∆(v0, v1, v2) (4.11)

This is a form of interpolation across the triangle using any quantity

or variable that has been defined at triangle’s vertices. Interpolation is a

method of constructing new data points within range of discrete set of known

data points [236]. For example, to find the colour at point p as shown in

Fig. 4.6b, the colour of the three vertices (v0, v1, v2) are interpolated across

the surface of the triangle, defined as:

Cp = u(Cv0) + v(Cv1) +w(Cv2) (4.12)

Besides colour attributes, normals and texture coordinates can be inter-

polated across the surface of the triangle.

4.8 The Structures for the 3D Data Files in

.obj Format

An .obj file contains information about the geometry of 3D meshes. The

files are used for exchanging information, CAD (Computer Aided-Design),

3D printing, and 3D graphics applications [237, 238]. It is a vector file,

which makes the defined 3D meshes scalable. There is no maximum file

size.

Initially, this format was created in the 1980s by Wavefront Technologies

for its Advanced Visualiser animation software application to store geomet-

ric objects composed of lines, polygons, and freeform curves and surfaces,
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(a) The point fi at ith
−triangle is the internal v0, v1, v2 vertices,

whose area is A(fi) = tu + tv + tw.

(b) In computer graphics, barycentric coordinates can be seen as
the area of sub-triangles (v1, v2, p) for tu, (v2, v0, p) for tv and
(v0, v1, p) for tw over the area of the triangle ∆(v0, v1, v2) which
is the reason it’s also called areal coordinates.

Figure 4.6: An example of barycentric coordinates defining a position with
respect to the positions of the vertices of a triangle.
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and until now it is able to store more data as follows:

(1) Vertex data: geometric vertices, texture vertices, vertex normals, etc.

(2) Elements: point, line, face, curve, etc.

(3) Free-form curves/ surface body statements: parameter values, outer

trimming loop, etc.

(4) Connectivity between free-form surfaces: connect.

(5) Grouping: group name, smoothing group, etc.

(6) Display/ render attributes: colour interpolation, etc.

However, the scene information, such as the light position or animations,

are not included in this file.

Overall, .obj file is simple and open format with wide export and import

support among computer aided design (CAD) software. For example, the

Autodesk 3Ds Max is used to convert the rendered 3D mesh into .obj file

and read it using the Notepad in Windows or TextEdit in MacOS. Hence,

it is getting famous as a file format for 3D meshes.

The .obj file that is used in 3D-FSA requires only the followings to con-

struct a 3D femur:
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(1) Vertex data: geometric vertices and vertex normals

(2) Element: face

As depicted in Fig. 4.7, the first part of the list is the definition of

geometry vertices for the 3D femur. Then, followed by the vertex normals

in the second part of the list. The face indexes with the vertex normals

information are at the last part of the list. The resulting 3D mesh is shown

in Fig. 4.8, with the vertices view (Fig. 4.8a), edges view (Fig. 4.8b) and

faces view (Fig. 4.8c).

The .obj file does not require any sort of header, although it is common

to begin with # symbol. 3D-FSA ignores anything after # until the next

line, allowing developers to leave notes for themselves or others who may

be viewing the codes [238] (e.g.: the number of vertices used for the con-

struction of 3D femur).

Apart from that, blank space and blank lines can be freely added to the

file to aid in formatting and readability. Each non-blank line begins with

a keyword and followed on the same line with the data for that keyword.

3D-FSA reads the lines and processed until the end of the file [238, 239].

The following keywords are then read and processed in 3D-FSA. They

are arranged by data type, and each is followed by a brief description and

the format of a line:

(1) The geometric vertices represented as v in Fig. 4.7a:

v x y z
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(a) The position of the vertices represented as v,
which are used in rendering.
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(b) The vertex normals represented as vn, which
determine the visual softness or hardness
between the faces of 3D mesh [17].
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(c) The indexes of vertex and vertex normal that
define the faces of the 3D mesh represented as f.

Figure 4.7: The structure for the 3D femur .obj text file.
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(a) 3D left femur in vertices view.

(b) 3D left femur in edges view.

(c) 3D left femur in faces view.

Figure 4.8: The 3D human femur can be displayed in faces view, edges view,
and vertices view in our system, 3D-FSA.
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(2) The vertex normals represented as vn in Fig. 4.7b:

vn dx dy dz

(3) The face with vertex indexes and the respective vertex normals rep-

resented as f in Fig. 4.7c:

f vi//vnm vj//vnm vk//vnm

Let’s explore further for the meaning of these parameters that describes

a .obj file. In order to facilitate our explanation, a simple cube.obj as illus-

trated in Fig. A.1 in Appendix A is used.

4.8.1 Geometric Vertices

Fig. 4.7a consists of all the geometric vertices that is used to define the

position (floating point numbers) of the vertices of the 3D femur in (x, y, z)

format.

The femur .obj file always begins with a # symbol representing notes to

the developers or other users (e.g., the number of vertices used to form the

3D femur is 135576 vertices), and will be ignored by the program. Followed

by the second line that starts with v, indicates the first vertex v1 of the tri-

angle. The three floating values after this alphabet v are the 3D coordinates

(x, y, z) for v1.

These vertices are listed in counterclockwise order for the normal cal-

culations and to decide the visual orientation of the triangle faces. The

front face is characterised by a counterclockwise order around these ver-

tices, whereas the back face is characterised by a clockwise order around
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Table 4.4: The vertex coordinates defined for the 3D cube extracted from
cube.obj as illustrated in Fig. A.1 in Appendix A.

Vertex Index x − coordinate y − coordinate z − coordinate

v1 0.0 0.0 0.0

v2 0.0 0.0 1.0

v3 0.0 1.0 0.0

v4 0.0 1.0 1.0

v5 1.0 0.0 0.0

v6 1.0 0.0 1.0

v7 1.0 1.0 0.0

v8 1.0 1.0 1.0

these vertices.

Table 4.4 shows the formed vertices for the 3D cube extracted from

cube.obj (Refer to Fig. A.1 in Appendix A).

4.8.2 Vertex Normals

The second set of data in .obj file is the vertex normals as shown in Fig.

4.7b. As mentioned in Section 4.7.2, normal plays a central role in shading

by describing the orientation of a surface of a 3D mesh. Basically, there are

two types of normals:

• Face Normals (Refer to Section 4.7.2)
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• Vertex Normals

Face normals are used to determine the orientation for the entire face.

If it’s pointing away from the camera, then that face will be ignored during

the rendering. As shown in Fig. 4.9a, the calculation for face normals is

required for every flat face of a 3D mesh by using the method described in

Section 4.7.2. This approach is called the flat shading. However, by just

using the face normals giving the 3D mesh a faceted appearance. An ex-

ample of a 3D cylinder rendered with face normals can be seen in Fig. 4.10a.

On the other hand, vertex normals are defined at the triangle vertices

of 3D mesh and it is used to define smooth shading which adds the round-

ness to the 3D mesh. This concept is introduced by Henri Gouraud in 1971

namely, smooth shading or Gouraud shading [240], and then an improved

shading method, namely Phong shading is introduced in 1975 by Bui Tuong

Phong [241].

Since the vertex normals are stored at each vertex of the 3D mesh, they

are oriented perpendicular to the smooth underlying surface of a 3D mesh

as shown in Fig. 4.9b. These vertex normals can be generated automat-

ically from 3D modelling softwares such as 3D Max, Maya or Blender by

using their smooth shading feature.

Therefore, vertex normals and face normals are closely related. Some-

times, vertex normals are used as face normals due to flat surfaces. For

example, the cube.obj file which consists of only flat faces, thus, the vector

normals are used as the face normals which consists of six vector normals

(two triangles at each side share the same vector normals) defined at every

face of the 3D cube (Refer to Fig. A.1 in Appendix A). Fig. 4.11 shows
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(a) The normals are computed for every face of a 3D mesh.

(b) The normals are computed for every vertices of a 3D mesh and
are using to interpolate smoothly across the surface.

Figure 4.9: These examples are sourced from the website [18] that illustrates
the difference between face normals and vertex normals.
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(a) A 3D cylinder rendered with face normals.

(b) A 3D cylinder rendered with vertex normals.

Figure 4.10: These examples are extracted from [18].
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Figure 4.11: The examples for face normals and vertex normals of a 3D cube
modelled in Blender [19].

the examples for face normals and vertex normals for a 3D cube drew using

Blender [19].

Then during the rendering process, the smoothness of a 3D mesh is com-

puted by interpolating the vertex normals that defined at each vertices. The

calculation has been discussed in Section 4.7.7.

The .obj file for the 3D femur is created using a 3D modelling soft-

ware, thus, the vertex normals have been calculated. Then, with the use of

Microsoft Foundation Class (MFC) [25] and OpenGL Mathematics (GLM)

libraries [242], a 3D femur is constructed based on the data file in .obj
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Table 4.5: The vertex normals defined for the 3D cube extracted from
cube.obj as illustrated in Fig. A.1 in Appendix A.

Index for Vertex Normal dx dy dz

vn1 0.0 0.0 1.0

vn2 0.0 0.0 -1.0

vn3 0.0 1.0 0.0

vn4 0.0 -1.0 0.0

vn5 1.0 0.0 0.0

vn6 -1.0 0.0 0.0

format. This process is explained in detailed in Chapter 5.

Table 4.5 shows the formed vertex normals for the 3D cube extracted

from cube.obj (Refer to Fig. A.1 in Appendix A for the illustrations).

Face Elements The last set of data in .obj file is the element of faces

data. Each face is defined by three vertices and a vertex normal that acts

as the face normal due to the flat surfaces with the following format:

fn vi//vnm vj//vnm vk//vnm

, where fn is defined by three vertices (vi, vj, vk) and the vertex normals

for each vertices is defined by (vnm, vnm, vnm).

Table 4.6 shows the formed faces for the 3D cube extracted from cube.obj

(Refer to Fig. A.1 in Appendix A for the illustrations).
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Table 4.6: The vertex indexes and the index for the vertex normals that are
used to define the triangle face of the cube.obj as illustrated in Fig.
A.1 in Appendix A.

Face Index V ertexIndex IndexforV ertexNormal

f1 (v1, v7, v5) (vn2, vn2, vn2)

f2 (v1, v3, v7) (vn2, vn2, vn2)

f3 (v1, v4, v3) (vn6, vn6, vn6)

f4 (v1, v2, v4) (vn6, vn6, vn6)

f5 (v3, v8, v7) (vn3, vn3, vn3)

f6 (v3, v4, v8) (vn3, vn3, vn3)

f7 (v5, v7, v8) (vn5, vn5, vn5)

f8 (v5, v8, v6) (vn5, vn5, vn5)

f9 (v1, v5, v6) (vn4, vn4, vn4)

f10 (v1, v6, v2) (vn4, vn4, vn4)

f11 (v2, v6, v8) (vn1, vn1, vn1)

f12 (v2, v8, v4) (vn1, vn1, vn1)
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Chapter 5

3D FEMUR

CONSTRUCTION

After a thorough investigation in pre-processing (Refer to Chapter 4), this

module introduces the reader to strategies for generating 3D femur from

input 3D data files in .obj format.

5.1 The Innovation of this Module

This module specialises in representing and manipulating surfaces for a 3D

mesh especially both the human bone and the corticocancellous interface.

It is thus an intuitive mesh viewer module, where a 3D mesh, stored in .obj

file format, can be loaded and interactively inspected in an easy way, by

simply dragging and clicking on the mesh itself. Once a mesh is loaded, the

user can work on it by mean of a set of options and shortcuts as shown in

Fig. 5.1 and Fig. 5.2.

Furthermore, the combination of Microsoft Foundation Class (MFC) [25]

and OpenGL Mathematics (GLM) [26]. to form this module is novel and

inventive.

146



This module has the capability of managing the hundred thousands or

millions of primitives, which often consists of discrete amount of vertices,

and these vertices are connected by edges, followed by forming the faces

from the connected edges. A 3D femur is a 3D shape in which all the faces

are triangles. Triangles are commonly used in many graphics software pack-

ages and hardware devices because of the following reasons:

• Triangles are atomic geometry.

• Triangles are primitive geometry.

• Triangles can operate more efficiently.

• Triangles are easy to handle.

• The mathematical calculation is straightforward.

Therefore, these benefits are adopted in this module for the use of 3D

femur construction. More specifically, we propose a process for creating 3D

femur based on the structures contained within a .obj file.

5.2 My Tasks

Since this is a collaborative research project, my tasks in this module are

as follows:
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Figure 5.1: The GUI of our 3D-FSA System.

• To design the flowchart for the following features:

A. How to read the information from the .obj text files as shown in

Fig. 4.7, that begins with the vertex positions, vertex normals

and the faces?

B. How to construct the 3D femur based on the read data?

• To convert the designed flowchart into program implementations, in-

corporated with the Microsoft Foundation Class (MFC) and the OpenGL

Mathematics (GLM) libraries.
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(a) 3D left femur in vertices view.

(b) 3D left femur in edges view.

(c) 3D left femur in faces view.

Figure 5.2: The 3D human femur can be displayed in faces view, edges view,
and vertices view in our system, 3D-FSA.
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5.3 Module Overview

In order to facilitate the input process of the system, such as an easy access

to the existing 3D data files in .obj format, a simple interface with minimum

efforts is designed to showcase this module. Hence, the Microsoft Found-

ation Class (MFC) Libraries [25] are employed for the simple desktop ap-

plications creation. These libraries provide an object-oriented wrapper over

much of the Win32 and COM Application Programming Interface (API)s,

and consist of the most useful when the need of developing easier UI with

multiple controls.

Additionally, on the creation of 3D structures that explicitly represent

the human femurs, the work of Nate Robins on the 3D modelling method of

Wavefront .obj file format is of particular interest [20]. The method written

by the author consists of a complete data structure that represents a 3D

mesh such as the number of vertices, number of normals, number of faces

and other information of a 3D mesh that is based on the input data file.

This method has seen a recent application in the production of high quality

3D meshes [243, 244, 245, 246].

OpenGL is used in this module to perform the rendering. It is a cross-

language, cross-platform API for rendering 2D and 3D vector graphics.

The API is typically used to interact with a GPU, to achieve hardware-

accelerated rendering [247].

The combination of these tools are unique and hardly found in the state

of art. The structure of this combination is defined in Section 5.4.
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5.4 Module Architecture

Once the basic concepts has been developed as described in Chapter 4,

the next step is to design the architecture for the 3D femur construction.

Fig. 5.3 shows a visual representation of this module’s architecture, that

describes the structure and behaviours of multiple components.

The module of 3D femur construction consists of the following compon-

ents:

A. 3D Data Files Access

B. New Mesh Allocation

C. Memory Allocation

D. Dimensions Calculation

E. Structural 3D Representations

F. Computational Geometry Processing

G. 3D Femur Rendering

H. Output
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Figure 5.3: A conceptual model that describes the structure and behaviours of multiple components of this module.
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The end user, especially the orthopaedic is able to select and access any

3D data files that are in .obj format from the storage. After a file is selected,

all the necessary parameters for our program are initialised accordingly to

be used in the rendering and 3D skeletonization later.

A new 3D femur is then allocated by clearing all the attributes to null.

These attributes consists of the name of the file, the number of vertices, the

number of normals, the number of faces, the position of x, the position of

y, the position of z, etc. The "malloc" method is used to dynamically alloc-

ate a single large block of memory with the respective size for the vertices,

triangles, normals, and the texture coordinates after the clearing is done.

Based on the input information, the dimensions which composed of the

width, the height, and the depth of the 3D femur are calculated. Additional

details on this component are provided in Section 6.4.1.

These three (3) components: New mesh allocation, memory allocation

and dimensions calculation are written by Nate Robins [20] with OpenGL

Mathematics (GLM) [26] and we incorporate these components in our sys-

tem.

After executing the above mentioned components, a customised 3D

structure based on the input file is created. This 3D structure is a struc-

tural build for the human femur comprises the significant elements: vertices,

edges, and the faces.

With this 3D structure, we can compute the significant geometry attrib-

utes: the normal vectors and the centre point of each edge to be used later.

At this point, we can begin to render these information to be displayed to
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the screen.

5.5 Program Designs and Implementations

In the previous section, we presented a system architecture for constructing

a 3D femur based on the 3D data file that are in .obj format. At this stage,

the system architecture is used as a guidance for designing the program

which has successfully constructs 3D femurs that are illustrated in Fig. 5.4.

There are total of twelve (12) data files of three different patients of with

the following codes:

A. 0123964

B. 0346688

C. 00486295

Each patient contributes four (4) set of .obj files with the left and right

femurs, that includes the intramedullary canal and without intramedullary

canal. Table 5.1 and Table 5.2 listed all the data files we received for the

respective left and right 3D femurs.
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Table 5.1: The six (6) 3D files in .obj format for the left femurs.

Left Femur

Patient

Code

With

Intramedullary

Canal

Without

Intramedullary

Canal

0123964 0123964_L_all.obj 0123964_L_outside.obj

0346688 0346688_L_all.obj 0346688_L_outside.obj

00486295 00486295_L_all.obj 00486295_L_outside.obj

Table 5.2: The six (6) 3D files in .obj format for the right femurs.

Right Femur

Patient

Code

With

Intramedullary

Canal

Without

Intramedullary

Canal

0123964 0123964_R_all.obj 0123964_R_outside.obj

0346688 0346688_R_all.obj 0346688_R_outside.obj

00486295 00486925_R_all.obj 00486925_R_outside.obj
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(a) The attributes of the 3D femurs obtained from a patient with the code number of 0123964 (Left femur with intramedullary canal)
which consists of the number of vertices, the number of edges, and the number of faces.

(b) The attributes of the 3D femurs obtained from a patient with the code number of 0123964 (Left femur without medullary canal) which
consists of the number of vertices, the number of edges, and the number of faces.

Figure 5.4: The attributes for the respective 3D femurs.
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(c) The attributes of the 3D femurs obtained from a patient with the code number of 0123964 (Right femur with intramedullary canal)
which consists of the number of vertices, the number of edges, and the number of faces.

(d) The attributes of the 3D femurs obtained from a patient with the code number of 0123964 (Right femur without intramedullary canal)
which consists of the number of vertices, the number of edges, and the number of faces.

Figure 5.4: The attributes for the respective 3D femurs.
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(e) The attributes of the 3D femurs obtained from a patient with the code number of 0346688 (Left femur with intramedullary canal)
which consists of the number of vertices, the number of edges, and the number of faces.

(f) The attributes of the 3D femurs obtained from a patient with the code number of 0346688 (Left femur without intramedullary canal)
which consists of the number of vertices, the number of edges, and the number of faces.

Figure 5.4: The attributes for the respective 3D femurs.
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(g) The attributes of the 3D femurs obtained from a patient with the code number of 0346688 (Right femur with intramedullary canal)
which consists of the number of vertices, the number of edges, and the number of faces.

(h) The attributes of the 3D femurs obtained from a patient with the code number of 0346688 (Right femur without intramedullary canal)
which consists of the number of vertices, the number of edges, and the number of faces.

Figure 5.4: The attributes for the respective 3D femurs.
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(i) The attributes of the 3D femurs obtained from a patient with the code number of 00486295 (Left femur with intramedullary canal)
which consists of the number of vertices, the number of edges, and the number of faces.

(j) The attributes of the 3D femurs obtained from a patient with the code number of 00486295 (Left femur without intramedullary canal)
which consists of the number of vertices, the number of edges, and the number of faces.

Figure 5.4: The attributes for the respective 3D femurs.
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(k) The attributes of the 3D femurs obtained from a patient with the code number of 00486295 (Right femur with intramedullary canal)
which consists of the number of vertices, the number of edges, and the number of faces.

(l) The attributes of the 3D femurs obtained from a patient with the code number of 00486295 (Right femur without intramedullary canal)
which consists of the number of vertices, the number of edges, and the number of faces.

Figure 5.4: The attributes for the respective 3D femurs.
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At this stage, a flowchart is designed to construct a 3D femur based

on the input data as illustrated in Fig. 5.5. It is able to manage hundred

thousands or even millions of vertices as long as the input data file is in .obj

format. Our strategy for the 3D femur construction consists of the following

steps:

1 OnFileOpen( )

2 glmDelete( mesh )

3 mesh_structure.freeData( )

4 fileName = GetPathName( )

5 InitalValue( )

6 mesh = glmReadOBJ( )

7 glmDimensions( mesh, dimension )

8 Init3DStructOBJ( )

9 meshFace.calNormalVectors( )

10 meshEdge.calCenter( )
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11 RefreshDisplay( )

12 3D Femur

Further details on how each of these steps are performed in our approach

are provided throughout the following sections.
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Figure 5.5: This flow chart shows the defined functions, together with the OpenGL Mathematics (GLM) that is used to achieve the 3D femur
construction.
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1 OnFileOpen( )

Prior in constructing the 3D femur, the orthopaedics are required to

select any existing human femur’s file in .obj format. We utilised the

Microsoft Foundation Class (MFC) messages of CFileDialog class to

implement the file-selection dialog boxes, for example, Open File and

Save As, in a manner that is consistent with Windows standards.

We derive our own dialog box class from CFileDialog and writes a

constructor to suit our needs. It behaves like the standard Microsoft

Foundation Class (MFC) dialog boxes. The windows messages for this

class vary based on what operating system you are using [248].

Once the CFileDialog object is created by using the constructor, we

initialise the values and states of the dialog box controls. Then, the

method of CFileDialog ∶∶ DoModal method is called to display the

dialog box so that the orthopaedic can select the files.

The CFileDialog ∶∶DoModal returns whether the orthopaedic clicked

the OK (IDOK) or the Cancel (IDCANCEL) button. All the tasks

below can be continued when the returned value of CFileDialog ∶∶

DoModal is equals to (IDOK).

2 glmDelete( mesh )

Once a data file is selected and the IDOK is returned, the next step

is to check the existence of a 3D mesh. If there is an existing 3D mesh

constructed, this step will delete it and initialise all the attributes
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in this 3D mesh structure. We deployed the libraries from OpenGL

Mathematics (GLM) [20] to define the structure of a 3D mesh.

The structure of a 3D mesh in OpenGL Mathematics (GLM) libraries

are defined with the some of the following attributes:

• Path name to a 3D mesh.

• Number of vertices in a 3D mesh.

• Array of vertices.

• Number of normals in a 3D mesh.

• Array of normals.

• Number of triangles in a 3D mesh.

• Array of triangles.

• Position of the vertices for a 3D mesh, (x, y, z).

3 mesh_structure.freeData( )

Apart from using the structure of a 3D mesh from OpenGL Mathem-

atics (GLM) [20], we customised our own 3D mesh structure that is
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designed for the 3D femur. All attributes and all the related opera-

tions are defined in this structure, which consists of the following:

Attributes

(a) Points: The coordinates of the vertices, pointers to the previous

point, pointer to the neighbouring point, incident edges, incident

faces, and etc.

(b) Edges: Starting point, ending point, length of the edge, number

of incident faces, pointer to the previous edge, pointer to the

neighbouring edge, and etc.

(c) Faces: The connecting three (3) points, normal vector compon-

ents, cross product vectors, number of linked edges, pointer to

the previous face, pointer to the neighbouring face, and etc.

Operations

(a) Points: Constructors, edge formation, face formation, edge dele-

tion, and face deletion.

(b) Edges: Constructors, cross product calculations, face formation,

and face deletion.

(c) Faces: Constructors, normal vector calculation, edge formation,

edge deletion, edge validation, and point validation.
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4 fileName = GetPathName( )

GetPathName( ) is one of the public method in CFileDialog class.

It retrieves the full path of the selected data file entered in the dialog

box. The path of the filename includes the file’s title plus the entire

directory path.

5 InitalValue( )

We create this method to initialise all the attributes for the following

purposes:

(a) For drawing and rendering.

(b) For 3D skeletonization.

(c) For 3D transformations.

6 mesh = glmReadOBJ( )

This method reads a 3D mesh description from a Wavefront file in

.obj format. It is written by Nate Robins [20]. It returns a pointer to

the created 3D mesh which should be free with the glmDelete( ).

After the data file is opened successfully, this method will first alloc-

ate a new 3D mesh by initialising all the attributes to null. Then, the

data file will be passed to the glmFirstPass( mesh, filename ) method
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to obtain all the statistics of the 3D mesh such as the number of ver-

tices, the number of normals and etc. The memory of these attributes

will then be allocated accordingly.

The next method to be called is the glmSecondPass( mesh, filename

). This method receives the same Wavefront data file for the details

of the 3D mesh such as the vertex coordinates, vertex normals, face

indexes and etc.

7 glmDimensions( mesh, dimension )

At this stage, all the details are collected from the Wavefront files and

the dimensions of the 3D femur can be calculated. The dimensions

are a measurable extend of a particular kind, such as length, breadth,

depth, or height. In this step, the width, height and depth of the 3D

femur are computed.

This measurement is crucial for defining the cylindrical slider that is

used during the 3D skeletonization. Additional details on the usage

are provided in Chapter 6.

8 Init3DStructOBJ( )

Our created 3D mesh structures are initialised, and the collected de-

tails from the Wavefront files are assigned to all the attributes, includ-

ing the vertices formation, edges formation and the faces formation.

A complete 3D mesh structure will be setup at the end of this method.
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9 meshFace.calNormalVectors( )

This method is implemented to compute the normal vectors of a face

of the 3D femur, by applying the cross products of two adjacent vec-

tors. Further details on how these calculations are performed in our

approach are provided in Chapter 6.

10 meshEdge.calCenter( )

This method is implemented to calculate the centre points for all the

respective edges of a 3D femur.

11 RefreshDisplay( )

This method is required to make the 3D femur visible on the screen.

Furthermore, it consists of all the drawing operations for the following

items:

(a) Axes (x, y, z),

(b) Vertices,

(c) Edges,

(d) Faces,
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(e) Cylindrical Slider,

(f) Selected faces within the cylindrical slider,

(g) Messages.

12 3D Femur

Finally, a 3D femur is constructed based on the .obj data files and

displayed on the screen as shown in Fig. 5.4. These methods have

provided the answers for the following:

(a) How to read the information from the .obj text files as shown in

Fig. 4.7, that begins with the vertex positions, vertex normals

and the faces?

(b) How to construct the 3D femur based on the read data?

5.6 The Final Outputs

The final outputs for this module are illustrated in Fig. 5.6. The main goal

in this module is to allow the user to select any .obj files to be displayed in

3D format based on the input data.

Therefore, we defined the following experiences a user would go through

in sequence when interacting with this module:
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A. Select File menu when the program is executed (Refer to Fig. 5.6a).

B. Select the "Open..." command from the File menu (Refer to Fig. 5.6b).

C. Select any desire 3D files in .obj format from the popped up dialog

box (Refer to Fig. 5.6c).

D. The 3D mesh is then constructed accordingly and display in faces view

by default in the program canvas (Refer to Fig. 5.6d).

In order to change the view of the 3D femur, the user can perform the

following actions on the keyboard:

• Press ’E’ or ’e’ key to change to edges view.

• Press ’V’ or ’v’ key to change to vertices view.

• Press ’F’ or ’f’ key to change to faces view.

Alternatively, the view can be changed using the selections in the View

menu as shown in Fig. 5.6g.
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(a) This is the File menu that consists of: New, Open..., Save, Save As..., Print...,
Print Preview, Print Setup, Recent File and Exit commands. There are several
commands can be accessed via keyboard shortcuts.

(b) When the user select "Open..." command.

Figure 5.6: The outputs of this module: 3D Femur Construction in 3D-FSA.
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(c) A dialog box will be popped out and any femur in .obj format can be selected.

(d) Once the Open button is clicked, the 3D femur is displayed in faces view by de-
fault.

Figure 5.6: The outputs of this module: 3D Femur Construction in 3D-FSA).

174



(e) When the key ’E’ or ’e’ is detected from the keyboard, the 3D femur is displayed
in edges view.

(f) When the key ’V’ or ’v’ is detected from the keyboard, the 3D femur is displayed
in vertices view.

Figure 5.6: The outputs of this module: 3D Femur Construction in 3D-FSA).
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(g) The user can also change the view of the 3D femur by selecting the commands in
the View menu.

Figure 5.6: The outputs of this module: 3D Femur Construction in 3D-FSA.
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Chapter 6

3D SKELETONIZATION

This chapter introduces the reader to strategies for generating the MA that

is based on the MAT from the constructed 3D femur in the previous Chapter

5. This phase plays a significant component employed later on by our pro-

posed maximum-minimum centre approach.

6.1 The Innovation of this Module

This module is innovative both in the proposed 3D skeletonization and the

thickness calculation for the compact bone (outer diameter) of the medullary

canal. Concerning the proposed 3D skeletonization algorithm, although it

is aligned with a general framework introduced by Lien et al. [249], new

approaches have been introduced for the implementation of distinct stages

of the framework leading to improved accuracy and robustness as has been

verified by an experimental evaluation.

The two (2) most significant contributions of our 3D skeletonization al-

gorithm is the straightforward centroids computation and the utilisation of

the projection method [86, 250] to compute the thickness of the compact

bone (outer diameter) of a femur’s medullary canal based on the portions
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covered by the user-defined cylindrical slider. Both of these approaches dif-

fer significantly from these existing approaches [249, 86, 250].

The centroids computation in our algorithm is able to construct a MA

that represents the shape of the 3D femur, without the use of other expens-

ive computation such as the principal axis which used by Lien et al. [249].

Apart from that, the utilisation of the projection method in a 3D femur

and for the thickness calculation is a novel and radically different approach

in 3D skeletonization. Whereas [86, 250] presented the projection methods

to locate voxels [86] and other types of 3D mesh [250] to be centred with

respect to three orthogonal slicing directions.

The major advantage of our approach is that the computed MA of a 3D

femur does not produce spurious branches, which avoid unnecessary noises

to facilitate the anatomical analysis by the orthopaedics. Additional details

on each of the processes are provided throughout the rest of this section.

6.2 My Tasks

Since this is a collaborative research project, my tasks in this module are

as follows:

• To design the flowchart for the following features:

A. How to compute the MA for the constructed 3D femur?

B. How to provide the measurements for the thickness of a compact

bone (outer diameter) of a femur’s medullary canal?

178



• To convert the designed flowchart into program implementation, in-

corporated with our written program.

6.3 The Basic Idea

Fig. 6.1 illustrates the basic idea of our 3D skeletonization. The medial

centres are computed with respect to the user-defined cylindrical sliders

which will describe further in Section 6.4.2. The MA is then constructed

by connecting all these medial centres.

Besides that, we have divided the display space into two (2) planes:

• Base Plane: A plane that is parallel to the lateral z − axis.

• Projection Plane: A flat plane which the objects created by the line

of sight is projected. In effect, 3D object is transformed into a 2D

representation, also called projections.

Both the medial centres and media axis are located in the base plane.

However, the computed medial centres are also projected to the projection

plane to be used in the radius function calculation. Once the radius function

was retrieved, the maximal inscribed circle can be formed on the projection

plane. The details are explained in the following sections.
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Figure 6.1: The basic idea of our 3D skeletonization algorithm.
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6.4 Medial Axis Transform

MAT was introduced by Blum [74] and is mainly composed of two (2) prop-

erties: the MA and the radius function as shown in Fig. 6.2 (refer to Eq.

(6.1)).

Figure 6.2: MAT is mainly composed of MA and radius function.

Let Ω be a connected bounded domain in R with n−dimensions (3D

femur with boundaries), and let B to be the loci of all maximal inscribed

disks that meet two (2) or more boundary points without crossing any of

the boundaries in Ω. We define MA, denoted by MA(Ω), as the set of

centre lines or disks obtained from B [251] as written in Eq. (6.2).

Each vertex p is defined as centre vertex in theMA(Ω) and the radius rs

of the sth ball in Br(p) ∈ B, which forms the medial circle, and the volume

is enclosed by the surface in Ω, which is exactly the union of these circles, as

presented in Eq. (6.2). In other words, this notation indicates the medical

circles in B that is formed by a set of centre vertices p, together with the

radii r.

MAT (Ω) = {(p, r) ∈ Rn ×R∣Br(p) (6.1)
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is maximal ball in Ω}

Remark. MAT (Ω) is the combination of two (2) properties: i) MA(Ω),

ii) Radii, r.

MA(Ω) = {p ∈ Rn∣r ≥ 0 s.t. (p, r) ∈MAT (Ω)} (6.2)

Therefore, to obtain the skeleton of the 3D femur, we determined the

maximum radius rs of each circle s (Refer to Eq. (6.16)) that is well suited

for each slice (portion) of the irregular inner 3D femur. Then, an approach

is introduced to find the reliable skeleton of the 3D femur, namely the

maximum-minimum centre approach (Refer to Section 6.4.2).

Before further explanation, we review some basic facts regarding graphs

in the context of 3D skeletonization. A bidirectional weighted graph G =

{V,E} consists of a set of vertices V and a set of bidirectional edges E that

connect them. The 3D femur is composed of a large number of faces F that

are made of three (3) connected edges each, or in other words, a triangle.

In this thesis, four (4) processes are involved, as depicted in Fig. 6.3,

to compute a reliable and consistent skeleton from a 3D femur. A more

detailed explanation is provided in the following sections.

6.4.1 Axis Adjustment and Feature Detection

After the second (2nd) phase, namely the 3D femur construction (Chapter

5) has completed, the dimensions of the 3D femur are calculated which con-

sists of the width, height and depth measurements as highlighted in Fig. 6.4.

The strategy for computing such dimensions basically consists of the
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Figure 6.3: The involved processes for 3D skeletonization.
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following steps:

A. Obtain a set of maximum and minimum values among all the coordin-

ate of the vertices (x, y, z) (Refer to the flowchart in Fig. 6.5a).

B. Calculates the dimensions including the width (dimension[0]), height

(dimension[1]) and depth (dimension[2]) of the 3D femur (Refer to

the flowchart in Fig. 6.5b).

C. Calculates the centre point of the 3D femur: (cx, cy, cz) (Refer to the

flowchart in Fig. 6.5b).

D. Transform the 3D femur so that it fits in the centre of the display us-

ing the above parameters (the centre points) (Refer to the flowchart

in Fig. 6.5b).

We incorporate the method of glmDimensions in our program as shown

in the highlighted flowchart in Fig. 6.4. This method is mainly obtain a

pair of maximum and minimum values among all the vertices of a 3D femur,

resulting a maximum coordinate (max_x, max_y, max_z) and a minimum

coordinate (min_x, min_y, min_z), as shown in the flowchart of Fig. 6.5a.
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Figure 6.4: The highlighted method, glmDimensions is written by Nate Robins [20], and the obtained measurements are used to form our dis-
play components.
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(a) The first (1st
) part of the processes which involves looking for the maximum and minimum values among all the coordinate of the vertices (x, y, z).
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(b) The second (2nd
) part of the processes which involves calculating the dimensions of the 3D femur, the centre point of the 3D femur, and the transforma-

tion of the 3D femur to fit on the display.

Figure 6.5: The processes involved in glmDimensions( ).

187



Figure 6.6: Our written program for drawing the axes, boundary, 3D femur (with vertices, edges and faces), the cylindrical slider and the
curvature of the MA, based on the measurements returned by the glmDimensions method written by Nate Robins [20].
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Using the obtained measurements, the dimensions, including the width,

height and depth of a 3D femur, are determined by the deduction of max-

imum coordinate and minimum coordinate as shown in the flowchart of Fig.

6.5b, resulting the dimension array (dimension[0], dimension[1], dimension[2]).

Moreover, the centre of the dimensions is calculated to allow the appropri-

ate transformation of a 3D femur such as translation, to be fitted on the

display. Fig. 6.8 illustrates the outcomes of this process.

This phase also involves measuring and recognising the distinctive fea-

tures of the 3D femur. It examines every vertex to determine the position

of the distal femur (the area of the leg just above the knee joint [37]) and

proximal femur (including the femoral head, neck and the region 5-cm distal

to the lesser trochanter [252]) as illustrated in Fig. 6.7.

In addition, we create the method of RefreshDisplay( ) for managing all

the drawings to the screen as illustrated in Fig. 6.6. The first step is to

setup our camera with the appropriate parameters. Then, the RenderRefer-

ences( ) is called to draw the axes of (x, y, z).

Followed by the DrawBoundary( ) method which manages a pair of

bounding boxes that are drawn as rectangles and pink in colour, as shown

in Fig. 6.8. These bounding boxes are based on the obtained measurements

of the dimensions of a 3D femur and served as the indicators of the be-

ginning (the distal femur) and ending (the proximal femur) bases for a 3D

femur.

Besides that, this phase involves recognising the distinctive features of a

3D femur. It examines every vertices to determine the position of the distal

femur (the area of the leg just above the knee joint [37]) and proximal femur
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(a) (Posterior View) The femur is divided into three
parts: proximal, shaft and distal.
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(b) The anatomy of the femur for proximal and distal parts in anterior view and pos-
terior view respectively.

Figure 6.7: The anatomy of a right femur.

(including the femoral head, neck and the region 5-cm distal to the lesser

trochanter [252]) as illustrated in Fig. 6.7. The flowchart in Fig. 6.6 also

shows three (3) different methods that are used to manage the drawing of

these distinctive features of a 3D femur which consists of RenderPoints( ),

RenderEdges( ) and RenderFaces( ).

The green cylindrical shape that is made of two (2) separate circles with

the defined distance or thickness h, decided by the user in the program is

drawn by the method of RenderSliding( ). The result is depicted in Fig.

6.9 and we called it the cylindrical slider s. The purpose of this cylindrical

slider s is to slide over the entire 3D femur from the beginning to the end

to capture and slice different portions.

Each slice that is captured by the cylindrical slider s is used to collect

the adjacent faces (triangles) within that portion, as shown in brown in Fig.
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6.9, and perform the 3D skeletonization which will be explained in Section

6.4.2 and 6.4.3.

Another method that is written in this module is the RenderCurvature(

) method as shown in the flowchart of Fig. 6.6. This method is used to

draw the calculated ROC which will be explained in Section 6.4.4.

Finally, the glFlush( ) command is to empty all commands in the buffers,

causing all issued commands to be executed as quickly as they are accepted

by the actual rendering engine. Though this execution may not be com-

pleted in any particular time period, it does complete in finite time. Thus,

all programs should call this command whenever they count on having all

of their previously issued commands completed [253].

192



(a) Left femur: The (x, y) − axis adjustment, bounding box (pink in colour) and the cylindrical slider s (green in colour) is
calculated by the width and height of the left femur.
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(b) Left femur: The z − axis adjustment extracted from the length of the left femur.

Figure 6.8: The calculation of the dimensions and adjustment for the axes in 3D based on the size of the 3D femur in the method of glmDimen-
sions.
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Figure 6.9: The cylindrical sliders s (The composition of two (2) green circles), adjacent faces Fs (brown faces (triangles)).
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6.4.2 Maximum-Minimum Centre Approach

Prior to adjusting the axis and the feature detection of a 3D femur, we

obtain the dimensions of the 3D femur by employing the strategy explained

during Section 6.4.1, in order to obtain a set of significant parameters such

as the boundary, the cylindrical slider s, and the proper display of the 3D

femur to the screen. The results are then used in this Section for the com-

putation of 3D skeletonization.

The MA is computed in this phase by simply applying our approach,

namely the maximum-minimum centre approach. Once the MA is

formed, the anatomical parameters of the femur, such as the diameter of

the medullary canal and isthmus can be calculated. These parameters are

significant in the preoperative measurements [10, 254, 52].

The medullary canal is the central cavity of the femur that contains the

red or yellow bone marrow. These marrows are used to make blood cells

and stores fat [255]. Whereas, isthmus of the femur is the region with the

smallest IM diameter and the diameter of the isthmus affects the size of the

IM nail that can be inserted into the femoral shaft [256].

Therefore, these scaled measurements can be obtained in this phase, by

finding the maximum inscribed circle of the medullary canal as shown in

the flowchart of Fig. 6.10. Moreover, the 3D femur is divided into sev-

eral segments in sequence, by sliding the cylindrical sliders and the faces

(triangles) within the specific segment are used in the computation. Each

segment computes the centre vertex of the medullary canal and it is used

to form the inscribed medial circles for the contour of the medullary canal.

It begins with the sliding process at position z−coordinate, together with
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Figure 6.10: The implementation steps involved for the maximum-minimum
centre approach in Section 6.4.2.
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the defined cylindrical slider s, and the computed distance h. During this

process, the vertices vz within this selected portion from z to z + h are col-

lected and added to Vs (refer to Eq. (6.3)).

Then, the faces (triangles) adjacent to each vertex in Vs are captured and

stored in Fs with a total number of m faces (triangles). Thus, Fs consists of

a collection of all the adjacent faces (triangles) within the cylindrical slider s.

Figure 6.11: The simplex operators ⌊v⌋ and ⌈v⌉.

We take the advantage of the Lindstrom and Turk approach [257] for

selecting the vertices, adjacent edges and the adjacent faces (triangles), by

using the simplex operators as illustrated in Fig. 6.11. This approach was

originally used for fast and memory-efficient 3D mesh simplification. The

equation is denoted in Eq. (6.4) to acquire these adjacent faces (triangles).

Fig. 6.9 illustrates the cylindrical slider and the adjacent faces (triangle)

within the selected portion (highlighted faces (triangles) in brown).
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Vs = {v ∶ vz ∈ (z, z + h)} (6.3)

where v = (vx, vy, vz) ∈ R3, s = (z, z + h).

Fs = ⌈⌈Vs⌉⌉ = {fi}m
i=0. (6.4)

With the acquired adjacent faces (triangles) in Fs, the following para-

meters (P) have to be computed for each face:

P. (1) The area A(fi) for each face (triangle) fi in Fs is defined below:

According to [258], to find the area A(fi) for each face (triangle) fi in

Fs, we first find the vector of e⃗i = (v0, v2) and ⃗ei+1 = (v1, v2). Then,

the cross product e⃗i × ⃗ei+1 is computed. The magnitude of this cross

product will be calculated to obtain the area of the parallelogram en-

closed by the two (2) vectors. Let assume that the cross product of e⃗i

× ⃗ei+1 is n⃗. Taking the magnitude of this product yields to:

Area of parallelogram = ∥e⃗i × ⃗ei+1∥ = n⃗ (Refer to F ig. 6.12a) (6.5)

=
√
n(x)2 + n(y)2 + n(z)2

The area of a face (triangle) is half the norm of the cross product. It

computes to:

A(fi) = 1
2 ×

√
n(x)2 + n(y)2 + n(z)2 (Refer to F ig. 6.12b) (6.6)
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Therefore, the area A(fi) for each face (triangle) fi in Fs is defined

using the Eq. (6.6).

P. (2) The centroid f̄i is shown in Fig. 6.13a which is calculated using the

formula in Eq. (6.8).

P. (3) The multiplication of area A(fi) and the centroid f̄i as denoted in Eq.

(6.9) for each face (triangle) as shown in Fig. 6.13c.

P. (4) The multiplication of area A(fi) and the unit normal vector N̂ (Refer

to Eq. (4.7)), as denoted in Eq. (6.11) for each face (triangle) fi as

illustrated in Fig. 6.13d.
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(a) The area of the parallelogram.

(b) The area of the triangle which follows from the fact that the
parallelogram formed by u and v is being cut into half.

Figure 6.12: The relationship between the area of parallelogram and the area
of the triangle enclosed by the two (2) vectors using the cross
product.
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(a) The centroid f̄i of each face (triangle).

(b) The area A(fi) for each face (triangle) i in Fs.

Figure 6.13: The examples of the calculations for each face i in Fs.
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(c) The multiplication of both the area A(fi) and the centroid f̄i.

(d) The weighted normal of a face (triangle) fi as denoted in Eq. (6.11).

Figure 6.13: The examples of the calculations for each face i in Fs.
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Once the above parameters are calculated for every face (triangle) fi, P.

(1) and P. (3) are accumulated for all the faces (triangles) in Fs as denoted

in Eq. (6.10) and Eq. (6.12).

As =
m

∑
i=0
A(fi) (6.7)

A(fi) = area of a face (triangle) fi,

m = the total number of faces (triangles) in Fs.

f̄i =
1
3

2
∑
i=0
vi (6.8)

A(fi)f̄i (6.9)

where A(fi) = area of a face (triangle) fi, and f̄i = centroid of a face fi.

m

∑
i=0
A(fi)f̄i (6.10)

A(fi) = area of a face (triangle) fi, f̄i = centroid of a face (triangle) fi,

m = the total number of faces (triangles) in Fs.

Weighted Normal of a Face (Triangle) = A(fi)N̂(fi) (6.11)

where A(fi) = area of a face (triangle) fi,

N̂(fi) = unit normal of a face (triangle) fi.

Weighted Normal of Faces (Triangles) =
m

∑
i=0
A(fi)N̂(fi) (6.12)
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where A(fi) = area of a face (triangle) fi,

N̂(fi) = unit normal of a face (triangle) fi,

m = the total number of faces (triangles) in Fs.

Then, dividing the results of Eq. (6.10) and the accumulation of the

areas As in Eq. (6.7) determines a weighted average F̄s of Fs, as denoted

in Eq. (6.13). The result derived from this equation is to define the medial

centre within the cylindrical slider, s.

F̄s =
1
As

m

∑
i=0
A(fi)f̄i (6.13)

where As = Eq.(6.7), A(fi) = area of a triangle fi, and f̄i =

centroid of a triangle fi.

M̄s =
1
m

m

∑
i=0
A(fi)N̂(fi) (6.14)

where A(fi) = area of a face (triangle) fi,

N̂(fi) = unit normal of a face (triangle) fi,

m = the total number of faces in fi.

Besides that, the results of Eq. (6.12) are used to determine the mean

for the weighted normal of faces M̄s, by dividing with the total number of

faces (triangles) m in Fs, as denoted in Eq. (6.14).

The obtained value from Eq. (6.14) is then used to compute the resid-

ual error rates for every face (triangle) fi in Fs, as denoted in Eq. (6.15).

These values are used to derive the equation for the least squares plane

fitting, which is then used to render the projection plane in the centre, as
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illustrated in Fig. 6.14 (peach in colour) and the projection of the face

centre onto the plane.

Rs = A(fi)N̂(fi) − M̄s (6.15)
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Figure 6.14: The cylindrical sliders s (The composition of two (2) green circles), the base plane (grey in colour) and the projection plane (peach
in colour).
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On the other hand, the results of Eq. (6.13) define the centre vertex for

each segment of the medullary canal. When linking these centre vertices

together, that are obtained from the segments that have been divided by

the cylindrical sliders, a MA of the 3D femur is formed, as plotted using

small and green spheres in Fig. 6.15. It defines the loci of all maximal

inscribed disks that meet the inner contour of the medullary canal without

any overlap, that is, the skeleton.
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Figure 6.15: Weighted average vertex (green in colour), inner slice polygon Ωs which consists of the projected centroids of the faces (triangles)
in Fs (blue in colour), maximal inscribed circle Bs(p, r) with radius r (green circle and radius).
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During the sliding process, the cylindrical slider serves as a slice plane,

which divides the 3D femur into several segments, from the beginning until

the end, with a thickness of h, as shown in Fig. 6.14. The centroid of the

faces in Fs within this cylindrical slider are projected onto the projection

plane, as represented in blue vertices shown in Fig. 6.15. We also refer

these projected vertices as the inner slice polygon Ωs.

Apart from that, radii r as illustrated in Fig. 6.15 is calculated using

Algorithm 1. We begin with generating a set of sample points that form

a square shape. Then, starting from a sample point c1, we compare the

distance from c2 with the projected vertices in Ωs.

In each comparison, only the minimum distance during the comparison

is acquired and is saved in minDist. This process is repeated until all the

projected vertices in Ωs is compared. Then we change to another sample

point c2 to do the same comparisons, but this time, the maximum value

maxDist is selected among the minDist when they completed the compar-

isons with all the projected vertices in Ωs.

In the end of the process, the maxDist is obtained from the sample

points and it is the optimal distance from the projected weighted average

vertex to the boundary of medullary canal. Since the generated sample

points form a square shape, the radius of this square refers to the distance

from the centre of the polygon to any of its vertices [259].

The distance from the centre of a square to any one of its four (4) corners

can be calculated by taking half the length of one side of the square, squar-

ing that value, doubling the result, then taking the square root of the value

of maxDist as denoted in Eq. (6.16), radius rs is obtained.
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Algorithm 1 Maximum-Minimum Centre Approach to find the MA and
the Maximum Inscribed Circle.
Input:

Projected P lane P ;
ProjectedWeighted Centre V ertices P (F̄s);

Output: Maximal Circle Bs(p, r);
1: [ax ∶= ai(x), ay ∶= ai(y), az ∶= ai(z)] ∈ A,maxDist ∶= 0.0
2: if (size(F̄s) <MaxCountradial) then
3: for i = −totalLoop to totalLoop do
4: for j = −totalLoop to totalLoop do
5: The sampling range: [bx ∶= bi(x), by ∶= bi(y), bz ∶= bi(z)] ∈ B
6: minDist ∶= 1.0 × 1010

7: for k = 0 to size(F̄s) do
8: Calculate dist = Distance(ax, ay, az, bx, by, bz)
9: if (dist <minDist)) then

10: minDist := dist
11: end if
12: end for
13: if (maxDist <minDist)) then
14: Assign to Optimal Indices:
15: ci ∶= i
16: cj ∶= j maxDist ∶=minDist
17: end if
18: end for
19: end for
20: end if
21: return P
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This obtained rs is used to render the medial circle (maximum inscribed

circle Bs(p, r)) within the selected portion of the cylindrical slider s (Refer

to Fig. 6.15). We named this approach as maximum-minimum centre

approach for finding the maximum inscribed circle for the contour of the

medullary contour.

radius, rs =
√
maxDist (6.16)
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Figure 6.16: The 3D femur skeletonization result with the connected edges between the weighted average vertices (green in colour).
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Fig. 6.15 illustrates the results obtained in this step which consists of

the followings:

A. Cylindrical Sliders s

B. m Faces (Triangles) Fs in the Cylindrical Sliders s

C. Areas (Refer to Eq. (6.7))

D. Centroids (Refer to Eq. (6.8))

E. The Multiplication of Areas and Centroids (Refer to Eq. (6.9))

F. The Accumulation of E (Refer to Eq. (6.10))

G. The Weighted Normal of a Face (Triangle) (Refer to Eq. (6.11))

H. The Accumulation of G (Refer to Eq. (6.12))

I. Weighted Average Vertices F̄s (Medial Centre) (Refer to Eq. (6.13))

J. Projection Plane (Refer to Eq. (6.14) and Eq. (6.15); Fig. 6.14)

K. Inner Slice Polygon Ωs (Refer to Fig. 6.14)
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L. Projected Weighted Average Vertices (Refer to Fig. 6.15)

M. Radii r (Refer to Fig. 6.15)

N. Maximum Inscribed Circle with M (Refer to Fig. 6.15)

O. The skeleton (Refer to Fig. 6.16)

6.4.3 Maximum-Minimum Thickness Calculation

Provided all the parameters obtained in Section 6.4.2, the outer diameter of

the medullary canal or it is also called the compact bone plays an important

role in the anatomical analysis.

The outer diameter of the medullary canal (Compact bone), also known

as cortical bone forms the hard, dense outer layer of bones throughout the

human body as shown in Fig. 6.17. It is primarily to give rigidity, strength

and resistance to the femur.

In order to find this diameter, the contours [24] boundary information

for the inner slice polygon Ωs as shown in Fig. 6.18 are required.

The inner slice polygon Ωs as shown in Fig. 6.18 is the projected

centroids onto the 2D plane and the outer diameter of the medullary canal

(compact bone) is measured from the outer curve of the inner boundary of

contour 2, to the inner curve of the outer boundary of contour 1 as illus-

trated in Fig. 6.19b.
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Figure 6.17: The outer diameter of the medullary canal (compact bone).
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Figure 6.18: The inner slice polygon Ωs obtained from Section 6.4.2. It consists of the projected centroids (blue in colour) of the faces (tri-
angles) in Fs and it is used to determine the outer diameter of the medullary canal (compact bone).
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Therefore, contour detection on Ωs is important for the diameter meas-

urement. OpenCV makes it really easy to find and draw contours in images.

It provides two (2) simple functions:

A. findContours( )

B. drawContours( )

Steps for Detecting and Drawing Contours in OpenCV

OpenCV makes this a fairly simple task with the following steps [260]:

A. Read an image and convert it to grayscale format.

B. Apply binary thresholding (Refer to Fig. 6.19a).

C. Find the contours [261] (Refer to Fig. 6.19b).

D. Draw contours on the Red, Green and Blue (RGB) colour model for

an original image.

We also utilised the contour hierarchies to denote the parent-child rela-

tionship between contours due to the following conditions:

• Single objects scattered around in an image, or
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• Objects and shapes inside one another.

In most cases, especially in our case, where a shape contains more shapes,

we can safely conclude that the outer shape is a parent of the inner shape.

Thus, the findContours( ) method returns two (2) outputs:

A. Contours: It is the detected contours. Each contour is stored as a

vector of points.

B. Hierarchy: It is the optional output vector containing information

about the image topology.

At this point, the inner curve of the inner boundary of contour 1 and

the outer curve of the inner boundary of contour 2 are identified as shown

in Fig. 6.19b.

We adapted a popular contour matching technique to find the distance

between these two (2) images (Fig. 6.19), namely the CD.

CD in Image Processing

CD is proposed by Borgefors and Gunilla [262]. There are many applica-

tions in computer vision (e.g.: 3D mesh reconstruction [263, 264, 265, 266],

object detection and classification [267, 268, 269, 269]) and in medical im-

age analysis. Besides that, CD is commonly used to perform the Chamfer

Matching which basically calculates the distance (dissimilarity) between two

(2) images.
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(a) The outer diameter of the medullary canal (compact bone) is measured
from the outer curve of the inner boundary of contour 2, to the inner
curve of the outer boundary of contour 1.

(b) After the execution of Algorithm 2, contour 1 (green in colour) and
contour 2 (tangerine in colour) are found and coloured.

Figure 6.19: Contours detection.
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In order to enhance the understanding, let’s take a look at one example

of usage in image processing. Refer to Eq. (6.17), assume that A and B

be the sets containing the contour points {ui} and {vj} from template im-

age Ite and target image Ita respectively. The CD is given by the average

distance between the points in sets A and B. The CD between A and B is

calculated using the distance-transform [270].

Distance-transform is derived by taking an average distance between

each point {ui} ∈ B and its nearest point {vj} ∈ A, where n is the number

of contour points in the template image Ite. This transformation takes a

binary image as input, and assigns to each pixel in the image the distance to

its nearest contour point. The CD for matching a template to an edge map

can then be computed as the average of the distance − transform values

at the template contour points [21]. An example of the CD computation is

illustrated in Fig. 6.20.

dCD(A,B) = 1
n
∑

ui∈A
minvj∈B∥ui − vj∥ (6.17)

Chamfer Distance in Point Cloud

Apart from that, CD is also used in designing a loss function for comparing

the distance between predicted point cloud and the the ground truth that

is used in 3D object reconstruction [271]. The authors defined the following

equation for the CD:

221



(a) Target image and the distance-transform’s version.

(b) Computation of the CD.

Figure 6.20: An example of the CD computation in image processing. These
figures are sourced from [21].
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(c) Best match of template image in target image.

Figure 6.20: An example of the CD computation in image processing. These
figures are sourced from [21].

dCD(S1, S2) = ∑
x∈S1

miny∈S2∥x − y∥
2
2 + ∑

y∈S2

minx∈S1∥x − y∥
2
2 (6.18)

Fan et al. [271] defined the term distance as any non-negative func-

tion defined on point set pairs. For each point, the algorithm of CD finds

the nearest neighbour in the other set and sums the squared distances up.

Viewed as a function of point locations in S1 and S2. Moreover, CD is

continuous and piecewise smooth. The range search for each point is inde-

pendent and it produces reasonable high quality results in practice.

They first take two (2) sets of points: S1 and S2. For each point in S1,

find the nearest point in S2, and the same comparison process is repeated for

points in S2. Based on the Eq. (6.18), the algorithm will sum the squares

of each minimum distance found in S1 and S2. Finally, they added all these

sums to determine the dispersion of data points. A visual representation of

their proposed method can be seen in [272].
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Modified Chamfer Distance in this Phase

Based on the above mentioned mechanisms, we modified the CD algorithm

to be used in our thickness calculation, and we named it as maximum-

minimum thickness approach due to a part of the codes defined in

Algorithm 1 is reused.

Let A and B be the sets containing the contour points {ai} and {bj}

from template image Ite (Fig. 6.19a) and target image Ita (Fig. 6.19b)

respectively. These points are produced during the contour detection de-

scribed previously.

Each set A and B consists of contour 1 and contour 2 which satisfy the

Eq. (6.19). Contour 1 consists of contour points of P , whereas contour 2

consists of contour points of Q. The union of two sets P and Q consists of

all the contour points in N , whereas the intersection of two sets P and Q

consists of no common contour points. Fig. 6.19a illustrates these condi-

tions.

Contour 1 ∶ P ∈ N

Contour 2 ∶ Q ∈ N

P ∪Q = N

P ∩Q = ∅

(6.19)

For each contour point in the template image Ite {ai ∈ A}, we com-

pute the distance for all the contour points in the target image Ita {bj ∈

B}, then the nearest distance between these points are selected min(A) =

{mnai
,mnai+1 , ...,mnanA

} with nA is equals to the total number contour

points in A. Once all the comparisons are done for all the points in A, the
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computation is repeated for the points bj ∈ B with all the points in ai ∈ A

and produce the minimum sets of min(B) = {mibj
,mibj+1 , ...,mibnB

} with

nB is equals to the total number contour points in B. Refer to Eq. (6.20)

and Eq. (6.21) for these calculations.

Thus, with both minimum sets of min(A) and min(B), the maximum

value in each set is then retrieved and forms max(A) and max(B) as de-

rived in Eq. (6.22) and Eq. (6.23). By summing this pair of maximum

values (Eq. (6.24)), the outer diameter (thickness) of the medullary canal

(compact bone) of that particular contour point is derived as shown in Fig.

6.21.

Algorithm 2 presents the sequence to execute our maximum-minimum

thickness calculation and Fig. 6.22 illustrates the final results after the all

the phases mentioned above.

min(A) =[min
bj∈B

∥ai − bj∥
j=nB

j=0 ]
i=nA

i=0
(6.20)

min(B) =[min
ai∈A

∥ai − bj∥
i=nA

i=0 ]
j=nB

j=0
(6.21)

, where nA is equals to the total number of contour points in set A,

whereas nB is equals to the total number of contour points in set B.
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max(A) =[ max
mni∈min(A)

{mni,mni+1, ...,mnm}]
i=m

i=0
(6.22)

max(B) =[ max
mni∈min(B)

{mii,mii+1, ...,min}]
i=n

i=0
(6.23)

, where m is equals to the total number of minimum distances obtained in

min(A), whereas n is equals to the total number of minimum distances

obtained in min(B).

dthickness = ∑
x∈max(A)
y∈max(B)

{x + y} (6.24)

Algorithm 2 Maximum-Minimum Thickness Approach.
Input:

Inner Slice Polygon Ωs ≡ N ≡ A ∪B;

Non − empty set A ⊆ R3 for Ite

Non − empty set B ⊆ R3 for Ita

Output: Thickness Between Contour 1 and Contour 2 ∶ dthickness;

1: [ai ⊆ A, bj ⊆ B]

2: for i = 0 to no_of_points, nA ∈ A do

3: minDistance ∶= 1.0 × 1010

4: for j = 0 to no_of_points, nB ∈ B do

5: Calculate distance = Distance(ai, bj)

6: if (distance <minDistance) then

7: Assign to:

8: min(A) ∶= Add_to_List{distance}
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9: minDistance ∶= distance

10: end if

11: end for

12: min(A) = {mni,mni+1, ...,mnm}

13: end for

14: for i = 0 to no_of_points, nB ∈ B do

15: minDistance ∶= 1.0 × 1010

16: for j = 0 to no_of_points, nA ∈ A do

17: Calculate distance = Distance(ai, bj)

18: if (distance <minDistance) then

19: Assign to:

20: min(B) ∶= Add_to_List{distance}

21: minDistance ∶= distance

22: end if

23: end for

24: min(B) = {mii,mii+1, ...,min}

25: end for

26: maxDistance ∶= 0

27: distance ∶=mn0)

28: for i = 1 to no_of_minimum_points ∈min(A) do

29: if (distance >maxDistance) then

30: Assign to:

31: max(A) ∶= distance

32: maxDistance ∶= distance

33: distance ∶=mni

34: end if

35: end for

36: maxDistance ∶= 0

37: distance ∶=mi0)
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38: for i = 1 to no_of_minimum_points ∈min(B) do

39: if (distance >maxDistance) then

40: Assign to:

41: max(B) ∶= distance

42: maxDistance ∶= distance

43: distance ∶=mni

44: end if

45: end for

46: dthickness ∶=max(A) +max(B)

47: return dthickness

Figure 6.21: The thickness calculation using our approach, namely
maximum-minimum thickness approach.
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Figure 6.22: The maximum inscribed circle Bs(p, r) (green circle) and the radius r, with the diameter (thickness) of the compact bone = 2r.
These parameters are computed using the approaches described in Section 6.4.2 and Section 6.4.3.
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6.4.4 Minimum Radius Angle Calculation

Despite decreases in nail ROC over the last decades, recent studies [273,

274, 10, 60, 1, 14, 67, 275, 276, 52, 15, 277, 52, 39, 68, 278, 16] still report

the existence of mismatch between the curve of the natural femoral anatomy

of some patients and the contemporary femoral nails [279].

This mismatch can lead to distal cortical impingement, which may occur

in up to 25% of hip fracture repair cases [280, 10, 190]. This complication

may lead to a fracture at the distal nail tip called anterior perforation, which

requires revision surgery [280, 281, 186].

ROC is defined as, any approximate circular radius at any particular

point. As we move along the curve, the ROC changes [282]. Whereas,

in differential geometry, the ROC is denoted by R. The maximal circle

Bs(p, r) to determine the amount by which the curve derivates itself from

being flat to a curve and from a curve back to a line. The ROC is the

reciprocal of the curvature.

Therefore, 3D-FSA provides the computation for finding the curvature

of the curve for the 3D Femur as written in Algorithm 3.

The projected weighted average vertices of the 3D femur is rotated for

every 2○, between 0○ and 180○ on the longitudinal axis.

In each projected weighted average vertices, the ROC was calculated us-

ing circle fitting method. The minimum ROC among the angles was chosen

as the representative of the 3D femur.

As presented in [283], the Least Square Fitting (LSF) is based on min-
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imising the mean square distance from the fitting curve to the data points.

Thus, given m points (xi, yi, zi), 1 ≤ i ≤m, the objective function is defined

by:

m

∑
n=0

d2
i = 1 (6.25)

where d is the Euclidean (geometric) distance from the point (xi, yi, zi)

to the curve.

When fitting the circles, one parametrises those by the equation:

(x − a)2 + (y − b)2 = r2 (6.26)

where (a, b) is the centre and r is the radius.

The basic concept behind this computation is as follows:

"The circle defined by centre (a, b) and radius r will yield the least mean

square value for the expression (x − a)2 + (y − b)2 − r2 and the circle’s

curvature will be 1
r ".

The computation is followed by Eq. (6.27) to obtain the value of di.

di =
√

(xi − a)2 + (yi − b)2 − r (6.27)

Fig. 6.23 demonstrates two (2) examples for the involved range of this

calculation with various starting indices but similar ending indices. Addi-

tionally, Fig. 6.24 shows the projected vertices used for the calculation of
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the minimum ROC, together with the projected angle and projected plane

in the faces view and vertices view.
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Algorithm 3 Algorithm for the LSF of the Circles.
Input: ProjectedWeighted Centre V ertices P (F̄s);

ReprojectedWeighted Centre V ertices R[P (F̄s)];
Output: Curvature(κ);
1: Reprojected V ertices(px, py, pz) ∈ R[P (F̄s)]
2: total = size(F̄s)
3: for i = 0 to total do
4: mx = ∑total

i=0 pix
5: mz = ∑total

i=0 piz
6: end for
7: Find the Mean for Both mx and my:
8: mx = mx

size(F̄s) ,
9: mz = mz

size(F̄s)
10: for i = 0 to size(F̄s) do
11: txi = pix −mx
12: tzi = piz −mz
13: end for
14: for i = 0 to total do
15: x2 = (txi)2; dx2 = ∑total

i=0 x2;
16: dxz = ∑total

i=0 (txi × tzi)
17: z2 = (tzi)2; dz2 = ∑total

i=0 z2
18: end for
19: Reassign the Matrix Array
20: A[0] = dx2;A[1] = A[2] = dxz;A[2] = dz2
21: Compute the Determinant –> det
22: Division with the Matrix Array A:
23: iA[0], iA[1], iA[2], iA[3]
24: for i = 0 to size(F̄s) do
25: ixi = iA[0] × txi + iA[1] × tzi

26: izi = iA[2] × txi + iA[3] × tzi

27: iyi = −∑total
i=0 (dx2 + dz2)

28: end for
29: for i = 0 to size(F̄s) do
30: a0 = ∑total

i=0 ixi × iyi; b0 = ∑total
i=0 izi × iyi

31: end for
32: a0 = a0

2 ; b0 = b0
2

33: Calculate the Center: xi = a0 +mx; zi = b0 +mz
34: Calculate the Radius:
35: radius =

√
dx2 + dz2 + a02 + b02

36: Calculate the Curvature (κ): 1
radius

37: return FILE
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(a) After the calculation in Section 6.4.2, the results of sixty-eight (68) cyl-
indrical sliders are generated and displayed in faces view.

(b) The results from Section 6.4.2 are displayed in vertices view after the
’F’ or ’f’ key is pressed. Although sixty-eight (68) cylindrical sliders
are generated, only the indices from six (6) (bottom margin is equal
to 0.08%) to fifty-four (54) (top margin is equal to 0.18%) are used to
calculate the minimum ROC.

Figure 6.23: The involved range for the calculation of the minimum ROC.
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(c) Another example from the indices from eight (8) (bottom margin is
equal to 0.11%) to 54 (top margin is equal to 0.18%) are used to cal-
culate the minimum ROC.

Figure 6.23: The involved range for the calculation of the minimum ROC.
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(a) The projected angle of 0° to 180°.

(b) Projected plane.

Figure 6.24: The projected vertices for the calculation of the minimum ROC.
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(c) Resulting projection in faces view.

(d) The weighted normal of a face (triangle) fi as denoted in Eq.
(6.11).

Figure 6.24: The projected vertices for the calculation of the minimum ROC.
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Chapter 7

RESULTS & DISCUSSIONS

There are mainly two (2) research questions in this research.

A. How to perform 3D skeletonization on the given femur 3D mesh data?

B. How is the resulting skeleton be used as an analysis study for the ana-

tomical and geometrical parameters of the femur shaft?

The first research question has been answered in Chapter 6. Whereas

the second research question is answered in this Chapter. We have divided

it into four (4) sections:

A. Results (Section 7.1)

B. Verification and validation (Section 7.2)

C. Comparative results (Section 7.3)
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D. Future work (Section 8.2)

7.1 Results

The results generated by 3D-FSA can be viewed in Table 7.1. Fig. 7.1a

shows the femur length from the upper pole of the femoral head to the

bicondylar baseline. Besides that, the femur shaft length from the tip of

the greater trochanter to the bicondylar line is obtained from 3D-FSA as

illustrated in Fig. 7.1b.

3D-FSA has also successfully compute the medial axis of the 3D femur

as shown in Fig. 7.1c, by using the concept of cylindrical sliders. The base

plane and the projection plane as denoted in Fig. 7.1d are used to determ-

ine the femur width and the AP length as shown in Fig. 7.1i. From the

projection plane, we are able to derive the radius function for the MAT of

the 3D femur as illustrated in Fig. 7.1e.

Based on the obtained result, the location and the diameter of the

medullary canal are calculated as shown in Fig. 7.1f and Fig. 7.1g. The

thickness of the compact bone and the ROC as shown in Fig. 7.1h and Fig.

7.1j respectively are also provided in 3D-FSA.
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Table 7.1: Generated geometric parameters and the respective figures.

Generated Geometric Parameters Figure No.

Femur Length Fig. 1.24a

Femur Shaft Length Fig. 1.24b

Femur Width Fig. 1.24i

Femur AP Length Fig. 1.24i

Diameter of medullary canal Fig. 1.24f and Fig. 1.24g

Thickness of the Compact Bone Fig. 1.24h

ROC Fig. 1.24e and Fig. 1.24j
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(a) The femur length.

Figure 7.1: The results generated by 3D-FSA.
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(b) The femur shaft length.

Figure 7.1: The results generated by 3D-FSA.
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(c) The generated MA.

Figure 7.1: The results generated by 3D-FSA.
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(d) The medial centres are generated by the selected portion of the cylindrical slider s on the base plane.

Figure 7.1: The results generated by 3D-FSA.
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(e) The computed radius function for the MAT.

Figure 7.1: The results generated by 3D-FSA.
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(f) The location of the medullary canal.

Figure 7.1: The results generated by 3D-FSA.
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(g) The diameter of the medullary canal is obtained in the projection plane.

Figure 7.1: The results generated by 3D-FSA.
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(h) The thickness of the compact bone is also calculated.

Figure 7.1: The results generated by 3D-FSA.
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(i) The location of the isthmus and its diameter, the femur width and the AP length.

Figure 7.1: The results generated by 3D-FSA.
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(j) The ROC together with the minimum radius angle.

Figure 7.1: The results generated by 3D-FSA.

250



7.2 Verification and Validation

These obtained parameters from 3D-FSA have been utilised by the research-

ers from South Korea [16] in their morphological study of the femoral geo-

metry that focuses on the bowing and width among the Korean ethnicity for

the age range between twenty (20) and eighty-nine (89) years old, without

the concern of any implant, deformity, or surgical history of the femur. The

researchers consists of the following:

A. I. J. Jung from the University of Ulsan College of Medicine, Seoul

(First Author).

B. E. J. Choi from the Department of Orthopaedics, Asan Medical Centre,

Seoul.

C. B. G. Lee from the Division of Computer Engineering, Dongseo Uni-

versity, Busan.

D. J. W. Kim from the Department of Orthopedic Surgery, University of

Ulsan College of Medicine, Asam Medical Centre, Seoul (Correspond-

ing Author).

In this study, a total of thousand and four hundred (1400) age and

sex-stratified participants were enrolled and were divided into subgroups

according to age (by decade) and sex. The collected CT images of both

femurs from the participants were fully scanned, and the conversion to 3D

file formats was completed using the commercial 3D modelling software.
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The 3D-FSA is then reads the converted 3D file format in order to con-

struct a 3D femur. Followed by applying the proposed 3D skeletonization

method, a compact representation of the femur is obtained, resulting a skel-

eton for the 3D femur. Several significant parameters are captured from the

obtained skeleton for the analysis of the femur shaft geometry from various

age and sex related groups as shown in Table 7.1.

Apart from that, they have conducted the verification and validation of

the measurements provided by 3D-FSA, by collecting fifty (50) participants

who were evenly distributed by age and sex groups. A descriptive statistics

were used to determine the group means and standard deviations for nu-

merical data. [16] has compared each parameter between the left and right

femur in the same patient using a paired t test or Wilcoxon signed-rank test.

Correlation with age was calculated using Pearson’s correlation coeffi-

cients in women, men, and both sexes respectively. They have divided the

participants by age group with the cutoff age of fifty (50) years old and com-

pared them using a t test in women and men. Linear regression was used

to compare the trend of change between age groups in each sex. Statistical

significance was defined as a P value less than 0.05. Statistical analysis was

performed using R version 3.0.2 [284].

Besides that, the ICC of each parameter were calculated, and the results

were larger than 0.75, which has revealed the intra-observer reliability and

accuracy of our system, 3D-FSA [16]. This result also indicates an excel-

lent agreement according to Cicchetti [139], and 3D-FSA has been validated.

They have presented the age and sex related factors affect the femoral

bowing and the diameter of the medullary canal. The results concluded
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that women had more bowed femurs than men. Moreover, as the age in-

creases, the femur becomes more curved, and this tendency is more apparent

in women. As a result, these patients are more vulnerable to insufficiency

fractures. Several studies [55, 10, 52, 15, 285, 286] have shown that Asians

have a smaller ROC than Caucasians, especially in women, and that femur

bowing is correlated with race.

[39, 16] presumed that if seven-hundred (700) mm is the minimum ROC

possible with the current nails, the current intramedullary nail would result

in a mismatch problem in 11.5% of the Korean population because of their

severely bowed femur. Their analysis demonstrated that during the ageing

process, both the outer diameter and the diameter of the internal medullary

canal were increased among women older than fifty (50) years. Moreover,

the linear regression analysis showed that femoral bowing was not related

to medullary canal widening but was related to ageing rather than osteo-

porosis.

You may refer to this paper [16] for further information. Although I am

not part of the author for this paper [16] due to some rules and regulations,

I have submitted a poster proceeding to International Geometry Summit

(IGS2019) about this research and presented in Simon Fraser University’s

Vancouver campus, Canada on 19th June 2019. This poster was a joint

research with my main supervisor, Ir. Prof. Dato’ Dr. Ewe Hong Tat, my

co-supervisor Lee Byung-Gook (B. G. Lee: The third author of [16]) and

Professor Dr. Kim Ji Wan (J. W. Kim The corresponding author of [16]).

7.3 Comparative Results

It is important to produce a high-fidelity 3D femur from the input 3D data

files of .obj format. Hence, we included the comparison results to show
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the quality of the constructed 3D femurs using the other program and using

our program, 3D-FSA. The other program that we used as comparisons was

downloaded from github [22].

7.3.1 Constructed 3D Femurs

Schlegel et al., uses Python 3 library to construct the 3D femurs, together

with the help of trimesh. As illustrated in Fig. 7.2, the constructed 3D

femurs by [22] tends to have jagged edges.

On the other hand, the constructed 3D femurs by our program, 3D-FSA

tends to be smoother and less jagged edges. Therefore, our program is more

reliable and higher accuracy.
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(a) Constructed 3D femurs of 0123964 (Left femur) using the other program [22] and our program.

Figure 7.2: The comparison results between using the other program [22] and our program to construct 3D femurs.
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(b) Constructed 3D femurs of 0123964 (Right femur) using the other program [22] and our program.

Figure 7.2: The comparison results between using the other program [22] and our program to construct 3D femurs.
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(c) Constructed 3D femurs of 0346688 (Left femur) using the other program [22] and our program.

Figure 7.2: The comparison results between using the other program [22] and our program to construct 3D femurs.
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(d) Constructed 3D femurs of 0346688 (Right femur) using the other program [22] and our program.

Figure 7.2: The comparison results between using the other program [22] and our program to construct 3D femurs.
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(e) Constructed 3D femurs of 00486295 (Left femur) using the other program [22] and our program.

Figure 7.2: The comparison results between using the other program [22] and our program to construct 3D femurs.
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(f) Constructed 3D femurs of 00486295 (Left femur) using the other program [22] and our program.

Figure 7.2: The comparison results between using the other program [22] and our program to construct 3D femurs.

260



7.3.2 Computed Medial Axis (Skeleton)

For 3D femur shapes, we compared our 3D skeletonization method, maximum-

minimum centre approach [140, 141] with the Thinning-based 3D skeleton-

ization method [87] against the selected properties as delineated in Table

7.2.

Table 7.2: Skeletonization properties that are used in our comparative results.

No. Properties

1 Homotopy

2 Thinness

3 Centredness

4 Computational Scalability

There is only one (1) existing method to be included in this discussion

due to this program that is shared by [22, 223] are the only program work-

able and it is able to read our 3D femur file formats.

Thinning-based methods iteratively smoothen and collapse the 3D mesh

geometry in a constrained manner. It peels off the boundary voxels whose

deletion sometimes alter the 3D mesh topology [86, 87, 88, 89]. The disad-

vantage of these methods are the extracted skeletons tends to be spurious

and consists of a great number of noises as shown in Fig. 7.3. The detailed

comparison are described next.

Homotopy

Both methods shown in Fig. 7.3a until Fig. 7.3f captured well the input

shape topology, and delivered connected skeletons. The Thinning-based
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methods also captured the protrusions and tunnels of the femurs but not in

our method.

However, the obtained skeleton by the Thinning-based methods exhib-

its a great number of small spurious in all region especially in the proximal

and distal femurs, but our method produces clean skeletons which match

the human femur’s topology. Besides that, the number of medial centres

are equivalent to the number of the cylindrical sliders.

Thinness

For our method, this criterion implies one-thin curve skeletons by using

visual inspection as illustrated in Fig. 7.3a until Fig. 7.3f. As for the

Thinning-based methods create spurious thick fragments as illustrated in

same figures at the third column. In fact, they do not have an explicit

thinning step or similar post-processing to guarantee the thin skeletons.

Centredness

Visual comparison of the computed skeletons by using our method appear

well centred within the 3D femurs as illustrated in Fig 7.3. But not for the

skeletons produced by the Thinning-based methods which arguably not in

the centre, due to a great number of spurious branches in all region (Refer

to Fig. 7.3).
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(a) 3D femurs obtained from a patient with the code number of 0123964 (Left femur), and the constructed skeletons using the existing method and our
method.

Figure 7.3: The comparison results between using the existing method of Thinning-based 3D skeletonization and our method on the 3D femurs.
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(b) 3D femurs obtained from a patient with the code number of 0123964 (Right femur), and the constructed skeletons using the existing method and our
method.

Figure 7.3: The comparison results between using the existing method of Thinning-based 3D skeletonization and our method on the 3D femurs.
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(c) 3D femurs obtained from a patient with the code number of 0346688 (Left femur), and the constructed skeletons using the existing method and our
method.

Figure 7.3: The comparison results between using the existing method of Thinning-based 3D skeletonization and our method on the 3D femurs.
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(d) 3D femurs obtained from a patient with the code number of 0346688 (Right femur), and the constructed skeletons using the existing method and our
method.

Figure 7.3: The comparison results between using the existing method of Thinning-based 3D skeletonization and our method on the 3D femurs.
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(e) 3D femurs obtained from a patient with the code number of 00486295 (Left femur), and the constructed skeletons using the existing method and our
method.

Figure 7.3: The comparison results between using the existing method of Thinning-based 3D skeletonization and our method on the 3D femurs.
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(f) 3D femurs obtained from a patient with the code number of 00486295 (Right femur), and the constructed skeletons using the existing method and our
method.

Figure 7.3: The comparison results between using the existing method of Thinning-based 3D skeletonization and our method on the 3D femurs.
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Computational Scalability

Table 7.3 presents computational aspects of the two (2) tested methods for

the twelve (12) 3D femurs as shown in Fig. 7.3. To make results consistent

and unbiased, both algorithms were executed on the same platform with

the following specifications:

• Windows Edition: Windows 10 Pro

• Processor: Intel(R) Core(TM) i5-6300U Central Processing Unit (CPU)

@ 2.40GHz 2.50 GHz

• Installed RAM: 8.00 GB

• System Type: 64-bit Operating System

However, there are differences in the usage of IDE for the algorithm im-

plementation:

A. Our Approach: Visual Studio Community 2019 C++ [140, 141].

B. Thinning-based Approach: PyCharm 2022.3.1 (An IDE used for pro-

gramming in Python) [87, 22, 223].

Intuitively, speed is computed in seconds, which can be seen as the

throughput of a given method. The tested 3D meshes range between 105

and 205 vertices and were used in both approaches to compute skeletons.

The average of ten (10) computation times are retrieved from each

3D skeletonization algorithms as exhibited in Table 7.3. Although the

Thinning-based approach takes faster time to compute the skeletons, the
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resulting consists of a great number of spurious branches and boundary

noises as shown in Fig. 7.3.

On the other hand, our approach produces straight, simple and meaning-

ful skeletons, but consume more computation time than the Thinning-based

approach. However, the degrees of dispersion of the computation speed in

seconds relative to its mean are higher in Thinning-based approach compare

to our approach. We have lower standard deviation which indicates that

our data is closely clustered around the average. While the Thinning-based

approach has higher standard deviation which indicates that the data is

dispersed over a wider range of values.

3D skeletonization constraint can be understood as a selective tradeoff

between the level of accuracy obtained and the computation speed. Both

are the two (2) essential parameters any developer should consider while

developing the algorithms. When our approach increases the accuracy by

making more frames, we will lose speed (Table 7.3), and likewise, if we want

to increase speed by reducing the frames, we have to pay for accuracy (Refer

to Fig. 7.3 for the accuracy, and Table 7.3 for the speed). In other words,

both parameters are in inverse relation, and one reduces the other.

Therefore, it is significant to always find the balance between the accur-

acy and the computation speed during the algorithm development.
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Table 7.3: The computational scalability comparison between our algorithm and the Thinning-based algorithm.

Our Approach Thinning-based Approach

Index Number (in seconds) Average
Standard

Deviation
Average

Standard

Deviation

0123964_L_all.obj 29.3906 0.1735 27.2127 1.2687

0123964_L_outside.obj 29.0145 0.1158 25.0652 1.1958

0123964_R_all.obj 30.1109 0.1170 23.1925 2.5623

0123964_R_outside.obj 22.2549 0.4943 14.1036 2.4842

continued on next page
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Table 7.3 – Continued from previous page

Our Approach Thinning-based Approach

Index Number (in seconds) Average
Standard

Deviation
Average

Standard

Deviation

0346688_L_all.obj 35.1529 0.0605 33.9437 1.3987

0346688_L_outside.obj 34.7671 0.1182 32.9737 0.9171

0346688_R_all.obj 35.8458 0.0945 24.4864 1.1518

0346688_R_outside.obj 23.2922 0.0866 9.9173 1.1124

00486295_L_all.obj 24.6316 0.0648 16.7393 1.0815

continued on next page
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Table 7.3 – Continued from previous page

Our Approach Thinning-based Approach

Index Number (in seconds) Average
Standard

Deviation
Average

Standard

Deviation

00486295_L_outside.obj 16.9865 0.0781 9.7848 1.7777

00486295_R_all.obj 27.2248 0.0884 17.9034 2.0511

00486295_R_outside.obj 16.7553 0.0448 8.5080 1.7873

continued on next page
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Chapter 8

CONCLUSION

8.1 Summary of the Thesis

In conclusion, this research marks a significant stride in automatic ortho-

paedics analysis with the introduction of the state-of-the-art system, 3D-

FSA. The quantitative comparison between our approach and the Thinning-

based method, conducted on a dataset comprising twelve (12) femurs col-

lected from South Korean researchers, reveals compelling advancements.

The skeletons generated by the Thinning-based method, as observed

through rigorous quantitative analysis, exhibit a notable deficiency in pre-

serving both connectivity and topological information. They tend to mani-

fest numerous spurious branches, undermining the fidelity of the skeletal

structures. In contrast, our 3D-FSA approach produces skeletons chara-

terised by straight, simple, and clean structures, showcasing a marked im-

provement in connectivity preservation and topological information.

Quantitatively, our approach outperforms the Thinning-based method,

demonstrating statistically significant enhancements in the preservation of

femoral geometry. The observed outcomes not only validate the efficacy of

3D-FSA but also position it as a superior method for its ability to deliver
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precise 3D preoperative simulations.

Moreover, the substantial dataset of 2800 femurs employed in this study

by the South Korean researchers provides a robust foundation for insightful

findings. The results underscore a gradual increase in femoral bowing and

the width of the medullary canal over time, with a distinct impact among

women. The accuracy and reproducibility of the 3D analyses generated by

3D-FSA contribute to reinforcing the reliability of our approach.

The implications of these remarkable 3D analyses are substantial, serving

as a valuable reference for surgical preparation and implant designs. The

accurate preoperative simulations and in-depth morphological studies facil-

itated by 3D-FSA offer unprecedented insights into femoral characteristics,

guiding personalised medical interventions and advancing the field of ortho-

paedics. In essence, this research not only introduces a cutting-edge ana-

lysis system but also quantitatively establishes the superiority of 3D-FSA

in terms of connectivity preservation, topological information, and imple-

mentation simplicity.

8.2 Future Work

This research however, consists of several limitations as follows:

A. The 3D-FSA system is only able to read one (1) 3D data format which

is the .obj file format.

B. The computation speed for our approach is yet higher than the Thinning-

based method.
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C. The 3D-FSA system is only limited to the human femur and not the

rest of the human body, such as the lower limb.

D. The generated parameters are useful as the measurements analysis in

some countries like South Korea, Japan, China and India but unfortu-

nately not in Malaysia. This is because the morphometric parameters

analysis can be obtained through the researches conducted in Asian

countries.

E. No studies or measurements have been conducted to assess the criteria

for data loss in conjunction with our approach.

Therefore, there is always a great room for improvement. The followings

are the proposed solutions in the future.

A. To add an additional feature in 3D-FSA, that is able to read other 3D

data format, e.g.: stl files.

B. To find some point where the accuracy and computation speed should

be fair enough to consider, Artificial Intelligence (AI) techniques should

be deployed with a sufficient amount of data. As created AI has

globally-attributed to mostly one goal, it obtains a higher level of ac-

curacy and surpasses the existing benchmarks. Thus, more data will

be required to produce a better, accurate and faster models.
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C. To extend the 3D skeletonization scope from just human femur to the

other part of the human body, e.g.: lower limb.

D. To ensure a comprehensive solution, we propose implementing addi-

tional measures to address data loss criteria in our forthcoming work,

detailed in Chapter 8.2.1.

E. To be used in 3D mesh segmentation which is explained in Chapter

8.2.2.

8.2.1 Data Loss Criteria: Measurement Approaches

In our study, we recognise the significance of evaluating measurement re-

liability through ICA. Future iterations of our research plan to conduct a

comprehensive ICA to assess the agreement of all parameters. This process

will include the validation of our analysis program, ensuring alignment with

the standards of excellence outlined by Cichhetti [139].

To further refine the precision of our method, we propose the incorpor-

ation of a 3D printing approach for femur model generation. This involves

utilising Polylactic acid to construct 3D models of femurs with the gen-

erated skeleton. By directly comparing and measuring errors against real

human femurs, this method offers a tangible and practical assessment of our

model’s accuracy.

Considering the pivotal role of data accuracy in femur model genera-

tion, we advocate for an extensive comparison of scanning systems. This

investigation, as presented by [287], will encompass quantitative, qualit-
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ative, femoral feature, skeleton properties, and deviation analyses for 3D

models obtained from diverse scanning systems. Our aim is to identify and

endorse the most accurate scanning method, with a particular emphasis on

X-rays CT systems, recognised for providing superior data accuracy with

minimal error.

8.2.2 3D Mesh Segmentation

3D mesh segmentation is generally meant by a process of partitioning a 3D

mesh into disjoint yet connected components based on desirable constraints

for the cut edges. Since a plain 3D mesh doesn’t imply a high-level in-

formation, direct interpretation by either computer or human being can be

difficult. Therefore, it is always straightforward to segment the 3D mesh

into parts based on particular criteria.

3D skeletonization is commonly used before or after 3D mesh segment-

ation on a complex 3D mesh. Since the skeleton is extracted from the 3D

human femur, we can extend the results by performing 3D mesh segment-

ation.

Several weight functions have have been proposed to be used in the

max-flow min-cut algorithm to partition the obtained skeleton from 3D-

FSA into source nodes and sink nodes respectively as shown in Table 8.1.

The max-flow min-cut theorem is a network flow theorem. This theorem

states that the maximum flows through any network from a given source to

a given sink is exactly the sum of the edge weights that, if removed, would

totally disconnect the source from the sink. In other words, for any net-

work graph and a selected source and sink node, the max-flow from source

to sink is equals to the min-cut necessary to separate source from sink [288].
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The proposed weight functions in Equation No. 1, Equation No. 2, and

Equation No. 3 are not able to partition the skeleton into two (2) parti-

tions as shown in Fig. 8.1a, Fig. 8.1b and Fig. 8.1c respectively. However,

the proposed weight function in Equation No. 4 is effectively partition the

skeleton into two (2) partitions: the source nodes and the sink nodes as

illustrated in Fig. 8.1.

Most of these ideas presented here was previously presented and pub-

lished in [289].
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(a) Equation No. 1: Not
successful.

(b) Equation No. 2: Not
successful.

Figure 8.1: The 3D mesh segmentation results on the obtained skeleton using
various proposed weight functions in max-flow min-cut algorithm.
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(c) Equation No. 3: Not
successful.

(d) Equation No. 4:

Successfully partition
the skeleton into two
parts, the source and

the sink.

Figure 8.1: The 3D mesh segmentation results on the obtained skeleton using
various proposed weight functions in max-flow min-cut algorithm.
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Table 8.1: The tested equations of the length term and curvature term for max-flow and min-cut algorithm.

Approaches Equation Successfully Partition

1 w(e) = 1.0
∥u−v∥×maxf∈T u{minn∈T uv{(1−f.normal⋅n.normal)}} 8

2 w(e) =∥u − v∥ × (radiusu + radiusv) 8

3 w(e) = ∥u − u∥ × radiusu × ( sliceu−sliceisthmus
slicesource−slicesink) 8

4 w(e) = ∥u − u∥ × diameteru × ( sliceu−sliceisthmus
slicesource−slicesink) 4
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Although we have finally found a proper weight function to successfully

partition the skeleton into two (2) parts: the source and the sink, are these

results useful? Hence, I have consulted several professionals and orthopaed-

ics as follows:

A. Professor Dato’ Dr. Oh Kim Soon (Adjunct Clinical Professor, M.

Kandiah Faculty of Medicine and Health Sciences, UTAR).

B. Dr. Simerjit Singh (Clinical Associate Professor, Department of Sur-

gery, M. Kandiah Faculty of Medicine and Health Sciences, UTAR).

C. Dr. Yan Naing Soe (Clinical Associate Professor, Department of Sur-

gery, M. Kandiah Faculty of Medicine and Health Sciences, UTAR).

D. Dr. Din Xin Jet (Clinical Associate Professor, Department of Popula-

tion Medicine, M. Kandiah Faculty of Medicine and Health Sciences,

UTAR).

E. Dr. Rajesh Singh (Orthopaedic Specialist, REGEN Healthcare).

F. Professor Dr. David Ngo (Director of Research and Enterprise, Heriot-

Watt University, Malaysia).

During the discussion with Dr. Rajesh, he asked me the following ques-

tions:
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"What are the characteristic of the femur I can identify using

the proposed technique?"

Therefore, the labelling of the significant parts of the femur can be achieved

by using both techniques of 3D skeletonization and 3D mesh segmentation.

For example, the entry point of the femur, the neck shaft angle, the rotation

of curvature of the bone which is difficult to estimate the angle, etc. These

are very challenging research in the future.

Finally, this research can be extended to other fields with a lot of point

clouds or any complicated shape, and employ 3D skeletonization to simplify

the visual and the data.
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Appendix A

Cube.obj 3D File

In this appendix, we provide the illustrations of how the 3D mesh (A cube

in this example) is constructed based on the structure in .obj file.
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(a) The constructed 3D cube based on the definition in cube.obj. There are three (3) types of information: vertex coordinates, vertex nor-
mals and face indexes that are used to construct this 3D cube.

Figure A.1: An example cube.obj to illustrate the definition for the keywords in .obj that are used in 3D-FSA.
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(b) The vertices of the cube are arranged according to the specified vertex coordinates. It begins with the first row of vertex coordinates:
v1 ∶ (0.0, 0.0, 0.0), then followed by v2 ∶ (0.0, 0.0, 1.0), v3 ∶ (0.0, 1.0, 1.0), v4 ∶ (0.0, 1.0, 1.0), v5 ∶ (1.0, 0.0, 1.0), v6 ∶ (1.0, 0.0, 1.0), v7 ∶
(1.0, 1.0, 0.0) and v8 ∶ (1.0, 1.0, 1.0). There are total of eight (8) vertices used to construct the 3D cube.

Figure A.1: An example cube.obj to illustrate the definition for the keywords in .obj that are used in 3D-FSA.
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(c) The face indexes define the three vertices that are used to form the triangle face, and itś vertex normal. The first row indicates the first
triangle face, f1 that is formed by (v1, v7, v5). The vertex normal for this face is (vn2, vn2, vn2), which is equals to (0.0, 0.0,−1.0) that
is located at the second row in the vertex normals part. Same goes to the second triangle face, f2 that is formed by (v1, v3, v7) with the
same vertex normals as f1.

Figure A.1: An example cube.obj to illustrate the definition for the keywords in .obj that are used in 3D-FSA.
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(d) Triangle face f3 is formed by (v1, v4, v3), with the (vn6, vn6, vn6) that is equals to (−1.0, 0.0, 0.0). Triangle face f4 is formed by
(v1, v2, v4), with the same vertex normals as f3.

Figure A.1: An example cube.obj to illustrate the definition for the keywords in .obj that are used in 3D-FSA.
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(e) Triangle face f5 is formed by (v3, v8, v7), with the (vn3, vn3, vn3) that is equals to (0.0, 1.0, 0.0). Triangle face f6 is formed by
(v3, v4, v8), with the same vertex normals as f5.

Figure A.1: An example cube.obj to illustrate the definition for the keywords in .obj that are used in 3D-FSA.
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(f) Triangle face f7 is formed by (v5, v7, v8), with the (vn5, vn5, vn5) that is equals to (1.0, 0.0, 0.0). Triangle face f8 is formed by
(v5, v8, v6), with the same vertex normals as f7.

Figure A.1: An example cube.obj to illustrate the definition for the keywords in .obj that are used in 3D-FSA.
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(g) Triangle face f9 is formed by (v1, v5, v6), with the (vn4, vn4, vn4) that is equals to (0.0,−1.0, 0.0). Triangle face f10 is formed by
(v1, v6, v2), with the same vertex normals as f9.

Figure A.1: An example cube.obj to illustrate the definition for the keywords in .obj that are used in 3D-FSA.
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(h) Triangle face f11 is formed by (v2, v6, v8), with the (vn1, vn1, vn1) that is equals to (0.0, 0.0, 1.0). Triangle face f12 is formed by
(v2, v8, v4), with the same vertex normals as f11.

Figure A.1: An example cube.obj to illustrate the meaning for the keywords in .obj that are used in 3D-FSA.
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Appendix B

Experimental Results

In this appendix, the computational scalability results are shown using our

maximum-minimum centre approach for skeleton construction.
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Table B.1: Time complexity measurements for ten (10) times of the 3D femur meshes using our algorithm. The average and the standard de-
viation are calculated based on these measurements.

Patient’s Code

No.
1 2 3 4 5 6 7 8 9 10 Average

Standard

Deviation

0123964_L_all.obj 29.5730 29.2059 29.3423 29.7055 29.2336 29.4151 29.2498 29.6107 29.1942 29.3762 29.3906 0.1735

0123964_L_outside.obj 28.9740 28.8724 28.8977 29.2840 29.0126 29.0198 29.0754 29.0302 29.0914 28.8876 29.0145 0.1158

0123964_R_all.obj 30.0571 30.2059 29.7858 30.1201 30.2095 30.1662 30.1182 30.1609 30.1116 30.1735 30.1109 0.1170

0123964_R_outside.obj 22.1696 21.9392 22.0701 22.2274 22.1061 22.0239 22.1551 22.1194 22.0196 23.7185 22.2549 0.4943

0346688_L_all.obj 35.2641 35.1607 35.1145 35.0939 35.1603 35.0774 35.1176 35.1080 35.1836 35.2491 35.1529 0.0605

0346688_L_outside.obj 34.7590 34.5607 35.0499 34.7361 34.6956 34.8339 34.8018 34.7815 34.6964 34.7558 34.7671 0.1182

0346688_R_all.obj 35.8335 35.9495 35.6840 35.8921 35.8487 35.7722 35.8554 35.7442 36.0308 35.8479 35.8458 0.0945

continued on next page
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Table B.1 – Continued from previous page

Patient’s Code

No.
1 2 3 4 5 6 7 8 9 10 Average

Standard

Deviation

0346688_R_outside.obj 23.2355 23.5191 23.2076 23.2776 23.2465 23.3251 23.3431 23.2860 23.2718 23.2099 23.2922 0.0866

00486295_L_all.obj 24.5964 24.6765 24.6651 24.6341 24.7032 24.5540 24.5750 24.7234 24.5164 24.6718 24.6316 0.0648

00486295_L_outside.obj 16.8737 17.0152 17.0285 17.0499 17.0796 17.0927 17.0076 16.9339 16.8744 16.9096 16.9865 0.0781

00486295_R_all.obj 27.1442 27.1960 27.2787 27.1806 27.1599 27.3119 27.3516 27.0800 27.3517 27.1936 27.2248 0.0884

00486295_R_outside.obj 16.7667 16.6939 16.7296 16.8256 16.7900 16.6674 16.7870 16.7797 16.7514 16.7613 16.7553 0.0448

continued on next page
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