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ABSTRACT

Feedback is a piece of external information that is crucial for improvement. It can be
found from different sources, whether it is a user of a product, a teacher guiding a
student, or a customer in a restaurant. This project will be focusing on student’s
satisfaction feedback about their university experience. Traditional web survey are
widely used to collect feedback from students. University students tend to be more
open to give feedback, and so, university management can take advantage of this to
understand student’s problem. This project explores the implementation of Al chatbot
in conversations with students and ask follow-up questions to gain insight on
student’s university experience. Open-source libraries and models such as Natural
Language ToolKit library, langchain and hugging face are used to integrate and
modify the chatbot model and add functionality to it like predicting sentiment of a
feedback. By leveraging on Natural Language Processing technology advancement,
Large Language Models (LLMs) are used as the foundation for the text generation
capabilities of the chatbot. To ensure high quality response, profanity filter and
language detector models are also integrated using pre-existing python libraries like
profanity-filter and langid. The result is a multifunctional chatbot system that can
simultaneously predict sentiment of text, detect profanity, determine the language,

and generate text.
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CHAPTER 1

CHAPTER 1
Project Background

In this chapter, included below are the background and motivation for the research,

contributions of the project to the field, and the problem statement.

1.1 Introduction
With the rapid advancement of Artificial intelligence (Al), smarter software

and hardware are being developed which is also known as “intelligent agents” [1].
Now, one of these “intelligent agents” made its way into the Education sector in the
form of assistive chatbots. Chatbot is a software that acts as a virtual assistant to
simulate human conversations and provide correct responses to questions asked by the
user [2]. This interaction is made possible through integration of different algorithms
such as Nature Language Processing (NLP) Algorithm, Naive Bayes Algorithm,
Recurrent Neural Networks (RNN) and Markov Chains [3]. Chatbot is gaining
popularity over the years because there are more users using messaging services
especially during covid-19 pandemic period where almost everything is done online.
Together with the advancement in Natural Language Understanding (NLU) and
Machine Learning, chatbot can accurately identify the intent and entity of a user’s text
by learning from large training datasets and give out correct response based on the
questions [4]. This in turn, improve satisfaction rate of users using the chatbot and

increase the likeliness of using the chatbot more frequently.

In every university, there will be feedback forms for students to fill in so that
the university can collect data on where to improve. But the forms are normally
presented in a monotonous way [5]. In fact, if the survey forms are too boring for the
student, then they might not take it seriously and simply put in an answer and call it a
day. This will result in low-quality response and should not be referred to make
decisions. To tackle this problem, a Student Satisfaction Survey Chatbot (SSSC) is
deployed. This chatbot can simulate human-like conversation with students to
eliminate survey fatigue and collect high-quality feedback from them. Analysis will
be performed on the data collected to perceive how students feel about the university,
for instance, facilities, food, courses offered, lecturer performance, exams toughness
etc. This study aims to explore the opportunities and challenges of using chatbot to

1

Bachelor of Information Systems (Honours) Information Systems Engineering
Faculty of Information and Communication Technology (Kampar Campus), UTAR



CHAPTER 2

collect student’s feedback and investigate why, when using chatbot, the quality of
response collected might differ from the response collected through traditional web
survey forms. UTAR can finally use reliable data that is collected from students using
the chatbot to make changes and improvement to the services, facilities, difficulty of

courses and much more.

1.2 Problem Statement

Low Quality Response Collected from Traditional Survey Form

Collecting feedback from students is a standard procedure to make
improvement on the topics in the feedback form. But traditional web survey forms are
becoming repetitive and dull for the average students which causes them to lose
interest quickly in filling the form [5]. Demotivated students might be lazy to think
about their answers and simply wants to end the survey quickly which will result in a
low-quality response. This might lead the university to make unsolicited change and
worsen the current situation. Utilising a chatbot that uses question and answer like an
interview session might make the students feel compelled to give a more well-

thought-out answer.

Troublesome to Follow-up with Students with Traditional Survey Form

One of the problems with the traditional way of collecting feedback is getting
in touch with the person who made the feedback. Some of the feedback received
might be lacking some information or need confirmation. For the feedback to be
relevant and effective, complete information or detailed explanation is vital. If the
feedback form was submitted anonymously, it would be impossible to find the person
to ask them for more information regarding the feedback. In this case, using an Al
chatbot would allow the follow-up process to take place immediately after the user
entered feedback for the chatbot.
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Lack of Language Support

Chatbot uses NLP to understand texts sent by the user. It is a very useful
algorithm, but one limitation is that it might not be able to adapt with informal
conversations like usage of slangs, misspellings, using 2 or more language in one

sentence, and dialect terms [6].

Filtering negative behaviour and irrelevant responses

Although the purpose of a chatbot is to mimic human conversations, but it
should not condone negative behaviors from students like usage of inappropriate,
offensive, vulgar words or racist comments in the response [7, 8]. Students that are
conversing with the chatbot might be tempted to test the chatbot and include some
vulgar or inappropriate response to see how the chatbot would respond. Or in other
cases students will give answers that are totally irrelevant to the question asked. The
chatbot should not collect this type of answers as it will result in low-quality and
undesirable feedback. The chatbot can be taught to identify inappropriate and
offensive words through machine learning and to determine whether the answer given
is associated with the question asked. By doing this, unnecessary hatred can be
filtered out, response collected will be relevant and a harmonious learning

environment for all students is ensured.

1.3 Project Scope
This project is expected to produce a chatbot that uses question and answer model

to mimic human conversation to induce students in giving honest and useful feedback
about their universities. The chatbot will be accessed by user through a chat interface
that will be hosted on a website. This chatbot must be able to:

e Understand student’s feedback.

e Ask follow-up questions about the feedback.

e Generate response according to the feedback to get detailed information.

e Store the responses collected in a database.

e Filter out negative behaviors in text like profanity.
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1.4 Project Objectives
1. To implement a chatbot using Natural Language Processing that can ask
follow-up questions to collect quality feedback on UTAR services.

2. To integrate an analysis module using sentiment analysis to determine the
sentiment of the feedback so it can reflect the satisfaction of students.

3. To integrate a filtering module using to detect inappropriate words in a
response so that it can be filtered out to maintain a respectful environment.

4. To develop a chat interface for students to type feedback and display response
generated from the chatbot.

5. To store the feedback collected from students into a database.

1.5 Motivation
The main reason to collect feedback from students is because the university

wants to know what is still lacking and can be improved. This can only be done if
there are feedback and opinions coming from a different perspective other than the
university management which is the students. But when facing a dull form, students
might not have the motivation to fill in genuine feedback. That is why a chatbot is
chosen to carry out the duty of collecting responses from students, because chatbot

offers interactive communication with the students that can eliminate survey fatigue.

This study aims to explore the opportunities and challenges of using a chatbot
to collect student satisfaction survey responses and investigate the effectiveness of
using a chatbot to retrieve feedback from university students by comparing the quality
of response with that taken from a web survey form so that the analysis of data

collected can yield high quality results.
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1.6 Contributions
Collecting feedback is the basis to make any improvement. Quality feedback

will let the universities understand in what specifics they need to improve on
according to their students. This project will help universities to collect insightful
feedback from students rather than unconstructive responses that often tampers with
the relevancy of the feedback. With the chatbot constantly prompting the student for
additional information on the feedback, universities are empowered to make
meaningful changes tailored to the needs of students. Overall, the university
experience will improve greatly through continuous improvement where student

feedback is the foundation.

1.7 Project Plan

team

Student Satisfaction Survey Chatbot

Planning [r—
Problem Statement al
Project Objective and Scope 1
Motivation 1
Contribution
Research H

Literature Review '|

Methodology
System Design

s

¢ 0

Hardware 1
Database 1
Platform

System Development | 1
Setup Development Tools h
Developing Chatbot 1
Testing Chatbot 1

Preliminary Work Result
Report

FYP1 Report
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CHAPTER 2

Literature Review

2.1 Existing Rule-Based Chatbot
There are 2 existing rule-based Student Satisfaction Survey Chatbot that is

available on the internet right now for public use. They are built by using bot builder,
which means user does not have to type code to develop the chatbot. The first one is a
chatbot by hellotars and the second is by landbot [9, 10]. Both chatbots are not
capable of Natural Language Generation (NLG). This means that the bot cannot
generate their own text when having conversation with a student. They can only

answer with pre-scripted response each time a student answers a question.

2.1.1 Chatbot by Hellotars
This is a rule-based chatbot that does not utilize machine learning to learn

through interaction. The chatbot follows a pre-defined set of rules on what to respond
given the input of user. The strength for this kind of chatbot is that it is more
accountable and less likely to fail during an interaction [11]. It is also far easier to
train this kind of chatbot compared to Al-based chatbot that uses machine learning
because it does not require large training datasets [11]. Not to mention, the design is
smooth and colorful, and they use memes between questions which can help to

capture the attention of students.

May | know how effective is the
teaching outside your major at this
’ university? @
|
|
i
|
l

Somewhat effective

Absolutely got it. @)

el lC]

PAY-ATTENTION

Figure 2. 1 Chatbot using memes.
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One of the more functional types of strength is verification of answer given.
When asking for input that follows certain format, this chatbot can enforce a rule to

only allow answers with the correct format.

“namwot 7 1IARS

May i know your email?

wjlee2821

Please give a valid email. e.g..
newton@gmail.com

wjlee2821@gmail.com

Figure 2. 2 Email verification.

What is your fullname?

Please give full name. e.g.. Isaac
Newton

U

Thank you for your honest feedback.

e e .

Figure 2. 3 Name verification.
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Next, i need your phone number

- M 0O

Please give a valid phone number. e.g..
9876543210

012-2201204

Please give a valid phone number. e.g..
9876543210

0122201204

Figure 2. 4 Phone number verification.

One weakness of this chatbot is it does not ask follow-up questions. Whenever
the chatbot asks for a rating, the chatbot will proceed to the next question no matter
what the rating given is. If the rating given is below average or above average, the
chatbot should always ask follow-up questions to ask students to elaborate on why
they give those ratings so that higher quality response is collected, and universities

can have better insight on the student’s opinion.
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Chatbot 4> TARS

How easy is it to register for courses at
this university? g4

0.5 Stars

Let's move on to the campus related
questions. )

Figure 2. 5 Student gives lowest rating.

So, how safe do you feel on the
campus? i3

Noted your concerns. g&

Figure 2. 6 Student gives highest rating.
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Another Weakness of this chatbot is that it also accepts irrelevant responses.

This chatbot does not filter out meaningless response or answers that are not

associated with the questions given.

Chatbot 4> TARS

How helpful is your academic advisor?

=}

the view of the school is very beautiful

| must say you are quick in your
response.

Here is your next question.

Figure 2. 7 Irrelevant answers given.
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Can you tell me how helpful is the staff
at the on-campus health center? &

o O - @

The input text is too short. Please give
a longer input

| agree with you. @)

Keep moving, you are doing well. &

Figure 2. 8 Meaningless / blank answers given.

2.1.2 Chatbot by Landbot
This chatbot is also a rule-based chatbot that cannot have dyadic

communication with students. It has very similar functionalities with the chatbot by
hellotars with some slight differences. Some similarity on weakness is that it does not
ask no follow-up questions for low or high rating and it does not filter out irrelevant

anNSWEers.

How would you rate the facilities the University provides? @ 8

*

How would you rate the food the University provides, Lee Wei Jin?
2 KB

1.0.0.0.0.0.0.0.0.0.0.0.0.0.0 ¢

Now, what do you like the most of our
University? &

Figure 2. 9 No follow-up questions for lowest and highest rating.

11
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Now, what do you like the most of our University? &

| like to eat sushi and play badminton

Last but not least, would you recommend our University to a friend
or collegue? <@

That was it, Lee Wei Jin!

Thank you very much for your time.

See you around the campus! §)

Figure 2. 10 No filtering of irrelevant answers.

Another similarity on strength is that it provides verification for answer formats.

- T =
g University Feedback Build Design Settings Share Analyze yased chinges (63 B m.

Figure 2. 11 Option to choose type of input.

To summarize the existing chatbots, it is rare to see survey chatbots that uses
machine learning to interact with the students because the main goal of this chatbot is
to simply collect response from students. Most of the developers will not go the extra
mile and trouble themselves with building a full-fledged Al chatbot for the sake of
collecting simple survey data. While training Al-based chatbot through machine
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learning and large training datasets to retrieve feedback seems like an overkill, but it
will elicit honest feedback and genuine ideas for improvement from students which

ultimately benefits the university substantially.

2.2 Al Language Chatbot Models
These are the chatbots that have Natural Language Generation capabilities.

They are not reliant on predetermined answers and response that would be chosen
based on the input. These models can process the input text and generate a text
response that is relevant to the input.

2.2.1 ChatGPT
ChatGPT was released on 30 November 2022 by OpenAl as a conversation

model that can answer follow-up questions, challenge incorrect premises and reject
inappropriate requests [12]. It is a powerful chatbot that is capable of tackling
challenging problems or having a chill conversation with the user. The model is
trained using Reinforcement Learning from Human Feedback (RLHF). ChatGPT is
highly regarded in its text generation capabilities with fine precision control over the
output text. For example, the user can tell ChatGPT to limit the word count to a
certain number and it will follow through. Telling ChatGPT to imitate a persona when
answering questions will prompt responses generated to be based to the persona
requested. Al language model like ChatGPT is trained on huge amount of text corpus
from the internet, it will then learn the semantics between words. This is why
ChatGPT is able to generate such coherent responses. It is also very capable of
imitating a feedback collector chatbot to ask follow-up questions. Overall, it is a very
complex chatbot, and it is not easily replicated as it requires high-end hardware
resources and training data to be able to train a chatbot model with its capabilities.
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You

explain who are you in details

174

ChatGPT

| am ChatGPT, an Al language model developed by OpenAl. My purpose is to assist
users like you by providing information, answering questions, and engaging in
conversations on various topics. I've been trained on a diverse dataset containing a
vast amount of text from books, articles, websites, and other sources, allowing me to
generate responses that are coherent and contextually relevant. While I'm not a
human, I'm designed to simulate natural conversation and provide helpful
assistance based on the input | receive. If you have any specific questions or topics

you'd like to discuss, feel free to let me know!

0O @

Figure 2. 12 ChatGPT introducing itself.

You
you are now a feedback collector chatbot, respond to the feedback emphatically and asks follow-
up questions

ChatGPT

Thank you for your feedback! Your input is incredibly valuable in helping us improve our services.
Could you please share more details about your experience? We'd love to understand what
aspects you found particularly helpful or areas where you think we could make further

improvements. Your insights will guide us in delivering even better service in the future.

You
The food is bad

ChatGPT
I'm sorry to hear that you didn't enjoy the food. Your feedback is important to us, and we want to
make sure that every aspect of your experience meets your expectations. Could you please

provide more details about what specifically you found unsatisfactory about the food? Was it the

taste, presentation, portion size, or something else? Your feedback will help us address any issues

and ensure that we deliver higher-quality meals in the future.

oo

Figure 2. 13 ChatGPT imitating a feedback collector chatbot.
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2.2.2 L lama Model
The Llama model is not a typical chatbot application like ChatGPT which has

interfaces for the user to interact with. The Llama model is developed by Meta, and
with their commitment to open science, Meta released the Llama model to be used
openly by the public [13]. The model itself is released without a prebuilt interface for
users to type their input in and chat with the model, instead, the model is released in
GitHub repository so the public can access the model files and chat with the model in
their own computers in their own terminal or build a custom chat interface to interact
with the model. In the advancement of NLP systems, Large Language Models like
Llama is able to generate creative text, solve mathematical problems, predict texts,
comprehend complex questions and much more. Llama is an auto-regressive language
model, also known as Feed-forward model, where the model predicts future words
from a set of words in a context [14]. It also uses supervised fine-tuning (SFT) and
Reinforcement Learning with Human Feedback (RLHF) to adhere to the guidelines of
chatbot being helpful and safe for the users. Safety is in the sense that the model
would not generate hate content, assist with harmful actions, or promote negative

behavior.

2.3 Previous studies
Tackling on the issue of survey fatigue, Xiao et al [15] developed a chatbot

called Juji that leverages on humanization technique to express a gentle tone of voice
when conversing with students. Juju has 3 characteristic that helps in eliciting quality
response from students which are personalized messages, providing response
feedback, probing to get better responses, and using modern NLP technology [15]. In
a study conducted by Stapi'c et al [15], students were asked on their preference on
chatbots and they wanted the chatbot to have a fun and polite personality. This shows
that humanization technique does have an impact on the likeability of chatbots and the

user’s willingness to answer the questions genuinely.

Another study is done exploring the usage of Hubert.ai as an Artificial
Intelligence Conversational Chatbot for University Student Surveys [5]. Hubert.ai is a
conversational Al chatbot that has text understanding to some degree. It will reply

with emojis in its response to set a friendly tone for the conversation so that students
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will find it easier to talk to, which will increase the chance of quality feedback. In the
study, it is found that Hubert.ai can interpret the text of students to determine its
response, like whether the student is giving a valid feedback or irrelevant information
[5]. For the research, Hubert.ai is given some survey questions about course
improvement. Then when students interact with Hubert.ai, it will try to understand the
text and choose a predetermined scripted response. For example, Hubert.ai can
differentiate between feedback and irrelevant response, and detect profanity so that it
can choose different responses to give accordingly. Hubert.ai will also encourage the
student to give feedback if the student replies with no feedback at all. Overall,
Hubert.ai is a conversational chatbot that collects feedback from university students
through conversations. It can understand simple texts and choose a respond based on
the text but its NLP capabilities are not that advanced, which will cause some
confusion when it receives complex text. Because of this, some students who are
tasked to test Hubert.ai said that using the chatbot is no different from filling a survey
form [5].

Hubert.ai What could the teachers start doing, that would improve it?

User 1 think everything is alright. Nothing to improve

Hubert.ai Surely there must be something that could be improved?

User I can't remember anything bad

Hubert.ai Not yet!

Hubert.ai Let me repeat the question

Hubert.ai What could the teachers start doing, that would improve it?

User I can't remember anything bad

Hubert.ai Not yet!

Hubert.ai What could the teachers start doing, that would improve it?

User Maybe weekly tasks could be equal, because | heard that some students got
harder tasks than others

Hubert.ai I understand...

Hubert.ai What could the teachers stop doing, that would improve course X?

User 1 think that teachers should put more information online, not in last week or
something like that

Hubert.ai I'm sorry to hear that

Hubert.ai What is your overall experience of course X? Please write a sentence or two

User irrelevant®

Hubert.ai Alright, noted. Let's continue.

Hubert.ai Do you want to add something more?

User Overall experience: I have been very frustrated and angry. As I said profes-

sors have been wasting times in preparing videos that have a little impact on
students' teaching a lesson. Professor V has gave us a many material but in
exam it was very hard to understand. A point is there is no connection be-
tween two topics at least. It's shameful..... This year, on this course, there was
so many cheating. I regret that I haven't cheated. Prof. B should be ashamed
that he's said that this generation is better than generation 2014/2015. I guess
1 am correct. One little advice to professor is to simplify lesson or course PI
with important information. Don't give us boring materials that make no
sense. Lessons are boring and exams are very tough. Grade for this course is
1-10: 5....1 forget to mention about laboratory tests. They were tough. I rec-
ommend that you check knowledge every 2-3 weeks. Overall, for me, labora-
tory exams were very tough.

Hubert.ai Got it

Figure 2. 14 The conversational capabilities of Hubert.ai
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Thank you, those were all the questions I had! You may close this window

Hubertai now. Have a great day! ©

User Bitch

Hubert.ai “A poor choice of words never improved anything" - Hubert the bot
User tell me a joke

Hubert.ai Knock knock.

User whos there

Hubert.ai Hey there!

Hubert.ai I don't have any questions for you right now. Please come back later!

User sick joke man

Figure 2. 15 Hubert.ai detected profanity.

164 N. Abbas et al.

Hubert.ai How did you like this type of evaluation compared to a regular survey?

User No difference from regular survey other than the scripted responses

Hubert.ai How did you like this type of evaluation compared to a regular survey?

User Still not realistic enough - don't feel like i'm chatting. Perhaps more option paths
can be created

Figure 2. 16 Student’s negative comment about Hubert.ai

2.4 Limitation of Previous Studies
Because Juji uses a very advanced NLP and Al technology in developing it, it

might be difficult for developers without funding to develop this kind of project.
Developers can try alternative ways that still include humanization technique, but a
simpler version as seen in the study of Rhim et al [16]. They use 4 type of
humanization technique which is self-introduction, using name to address, adaptive

response speed, and echoing respondent’s survey [16].

One of the most noticeable limitations in the field of using chatbot for
education is that Hubert.ai and many conversational agents used are not capable of
Natural Language Generation. Instead, they are scripted with a dictionary of response

to choose from when replying. Receiving the same response frequently from a chatbot

17
Bachelor of Information Systems (Honours) Information Systems Engineering
Faculty of Information and Communication Technology (Kampar Campus), UTAR



CHAPTER 2

can quickly become uninteresting. This is the case for Hubert.ai where one of the

participating students noted that the response is scripted and gave a negative comment
[5].

While utilising a chatbot to replace online survey forms can greatly reduce
survey fatigue, using chatbot will cause another problem which is longer time
required to complete the survey. Since chatbot uses question and answer method to
collect feedback from students, students have to wait longer time for their turn to
answer compared filling online survey forms. This is especially the case if the server

hosting the chatbot have low performance hardware.

2.5 Proposed Solutions
This project aims to propose a solution that can mitigate the effect of survey

fatigue of students by the use of Al chatbots trained to be responsive towards
feedback. By using Natural Language Generation chatbots, it can add a touch of
interactivity during the process of feedback collection. Imagine talking to a friend to
complain about something, naturally the person will elaborate on the details. That is
the same principle applied here, the chatbot will act as a listener for the students so
that it creates a communicative environment in which the students will be more
willing to provide more information onto the feedback. This would solve the problem
with survey fatigue and satisficing behavior of respondents as seen in the study of
Kim et al [citation]. In their study titled “Comparing Data from Chatbot and Web
Surveys”, it is found that respondents of web surveys are more likely to display
satisficing behavior, where they choose the answer that generates satisfaction instead
of accurate response [17]. The result of using text-based chatbot is recorded to

produce more relevant response, less satisficing and higher quality feedback [17].
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Methods
The methods that will be used to carry out this project and their purposes are listed out

in this chapter.

Chatbot Module Architecture

3.1 Text Generation Model
This model is responsible for handling the communication with students by

responding to student’s feedback and asking follow-up questions. This text generation
model will generate text response to collect detailed feedback from students. It is
basically the backend process of the chatbot that collects and process input from
students. For example, when a student enters feedback as input, the model will need
to process the feedback and generate a response text with the goal of asking for more
detailed information about the feedback. Typically, text generation models rely on
components like encoder decoder to be able to understand words and relationships
between words. An encoder-decoder framework is common in text generation models,
where the encoder condenses a variable-length input sentence into a fixed-length
representation, while the decoder produces an accurate translation based on this
representation [18]. Internally, it is a complex process that turns input words into
fixed-length numerical representations state which will be decoded to generate output
[19].

Encoder »| State Decoder

Input

Output

Y
Y
Y

Fig. 10.6.1 The encoder—decoder architecture.

Figure 3. 1 A simplified version of encoder-decoder framework.

Some common architecture used for text generation tasks are neural network,
encoder-decoder models, and transformer models. Transformer architecture is used by
19
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state-of-the-art language models like GPT (Generative Pre-trained Transformers) and
BERT (Bidirectional Encoder Representation from Transformers). This project will
explore text generation models that utilise the transformer architecture to serve as the
chatbot model for SSSC. The models can be found in in the repository or hosted in
several platforms like Hugging Face, GitHub and Kaggle. Most of the models are
open-source with MIT and Apache Liscence that highlights the terms and conditions

of using the open-source models.

3.2 Interface Module
This module is the front-end of the chatbot, which plays an important role in

capturing the attention of students and keeping them interested until all the required
feedbacks are collected to increase the quality of response. The module will also be
responsible for presenting a way for students to type in and collect their input for the
backend of the chatbot to be able to process it. It will also explain to the users how to
use the chatbot by displaying guidelines on the front-end. Basically, all the user’s
interaction with the chatbot will be done at the front-end interface module. The
actions taken will then be sent to the backend where the actions will be processed to
determine the corresponding response.
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o BIUTAR Student Satisfaction Survey Chatbot (SSSC) &

Topic

Figure 3. 2 User Interface Module for SSSC.

3.3 Methodologies

3.3.1 Profanity-filter using Python Library
In this project, a profanity filter will be implemented to manage potentially

offensive language in the feedback collected from university students. This step was
crucial to ensure that the feedback is meaningful and helps to maintain a civil
environment during conversations of the chatbot with the student. This step aligns
with the standards expected in an educational environment, where negative behaviour
is discouraged. The profanity-filter library will be integrated into a data processing
workflow, where the texts undergo profanity filtering and returns an action, like
warning the students of the usage of such language. By utilizing the profanity-filter
class and its “is_profane()" method, profanity can be detected easily and subsequent

actions can be taken to mitigate it [20].

3.3.2 Question Detector
This project scope is focusing on the feedback collection functionality and

therefore any questions that the student might ask will not be answered. For example,
students who come to the feedback chatbot to ask questions about the university will

be reminded by the chatbot through prompt messages or in-chat messages that it only
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collects feedback and does not answer questions. To implement this, a question
detector model using Query Classifier can be integrated alongside the chatbot module.
Using the TransformersQueryClassifier, it allows a transformers model that is already
trained on binary classification task to classify a text into question or statement [21].
One example is utilising BERT as the transformers model to act as our classifier.
After classifying the text, if it is a question, then the model will not answer it, instead,
it will tell the user that questions will not be answered. Statement will be passed to the
chatbot model to generate response because most feedback is considered to be a

statement.

3.3.3 Langquage Detector
One of the restrictions for this project is all feedback and conversations should

be carried out in English throughout the feedback collection process. Using multiple
language might cause confusion and potential misunderstanding for the chatbot and
the feedback reviewer. Enforcing English as the primary language for feedback and
conversations will contribute to the clarity and consistency of the feedback. Other
benefits of this restriction are improved accessibility to international students and
standardization. International students can use the chatbot too without worrying about
language barrier, while standardization ensures the feedback collected are easier and
quicker for the reviewers to access and review. To implement this, a language
detection model can be integrated to the data processing workflow, where texts from
students are being processed to determine the next step. Fortunately, there is a python
library with language detection functionality called langid [22]. Langid will be used
classify the feedback text from students to determine the language, if it is not in
English, a message will inform students to restrict their feedback to using English

only.

3.34NLTK
NLTK (Natural Language ToolKit) is a very convenient python library that

offers wide range NLP functionalities. It has text processing tools like tokenization,

stemming, lemmatization, and Named Entity Recognition (NER). It also offers lexical
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resources like WordNet which is a database for English words and their semantic
relationships, and text corpora that includes datasets for tasks like sentiment analysis

[23]. It is a valuable tool to have especially for NLP projects and tasks.

3.3.5 Using Large Language Model for Efficient Natural Language Processing
Large Language Models (LLMs) are pretrained language models that is

capable of generating text and response through advanced Natural Language
Processing. Pretrained models already have a strong understanding on the meaning of
words and the relationship between them. LLMs are considered “large” because they
are trained on massive datasets, mostly from 1 billion parameters onwards. For
example, OpenAl’s GPT-3.5 has 3 variants which are trained with 1.3Billion, 6B and
175B parameters respectively, this means that a LLM will be trained on billions of
texts to refine its Natural Language Processing which will offer improved text
generation capabilities and quality response. LLMs trained on larger amounts of

parameters will yield better results and provide a more comprehensive text generation.

Default (GPT-3.5)

E Are you a large language model and how many parameters are you trained with

Yes, | am a large language model, based on the GPT-3.5 architecture. | am trained with 175

billion parameters, which is a measure of the model's size and complexity. These parameters
enable me to generate human-like text and understand and respond to a wide range of
natural language inputs and queries. If you have any questions or need assistance with

something, feel free to ask!

Figure 3. 3 ChatGPT’s GPT-3.5 Model.
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a*
= Bard (Experinent n & & = 9
© Bard was just updated. See update e
+ Newchat
e Are you a large language model and how many parameters are you trained with? Vi
0 Are youa large language mode.. View other drafts v )
o 4, Yes, 1 am a large language mode, also known as a conversational Al or chatbot trained to be informative and comprehensive. | am trained on a massive

Figure 3. 4 Google’s Bard Language Model.

amount of text data, and | am able to communicate and generate human-like text in response to a wide range of prompts and questions. For example, |

ies of fact;

1am trai 1378 of the complexity of a language model. The more parameters a model has, the more complex it is
and the better it can understand and generate language.

Here are some other large language models and their number of parameters:

* GPT-3: 175B parameters

« Jurassic-1Jumbo: 178B parameters

* WuDao 2.0: 1.75T parameters

* Megatron-Turing NLG: 530B parameters

age Model: 1.37T parameters

1 am still under development, but | am learning new things every day. | am excited to see what | can do in the future

o @ = < G Googleit

(©]

-

3.6 Fine-tuning the Large Language Model (LLM)

Fine-tuning is training a pretrained model on datasets that are specific to the

intended tasks [24]. This step is optional as it depends on the performance of the

chatbot model. Once a language model is trained enough for Natural Language

conversations, it can already interact with students by carrying out human-like

conversations with them. But if the performance is lacking or the response generated

are not ideal enough, the model can be fine-tuned in this aspect.

System Design

3.7 Hardware

The hardware involved in this project is a laptop. Below are the specifications

of the laptop used to develop SSSC.

Table 3. 1 Specifications of laptop.

Description Specifications
Model VivoBook S13 X330FA S330FA
Processor Intel(R) Core(TM) i7-8565U

Operating System

Windows 10
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Graphic INTEL(R) UHD GRAPHICS 620

Memory 8.00 GB

Storage 475GB

3.8 Software
3.8.1 Code

The coding language that is used to develop SSSC will be Python because the
Natural Language ToolKit, the NLP repository that stores text processing libraries for
classification, tokenization, semantic reasoning, parsing, and tagging, is initially
written in Python [23]. Not only that, but Large Language Models also (LLM) are
mostly written with python so it will be easy to modify any existing codes from the
LLM. Python libraries are also very convenient for this project as it provides classes
like language detector, profanity filter and NLTK.

3.8.2 Source Code Editor
The platform used to develop SSSC is Visual Studio Code because it simply

provides a lot of features that makes development easier like syntax highlighting,
bracket-matching, auto-indentation, box-selection. There are also development
operations like debugging, task running and version control. Visual Studio Code also
supports the programming language chosen for this project which is using python.
Visual Studio Code also allows the installation of various extensions such as
transformer module and Pytorch which could be useful for the project.

3.8.3 Database
MySQL will be the database that is considered for integration with SSSC since

the source code editor used is Visual Studio Code. MySQL is a database that can be
directly integrated into Visual Studio Code since it is an extension that can be
installed so it will be much more convenient to connect the database with the SSSC.

MySQL is beneficial for the project as it is a scalable database which can handle large
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amounts of data. Since a university mostly will have more than thousands of students,

the database is suitable to handle tens of thousands of feedback from the students.

3.9 SSSC System Diagram

3.9.1 Sequence Diagram for SSSC Interaction Flow

SSSC Interaction Flow

<> Intermediate : | ‘
= System @ NLP Service @ Database

Sends message ——>
Analyze text — >

«—— Return analyzed text

normal processing
Forward analyzed text ———————————

Generate
response

S

<«—— Process response
«— Return processed text —
«—— Display response

Store feedback —— >

error handling
«— Display error message —

-~ Intermediate | . |
[ S ek {2} NLP Service B Dpatabase

Figure 3. 5 SSSC Sequence Diagram.

The main flow of the system starts from the user initiating a feedback session
via chat message on the front-end. The message will be received by the intermediate
system which hosts the chatbot model and various text processing tools. Intermediate
system will forward the feedback by students to NLP services for text processing and
filtering, if there is an issue with the feedback e.g. not in English, intermediate system
will send an error message to the student. If there is no issue during NLP services, the
feedback will be forwarded to the SSSC model to generate a response. Once the

response is generated, it will be curated by NLP services again to ensure the integrity
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and accuracy of the response. The processed response will be sent to intermediate
system which will help to display the response on the front-end side. The feedback

will be stored into database after the response is displayed.

3.9.2 Use Case Diagram For SSSC

Restaurant

lew Feedback Sessiof

Forward

%/

wv
wv
wv

Input/Feedback to
—_— ] P
noos$ Feedback 5 sssc
opic -
<<Exientls>
Student P
ilter Input/Feedback]
Tl
Enter Input/Feedback ‘,"7 <<Entead>>

<<|r|.dd5d9>> Forward Error
o essage to Students

Receive
Input/Feedback

/ Store Input/Feedback into
J— Database
Filter Response
al
.

\ s$sc
Syste Update Input/Feedback in
Databse

<<Inchyde>>

.
Generate Response
from Input/Feedback

<<Incliide>>
J

Receive Response from
§8s8C
Forward Response to
System

Display Response to
Students

Figure 3. 6 Use Case Diagram of SSSC.

Explanation

There will be 3 actors involved in this interaction, which is the students, the back-end

system, and the SSSC chatbot model.
Students

Students will be able to start a survey by initiating a conversation with SSSC
on the front-end side. This action will prompt a response from SSSC which is to ask
for feedback from the student who is initiating the conversation. Then, the student

will be able to provide input which could be feedback, or normal conversations. The
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student will need to choose a feedback topic during the feedback session so that the
topic will be stored into the database. Students may refresh the browser to initiate a

new feedback session with SSSC regarding another feedback topic.

SSSC (Chatbot)

The chatbot will receive feedback forwarded by the system and generate a
corresponding response. The response will then be filtered before forwarding it to the

system.

System

The systems role is to be the intermediate controller between students and
SSSC. It will collect the input from students and then filter the input to determine the
next action. It can send the input to SSSC for response generation or display an error
message if the input is not valid. The input will also be processed by the system to
store it in the database afterwards. System can also update feedback in the database
for the same session, so students who give more information about a feedback will be
updated into database. Once the system received a response generated by SSSC, it

will display it to the student on the front-end side.
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3.9.3 Transformers Architecture
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Figure 1: The Transformer - model architecture.

Figure 3. 7 Transformers Architecture.

The figure above shows a Transformers architecture, which is widely used in
state-of-the-art text generation models like ChatGPT, BERT, RoBERTa, BART, and
T5. These models are developed by Al Giant companies like OpenAl, Facebook, and
Google using the Transformer architecture, as introduced in the "Attention is All You
Need" paper [25], is a significant advancement in neural networks for processing
sequences in natural language tasks. It comprises an encoder-decoder structure with
layers of self-attention like multi-head attention and feed-forward neural networks in
Figure 3.6. The encoder on the left-hand side efficiently captures long-range
dependencies in input sequences by attending to all positions simultaneously through
positional encoding. Similarly, the decoder on the right-hand side has similar structure

as the encoder, additionally inserts a second layer of multi-head attention over the
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output of the encoder. The decoder generates output sequences by attending to both
encoder outputs and previously generated tokens, enabling parallelization and

effective training.

The self-attention mechanism like multi-head attention dynamically evaluates
the importance of words in input sequences, so that the more weights are given to
important words while feed-forward networks capture complex patterns [25]. The
output probabilities are calculated at the final layer of the decoder stack. Once the
decoder has processed the input sequence and generated context-aware
representations for each token in the output sequence, these representations are
linearly transformed to obtain the final output probabilities. The output probabilities
represent the likelihood of a given word being the next token during text generation.
The Transformer's effectiveness has been proven in tasks like machine translation,
summarization, and language understanding, making it a state-of-the-art level model

in modern NLP.
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3.9.4 Flowchart for Training SSSC

Training a Language Model

2l Y

A®}
‘ Train Model ‘

L )

Figure 3. 8 Flowchart Diagram for Training SSSC.

In case the model chosen for this project is not suitable or requires additional
training, this process will be implemented to fine-tune the model. First, datasets that
are specific to the tasks required are gathered, then the datasets are preprocessed to
remove null values, irrelevant details, remove stop words etc. to improve the quality
of the datasets. The preprocessed datasets will be split into train and test datasets. The
pretrained model that is chosen will be built with optimized parameters to initiate
training on the training data. Once training is complete the model will be evaluated
using the test data. If the result is not satisfactory, the parameters will be changed and
optimized again to initiate another training and evaluation session for the model. If the

result is satisfactory, save the model.
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Chapter 4 Preliminary Work

4.1 Setup and Install the Required Development Tools
Anaconda

Anaconda is an open-source platform the specializes in python
development [19]. It is a popular platform for machine learning which is suitable for
the nature of SSSC since it is considered machine learning. Anaconda can be used to
create a python environment which is needed for the deployment of SSSC because it
runs by python.

B Anaconda Prompt = | X

(base) C:\Users\wjlee>

Figure 4. 1 Successful Download and Interface of Anaconda.

After installing Anaconda, a python environment is created by typing
the command conda “create -n SSSC python=3.10.9”. SSSC is the environment name
which can be whatever the user wants. Python=3.10.9 specifies the python version for

the environment.

M Anaconda Prompt _ 5 x

\wjlee>conda créaten=n SSSC python=3.10.9
otice king. .. DEBUG:urllib3.comnectionpool:Starting new HTTPS connection (1): repo.anaconda.com:443
3.connectionpool: i HTTPS connection (1): repo.anaconda.com:443
3. connectionpool w HTTPS connecti
3. connectionpool: / .anaconda.com i i /1.1" 404 None
3. connectionpool : .anaconda.com: r .1" 484 None
.connectionpool : .anaconda.com:443 json HTTP/1.1" 484 None

current_repodata.json): \ DEBUG S ecti rting new HTTPS connection (1): repo.anaconda.com:443
g new HTTPS connection (
3. connectionpool g new HTTPS connection (1): repo.anaconda.
3. connectionpool:Starting new HTTPS connection (1): .anaconda.
g ¢ HTTPS connection (1): .anaconda.
g new HTTPS connection : repo.anaconda.com:443
win-64/current_repodata.json HTTP/1.1 -]
win-64/current_repodata.json HTTP/1.1" 384 @DEBUG:urllib3.connectionpool:https://repo.anaconda.c
:urllib3.connectionpool:https://repo.anaconda.com:443 "GET /pkgs/r/noarch/current_repodata.json H

.anaconda.com:443 " i /current_repodata.json HTTP/1.
.anaconda.com:443 "“GET kgs/main/win-64/current_repodata. HTTP/1.1" 200 None

ing environment: pt using repodata from current_repodata.json, retrying with next repodata source.Collecting package metadata (repodata.json):
ib3. connectionpo: i " onnection (1): repo.anaconda.com:443
HTTPS connection (1): repo.anaconda.
3. connectionpool : Star ew HTTPS connection (1): repo.anaconda.
3. connectionpool : " connection (1): repo.anaconda.
.connectionpool : rti W connection (1): repo.anaconda.
.connectionpool : w HTTPS connection (1): repo. nda.com:443
3. connectionpool : https epo.anaconda.com:443 "GET in/noarch/repodata. 1.1" 304 @
connectionpool: htt repo.anaconda.com:443 / o /1.1" 208 None
/repo.anaconda.com:443 / -64/ / " 304 0
onnectionpool
onnectionpoo 5 2 / fwin- j TTP/1.1" 260 None
onnectionpool :htt " T .1" 384 @

Solving environment: done
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Figure 4. 2 Creating Python Environment.

After creating the environment, it will be activated by typing the
command ‘“conda activate SSSC”. The environment will change from “base” to

“SSSC” which is the new python environment created.

Proceed ([y]/n)? y

Downloading and Extracting Packages

Preparing transaction: done
Verifying transaction: done
Executing transaction: done
i
# To activate this environment, use
i

$ conda activate SSSC

i
#
# To deactivate an active environment, use
i
#

$ conda deactivate

(base) C:\Users\wjlee>conda activate SSSC

(SssC) C:\Users\wjlee>

Figure 4. 3 Activating Python Environment.

The next step is to clone the repository for the Ul of SSSC from Github by
using the command “git clone”. This repository will be used as the interface for the

chat and response with SSSC.

(SSSC) C:\Users\wjlee>git clone https://github.com/oobabooga/text-generation-webui
fatal: destination path 'text-generation-webui' already exists and is not an empty directory.

(SSSC) C:\Users\wjlee>

Figure 4. 4 Clone Text Ul Repository from Github.
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After finished cloning the repository, the directory “text-generation-webui”
will be created and it can be accessed by using the command “cd text-generation-
webui”. After accessing the directory, the additional requirements needed for the Ul is

download by using the command “pip install -r requirements.txt”.

I Anaconda Prompt - pip install -r requirements.txt (=)

amd64.whl (152.7 MB)

4.2/auto_gptq-0.4.2+cull?-
don't match your environment
x11ama-@.0.14+cul17-cp316-cp _amd64 . whl

on't match your nment

python-@.1.83-cp318- @-win_amd64.whl (1.6 MB)

1oad/textgen-webui/11ama_cpp_python_cuda-0.1 17-cp31@-cp n_amdéd.whl (13.4 M

* don't match your

n_ggml-0. x 310-win_a ihl (1.2 MB)

* don't match your e

gen-webui/1lama _ggml_cuda- -cp310-win_amd64.v

Figure 4. 5 Install Requiremnts for UL

After installing the requirements, the text generation webui interface is ready
to be deployed by typing “python server.py”. This will run the UI locally on the
computer and providing the server address. Simply paste the address into the URL of

any web browser and the Text Ul will be loaded.

rning: The installed version of bitsandbytes was compiled without GPU support. 8-b|

launch()" .

Figure 4. 6 Server for the Ul is Created
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) Text generation web Ul - o >

<« O @ © 127.00.1:78¢ v Q 8 m = =

@ Show controls (Ctri+S)

Stop Generate Continue
L

Impersonate Remove last

Figure 4. 7 Ul for Testing Phase of SSSC.

4.2 Other Platform Used/Installed
Hugging Face

Hugging face is a large open-source hub for Al and machine learning
communities, and it functions similarly to Github. Hugging face can be used for
deploying machine learning models and find other open-source language model or
dataset to be used in personal or commercial projects [20]. Hugging face is used in
this project for finding suitable language model for SSSC, its transformer library, and

the hugging face chat function.

Github

Github is an open-source code repository for all things code related.
Projects can be uploaded to Github for collaboration between programmers and open-
source code can be downloaded for personal or commercial use. Github is used in this

project to clone repositories like the text-generation-webui.
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Visual Studio Code

Visual Studio Code will be used as the primary source code editor to
develop, train or modify SSSC since it supports python and can integrate database
directly which is what allows the system to store feedback from students into the

database.

Pytorch

Pytorch is a machine learning framework which leverages on the Torch
open-source library for training machine learning models. The library in Pytorch will
be very convenient for developing SSSC since it is a machine learning language
model that uses python which is also supported by Pytorch.

4.3 Language Model for SSSC
For an interactive chatbot like SSSC with Natural Language Processing

and text generation capabilities, developing and training SSSC from scratch will take
too much time and effort which is not feasible because of the resources constraint
faced. In this case, a pre-trained language model can be chosen instead. A pre-trained
model is a language model which is previously trained extensively with large datasets
so that it can be used for transfer learning [21]. Transfer learning is using the existing
model which is trained with previous datasets to be used in a new problem. This can
be done by fine-tune the existing model with datasets that is related to the problems,
which in this case, is university feedback collection. After installing the Text Ul and
loaded, the language model to be used by SSSC can be downloaded by navigating to
the model tab and pasting the header of the model which can be found from hugging
face. The language model to be used in this project can be found in huggingface
“TheBloke/Llama-2-13B-Chat-fp16”.

Llama 2 is an open-source language model developed by META Al.

“Llama” is the acronym for Large Language Model Meta Al. It is an open-source
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alternative for advanced chatbot like ChatGPT and for now, its performance

benchmark is below ChatGPT. Llama 2 is chosen because it seems promising for

SSSC based on a few factors:

1. It is open-source language model, which means it can be modified to suit a

specific project like SSSC.

2. It focuses on safety of sensitive information, and it ranks higher than ChatGPT

in terms of safety.

3. It can be used in VS Code which have the database integration that allows

storing feedback into the database.

4. Llama 2 can be further fine-tuned to provide response which is more related to

the project being developed.

5. Llama 2 is a Large Language Model that is trained on large datasets that

ranges to 175B parameters. With this, it can generate natural conversations

with the students to collect quality feedback.

C @ @ 1270017860 A v @ g Im v

Model

Save

TheBloke_Llama-2-13B-Chat-f + o Load Unload Reload %
- settings

Model loader

Autoload the model
Transformers

Download model or LoRA

cpu-memory in MiB 0
e —

TheBloke/Llama-2-13B-Chat-fp16

load-in-4bit params:

compute_dtype

float16
Get file list

quant_type

Figure 4. 8 Download Llama 2 Model to Text Generation Ul.
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4.4 Problems Encountered
Hardware Limitation

The first problem encountered after downloading the language model
for SSSC is the obvious limitation on the hardware capacity. The language model
downloaded requires around 20GB of physical storage which is still fine. But when
loading the model into the Text Generation Ul, it takes up all the usable memory and

still refuses to load the model because of insufficient memory allocated.

@ SSSC Chatbotpy X

C: > Users > wjlee > Desktop > @ SSSC Chatbot.py > ..
from transformers import AutoTokenizer, AutoModelForCausallM
HF_ACCESS_TOKEN="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"*

tokenizer = AutoTokenizer.from_pretrained("meta-1llama/Llama-2-7b-chat-hf")
model = AutoModelForCausallM.from_pretrained("meta-llama/Llama-2-7b-chat-hf")

prompt = "Hey, are you conscious? Can you talk to me?"

inputs = tokenizer(prompt, return_tensors="pt")

generate_ids = model.generate(inputs.input_ids, max_length=100)
tokenizer.batch_decode(generate_ids, skip_special_tokens=True, clean_up_tokenization_spaces=False)[@]

PROBLEMS OUTPUT DEBUG CONSOLE TERMINAL AZURE

File "C:\Users\wjlee\AppData\Local\Programs\Python\Python311\Lib\site-packages\transformers\models\llama\modeling llama.p
y", line 199, in __init__
self.down_proj = nn.Linear(self.intermediate_size, self.hidden_size, bias=False)
ANAAAAAAAAAAAAAAAAAAAAAANAAAAAAANAAAAAAANAAAAAAANAAAAAAANAAAAAN

File "C:\Users\wjlee\AppData\Local\Programs\Python\Python311\Lib\site-packages\torch\nn\modules\linear.py", line 96, in _

sgif.weight = Parameter(torch.empty((out_features, in_features), **factory_kwargs))

YV V.V VIV VVVVVVVIVVVVVVVVVVVVIVVVVVVVVVVVVVVVIVVVVVVVVVVIVIN

RuntimeError: [enforce fail at ..\c1@\core\impl\alloc_cpu.cpp:72] data. DefaultCPUAllocator: not enough memory: you tried t
o allocate 180355072 bytes.

Figure 4. 9 Memory Insufficient Error when Loading Model with Visual Studio Code
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Figure 4. 10 Memory Insufficient Error when Loading Model with Text Generation

ul

4.5 Solutions
To solve the memory insufficient issue, the pagefile is set to the highest

value. Pagefile is a virtual memory that uses physical storage to act as additional

memory for the computer when it is not enough.

Virtual Memory X

[] Automatically manage paging file size for all drives

Paging file size for each drive

Drive [Volume Label] Paging File Size (MB)

€ [OS] 1000 - 44000

Selected drive: C: [0§]
Space available: 44533 MB

@ Custom size:

Initial size (MB): 1000
Maximum size (MB): 44000

O System managed size
O No paging file Set

Total paging file size for all drives

Minimum allowed: 16 MB
Recommended: 1896 MB
Currently allocated: 10625 MB

Figure 4. 11 Setting Pagefile to the Highest Value Available.
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4.6 Preliminary Results
Initiation of Conversation

Hugging face chat functionality was used as the interface for
simulation of SSSC, the results were promising using the language model meta-
llama/Llama-2-70b-chat-hf which is trained with 70Billion parameters. This model
is trained with 5 times the parameter than the language model chosen for SSSC which
is TheBloke/Llama-2-13B-Chat-fp16 with around 13Billion parameters. Once the
user initiates the conversation, the chatbot was able to introduce itself and the purpose
of its existence which is to collect feedback from university students. It also provides
examples to the user of what kind of feedback can be written to help them start off the
feedback session. The chatbot also generates response that is somewhat lengthy so
that it may prompt the user to enter more details when making a feedback or make it

easier for the user to understand the information being provided by the chatbot.

C @ 2 https.//huggingface.co/chat /64f 1 424844 @ ¢ d

L

¥ HuggingChat New Chat

° Hello! I'm here to collect feedback from university students like you. Is there anything you'd
like to share about your experience at university? It could be something you liked, something
you didn't like, or even a suggestion for improvement. Your input will help us make things

better for you and your fellow students.

Please keep in mind that all feedback is anonymous and confidential, so feel free to share

your thoughts openly. If you have any questions or concerns, I'll do my best to address them.

So, what's on your mind?

Search web

Figure 4. 12 Chatbot Introduce Itself and The Purpose of It.
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Safety and Anonymous Concerns

Anonymity concerns are also resolved as the chatbot will notify the

students of the feedback policy first and explain in detail to the user what will be

collected or shared with the university. This will allow the students to feel safer and

more willing to open up to the chatbot to provide quality feedback.

¥ HuggingChat New Chat

L Great question! Our system is designed to protect your anonymity, so your feedback will be completely
anonymous. We don't collect any personal information from you, and we won't share your feedback with

anyone who might be able to identify you

When you submit your feedback, it will be stripped of any identifying information and stored securely on our
servers. Only authorized staff members will have access to the feedback, and they won't be able to trace it back

to you

We take confidentiality very seriously, and we want to ensure that you feel comfortable sharing your honest

opinions without fear of reprisal. So, rest assured that your feedback will remain entirely anonymous.

Now, is there anything else you'd like to share with us? We value your input and want to hear your thoughts on

your university experience.

Search web

Feedback

Figure 4. 13 Anonymity Is Preserved When Students Are Making Feedback.
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Follow Up Questions to Prompt more Response from Students

The results shown by the chatbot up until this point is promising. Now,

to test a real feedback input for the chatbot. A Feedback commenting on the positive

side of a lecturer is sent to the chatbot. A lengthy response is given by the chatbot that

was able to identify the person mentioned by the student and asking for more

feedback.

“ HuggingChat New Chat

llo =
fello, how are yo

® Thank you for sharing your positive experience with your FYP supervisor, Mr. Dalvi Esfahani. It's great to hear
that he has been supportive and helpful throughout your project. His kindness and dedication to his students

are truly appreciated.

Can you tell me a little bit more about what specifically Mr. Dalvi Esfahani has done that has made him stand
out as a supportive supervisor? For example, has he provided guidance and feedback on your project, helped
you troubleshoot problems, or offered resources and connections that have been beneficial to your work?

Knowing these details can help others understand the impact he's had on your academic journey.

Additionally, would you say that Mr. Dalvi Esfahani's approachability and willingness to help have contributed
to your overall satisfaction with your university experience? Have there been any particular challenges or

obstacles that he has helped you overcome during your time working with him?

Search web

Figure 4. 14 Asking Follow Up Questions to Get More Feedback.
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System Prompt that Allows Modification of Chatbot Personality

Modification of the system prompt for the chatbot is possible. System
Prompt acts as predefined rules for the chatbot to follow, so whatever prompts that are
written in the system prompt must be followed by the chatbot. To simulate a chatbot
that focuses on collecting feedback from university students, a prompt can be written

in the system prompt as below:

Models X

meta-llama/Llama-2-70b-chat-hf

System Prompt [B) C

act as a chatbot that collects feedback from university -
students. Interact with the students and determine whether
their input is considered as feedback to collect it.

=

Model page Website

codellama/Codellama-34b-Instruct-hf

Model page Website

OpenAssistant/oasst-sft-6-llama-30b

Model page Dataset page Website

Apply

Figure 4. 15 System Prompt of the Model.
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Asking for Too Many Details

The preliminary results of the chatbot are above average for a chatbot
leveraging on LLMs for conversations. But it also has some cons which is, for a
chatbot that is collecting feedback from students about the university, it should not
delve into deep conversations with the students as it will only return a lot of redundant
input. For example, a simple prompt that resembles feedback about a lecturer is sent
to the chatbot. The response generated by the chatbot is not feasible for deployment as
it asks too many questions within one response, and it will cause the feedback
collected from the students to be very messy. It also asks too many details about the

lecturer which is often not needed by the university.

¥ HuggingChat New Chat

® That's great to hear! It's always helpful to have a supportive supervisor who can offer guidance and ideas when
needed. It sounds like Mr. Dalvi Esfahani not only provided valuable feedback but also helped you to think

critically and find solutions to challenges you faced during your project

Can you tell me a bit more about the ideas he provided? Were they related to the topic of your project, or were
they more general tips for tackling difficult tasks? Did he offer any advice on how to manage your time

effectively, stay organized, or handle setbacks? Any specific examples come to mind?

It's important to recognize the impact that a supportive supervisor can have on a student's academic success,
and it's clear that Mr. Dalvi Esfahani has played a significant role in your progress. His ability to provide useful

feedback and inspire creative thinking is a testament to his effectiveness as a supervisor and mentor.

Search web

Figure 4. 16 Response Generated by Chatbot that Asks Too Many Details.
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Chapter 5

System Implementation
This systems implementation section discusses about the models that are

implemented and the process of feedback collection, filtering, storage, response

generation developed within the system.

A sentiment analysis model was trained using the pretrained model BERT and
dataset from Kaggle titled “Sentiment Analysis Dataset”. The training took too much
resources, both hardware and time to train a good enough sentiment analysis model.

The figures below shows the training result.

~s sample.ipynb SSSC.ipynb

& EEN T X G & W Code ¥ Managed: http://localhost:8888 ¥ @ Python 3 (ipykernel) ¥

test_loss, test_accuracy = model.evaluate([X_test_preprocessed[:, 0], X_test_preprocessed[:, 1]]
y_test)
nt("Test Accur 1", test_accuracy)

Epoch 1/3
WARNING:tensorflow:6radients do not exist for variables
['tf_bert_model_3/bert/pooler/dense/kernel:0', 'tf_bert_model_3/bert/pooler/dense/bias:0'] when
minimizing the loss. If you're using “model.compile()", did you forget to provide a "loss
argument?
WARNING:tensorflow:6radients do not exist for variables
['tf_bert_model_3/bert/pooler/dense/kernel:0', 'tf_bert_model_3/bert/pooler/dense/bias:0'] when
minimizing the loss. If you're using “model.compile() , did you forget to provide a "loss
argument?
18/12429 [ - ETA: 56:44:32 - loss: 1.8471 - accuracy: 0.4878

train_accuracy = history.history['
val_accuracy = history.history[

Figure 5. 1 Shows the training time to be 56 hours per epoch with accuracy 0.4878 in

beginning.

test_loss, test_accuracy = model.evaluate([X_test_preprocessed[:, 0], X_test_preprocessed[:, 1]1,
y_test)

( , test_accuracy)

1875/1875 [ - 8887s 5s/step - loss: 0.4590 - accuracy: 0.7845
Test Accuracy: 0.78

Figure 5. 2 Shows the final accuracy of the model to be 0.7844 which is sub-optimal.
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After monitoring the results from the preliminary work and the training
process of the sentiment analysis model, the project will integrate some open-source
LLMs as the working chatbot system, one will be for the text generation model and
several other models will be for tasks like question detection, summarizer model, and
sentiment analysis model. This is because training a sub-optimal sentiment analysis
model takes around 168 hours for 3 epochs (round) with 56 hours per epoch using
intensive computer resource usage and the hardware specified in the hardware
specification model could not handle it, with possible crashes happening randomly.
Moreover, a text generation model requires far complex training than the sentiment
analysis model and building a text generation model that can converse in NLG
requires extensive expertise about machine learning and language models. Without
knowing the specifications, training parameters and datasets used to train other
conversational model, it would be a waste of time, energy and money to try and
develop a text generation model from scratch. The models that are used will be
integrated with a back-end system process and front-end interface to facilitate the

feedback collection process.

5.1 Introduction of the Models
When a LLM undergo training, the parameters of the model, or weights are

updated. These weights influences the impact of certain input features like words or
sentences to give it more importance so that the model will learn the patterns from

data and how to respond to it [29].

5.1.1 Text Generation Model
The text generation model used for the project is “zephyr-7b-beta”. It is a fine-

tuned version of the Mistral model, which is another Large Language Model [30].
Zephyr-7b-beta is fine-tuned to be more assistive in nature and able to have casual
conversations with users, compared to other models like Llama which uses text
generation to complete the input instead of responding to the input as a conversation.

Zephyr-7b-beta model is showcased to be able to follow a predefined persona to
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modify its respond. As showcased in the hugging face repository of zephyr-7b-beta, it

can follow a predefined persona of chatting in a pirate style with the user.

Inference API

(% Text Generation Examples v

You are a pirate chatbot who always responds with Arr!

There's a llama on my lawn, how can | get rid of him?

Arr! 'Tis a puzzlin' matter, me hearty! A llama on yer lawn be a rare sight, but
I've got a plan that might help ye get rid of 'im. Ye'll need to gather some
carrots and hay, and then lure the llama away with the promise of a tasty treat.
Once he's gone, ye can clean up yer lawn and enjoy the peace and quiet once
again. But beware, me hearty, for there may be more llamas where that one
came from! Arr!

Send
Figure 5. 3 Predefined persona for the model to follow.

Utilizing this, the model could be modified to follow a predefined persona as a
feedback collection chatbot with helpful and polite personalities to engage with the

students.

5.1.2 Question Detector Model
The question detector model that is used for this project is “question-vs-statement-

classifier” [31]. This model is able to classify a text into question or statement, which
is useful for this project because the chatbot should only respond to feedback without

answering the students questions.

5.1.3 Sentiment Analysis Model
The sentiment analysis model used for this project is “twitter-roberta-base-sentiment-

latest” [32]. This model is trained on a sentiment analysis dataset curated from twitter.

It is able to successfully classify the sentiment of a text to whether it is positive,
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neutral, or negative which will be stored together with the feedback into the database.
This would give the feedback reviewer the choice to conduct filtering and review only

positive, neutral, or negative feedbacks.

5.2 Settings and Configuration of the Text Generation Model
The text generation model “zephyr-7b-beta” that is used requires hardware with large

memory to run it smoothly, fortunately there is a method to solve this which is using a
quantized version of the model. Quantized model means that the original weights of
the model, which makes up the huge size of language models, is reduced in size by
reducing the precision of numerical values typically from 32-bit floating-point
numbers to 8-bit integers. By using a quantized model, the memory usage will be
much lower in exchange for lower accuracy of the model. Because the size of weights
are reduced, the response from the text generation model will be less accurate, but not
too significant. The quantized version for the zephyr-7b-beta model is known as
zephyr-7b-beta.Q4_K_M.gguf. By loading this model, it will require additional
configuration and modification before it can be integrated to the chatbot system.
Below is the configuration for the quantized version of the text generation model.

zephyr_model = "zephyr-7b-beta.Q4 K_M.gguf"

config

-1)

Figure 5. 4 Configuration for zephyr-7b-beta quantized version
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The configuration for the model is explained:

‘max_new_tokens’
— The maximum length of response to be generated
‘repetition_penalty’

— Whether the model would be penalized for generating a repeated word or phrase. A
value of 1.1 will slightly penalize the model. This encourages the model to product

diverse and varied outputs.
‘temperature’

— Controls the randomness of the output generated, a higher value like 0.9 will
produce a more diverse and creative output. A value of 0.4 will ensure the model is

following the predefined instructions on how to generate responses.
‘top_k’

— A technique to improve diversity and quality of response. Top_k set to 50 means
that the model will consider the top 50 words that have the highest probabilities to be

the next word in text generation.

‘top_p’

— A value of 0.9 for top_p means that tokens are considered until the cumulative

probability exceeds 90%, ensuring a diverse and varied selection of tokens.
‘stream’

— Specifies whether the output should be return as soon as they are produced or wait

for the entire sequence to finish. Setting to true enables real-time generation.
‘threads’

— Determine how many CPU threads to be used for text generation process.
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5.3 Technical Implementation of the Models, System, and Front-end Interface
The models are first downloaded from the open-source platform, hugging face.

nizer.from_pretrained(

ry™)
)

izer.from_pretrained(
etrained(” t

/generate-response HTTP/1.1" 200 -

Fire 5. 5 Getting models from hugging face repositories.

The  from_pretrained  method in  AutoTokenizer.from_pretrained  and
AutoModelForSequenceClassification.from_pretrained are hugging face libraries that
gets the model from their repository. AutoTokenizer.save pretrained and
AutoModelForSequenceClassification.save_pretrained methods save the model files

into a directory for local and offline usage of the model.

tokenizer = Auto

Figure 5. 6 Load the saved models.
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The models are loaded into objects that can utilise the generation or classification
functions of the model. Pipeline is a wrapper object that simplifies the generation
process or classification process. Normally when a model receives text, it will need to
tokenize the texts according to every model’s own tokenizer function (.tokenize) so
that the model understands the text. A pipeline skips this step for the user and

implement tokenizer to the texts automatically.

5.3.1 Chatbot Model
The chatbot model is loaded exactly with the code in figure 5.2. Now the model is

ready to be called using the variable sssc. The model is called to generate response by
this function sssc(text) where text is the input. But in this case, where a conversation
is happening, the model would need to remember previous messages. This can be
done by using the innate function of model tokenizer (.apply_chat_template()). Below
shows the function defined to generate a response based on the chat history. “chat” is
the chat history of the conversation that can be in the form of lists, where each
dialogue is appended to the lists as new elements. The apply_chat_template() function
will convert the chat history lists into a string that is compatible with the format set by
the chatbot model. Now, using generate_response(), the model will be able to read the

chat history as well to generate an accurate respond.

def append_message_to_chat_history(chat_history, role, content):
message = {"role": role, "content": content}
chat_history.append(message)
return chat_history

def prompt_user_input(chat_history):
prompt = tokenizer.apply_chat_template(chat_history, tokenize=False, add_generation_prompt=True)

return prompt

ef generate_response(prompt):

return sssc(prompt)

Figure 5. 7 Defining functions for text generation.
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chat_history = []
y = append_message_to_chat_history(chat_hi
chat_history = append_message_to_chat_history(chat_hi

prompt = prompt_user_input(chat_history)
6 text = generate_response(prompt)
t.pprint (text)
Pythof

: LangChainDeprecationWarning: The functi

warn_deprecated(

('Hi! How may I assist you today? Please let me ow what kind of feedback *
"you'd like to provide. Is it related to our w ite, customer service, "
‘product features or something else entirely?\n’

~ thoughts ano
"click on nu and comple

"Your r o tial and used only to

‘products and services.\n'

‘\n'

‘Thank you for taking the time to provide feedback - it is greatly '
‘appreciated!')

Figure 5. 8 Showcase the model text generation capabilities responding to “hello”.

5.3.2 Question Detector Model
The question detector model is defined as questionDetector in figure 5.4. The model

plays a filtering role in the feedback collection system. Inputs or texts that are entered
by the students will go through an intermediate system that handles data processing
and filtering. Because the chatbot does not answer any questions, the question
detector will help to filter out questions from students. The question_detector()
function is applied to inspect user_input and determine if the user_input is a question
or a statement. The function itself returns a binary value of 0 and 1, where 0
represents statement and 1 represents question. This way, questions can be filtered out

to prevent misinformation generated by the chatbot.

ch.argmax(questionDetector(**questionDetectorTokenizer(user_input, return_tensors="pt")).logits).item()

print(question_detector("What is UTAR?"))
2 print(question_detector("I like the whether today"))

v/ 0.0s

Figure 5. 10 Showcase functionality of question detector model.
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can you describe UTAR for me e
@ My apologies, but I am not able to answer questions. I would love to hear your feedback instead! &

Figure 5. 11 Actual implementation of the question detector model.

The above figure shows the actual implementation of the usage of the detector model.
When it receives a question, the system will change the response to be system
generated error message and display to user. This is to prevent inaccurate information

being generated by the model.

5.3.3 Sentiment Analysis Model
The sentiment analysis model is used to determine the sentiment of the text to

determine whether the feedback given is positive, neutral, or negative. The function
below predict_sentiment(text) takes in text as input to return the polarity which is the
sentiment of the text. This function is cleaner because it uses a pipeline wrapper as

opposed to the question detector model.

v def predict_sentiment(text):

polarity = sentiment_task(text)[@][ 'label’]

return polarity

Figure 5. 12 Function for sentiment analysis.

print(predict_sentiment ("I am happy"))
2 print(predict_sentiment("I am angry™))
print(predict_sentiment("its ok"))

v/ 0.1s

positive
negative
neutral

Figure 5. 13 Showcase functionality of sentiment analysis model.
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SQLFile3  feedback feedback
(ol : 5 e £ Limitto 1000rows ~ ~ | ¥ ¢ Q (1) =
1 ® SELECT * FROM utar_feedback.feedback;

Result Grid | ] 4% Fiter Rows: Edt: g4 Bt B | Export/import: {81 | Wrap Cell Content: IR |
Feedback_ID Feedback_Text Topic Sentiment ~ Questions_Aske o
> |1 I have a feedback, I think the fees for the sem... Fees and Refunds negative Is there any othe Gri‘:i

2 hi there. the bus is late. no, i just want to give ... Academic Matters - unit registration, assessmen... negative How can I assist
3 hi. Academic Matters - unit registration, assessmen... neutral How can I assist
4 hi4. the bus is late. no thank you. Fees and Refunds negative How can I assist For
5 it doesn't really matter, does it?. 2. Academic Matters - unit registration, assessmen... negative Is there anything Edit
6 the bus is late. Academic Matters - unit registration, assessmen... negative Is there any furt
7 hello there. i am talking in english. i think utar n...  Academic Matters - unit registration, assessmen... neutral How can I assist
8 show me my first message. Academic Matters - unit registration, assessmen... neutral =
] give me the email of utar. Academic Matters - unit registration, assessmen... neutral TyP
rorm e e e e

Figure 5. 14 Actual implementation of sentiment analysis model to store sentiment

into database.

5.3.4 System Processes
The models reside separately with the system that controls the data flow and enforce

data processing for the texts received. The back-end system is responsible for loading
the front-end interface, getting the input from users at the front-end, process/filter the
input, determine if the input should be passed to the chatbot model or display error
message. The system also keeps a chat history of the conversation for the running

session so it remembers the conversation for that session only.

@app . route(

if session['chat_counter'] == @:

n['chat_history'].append({"

Figure 5. 15 Declaring chat history as variables to store the conversation.
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Filtering

Below is the process of filtering the output generated by the model.

if sssc.detect_profanity(user_input) ==

e(prompt)
ith_email(response_filtering_ 1)

response_filtering_4 = response_filtering_3[@]

se_filtering 4 = response_filte
response = sssc.get_first_paragraph(respc iltering_4)

sc.append_message_to_chat_history(session[’ t y'], tant", response)
session[ at tory'] = apply. idi window(session[ 'cha to 53

print(" t
pprint.pprint(session

session[ ' feedt ;t'] += user_input

Figure 5. 16 Filtering process of the output.

Database

One of the major functions of the system is to store the received feedback into
database. For the storing process, questions asked by the chatbot will also be extracted
to include in database storage, this is to let the feedback reviewer have more context
on the feedback given by the user.

f insert_feedback(fi back, questions):
data = request ()

connection

print(“Feedback stored su

~eturn feedback_id

Figure 5. 17 Function for storing feedback received into the database along with

sentiment and other details.
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Profanity filter

The system also uses a profanity filter to detect profanity in student’s feedback, if
detected it will ask the students to rephrase the feedback without using profanity. The

profanity filter is implanted through the python library profanity-filter.

> detect _profanity(text):

pf = ProfanityFilter()
return pf.is_profane(text)

Figure 5. 18 Function for profanity filter using profanity-filter library.

©@e

@ Thanks for sharing your thoughts. But please try to rephrase the feedback without profanity s Your feedback is valuable, and

we're here to listen.

Figure 5. 19 Actual Implementation of the profanity filter.

Normal Process

This is the normal process flow that should happen most of the time.

¥ "JUTAR Student Satisfaction Survey Chatbot (SSSC) &

amo

Figure 5. 20 The normal process flow for a feedback session between user and chatbot.
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SUL Fue s TEEaDackK Teeanack m
G ¥ F 8 % Lmitto 1000rows  ~ | ¥ | & @, (1] |

il
1e SELECT * FROM utar_feedback.feedback;
Result Grid ‘ TH 4% Fiter Rows: Edit: r!:‘ Efn = | Export/Import: 7| | Wrap Cell Content: A |:I
Fee: Feedback_Text Topic —
Lesu
4 hi4. the bus is late. no thank you. Fees and Refunds Grid
5 it doesn't really matter, does it?, 2. Academic Matters - unit regis’
[3 the bus is late. Academic Matters - unit regis’
7  hello there. i am talking in english. i think utar need more parking spot. repeat what you said. show me your sec... Academic Matters - unit regis —
8  show me my first message. Academic Matters - unit regis Editor
9 give me the email of utar. I think UTAR sucks. Academic Matters - unit regis
10 Hil. The bus is late to westiake area. Academic Matters - unit regis’
11 hithere. itis related to campus fadiities. itis about the computer labs in Block N, most of the computers there ar... Admission, Enrolment and Cre =
HuLL | HuLL | T

faadhark 1

Figure 5. 21 The feedback from the session is stored into the database.

5.3.5 Front-end Interface
A chatbot interface is developed to allow users to interact with the chatbot by typing

feedback and submit it for the chatbot to respond to. When first loaded into the
browser, 2 windows will popup. The first is a feedback topic selection form where
users are required to choose a feedback topic from the selection. The topic selection is
taken from the official UTAR portal student feedback form section. If the user wants
to close the form without choosing a topic, a system message will popup telling the
user to choose a topic. Once the user closes the topic selection form, another window
will popup which is the guideline on how to use the chatbot. Inside the guideline,
there is a list of the limitations of the chatbot and how to structure the feedback
message correctly for better response. There is also a disclaimer that states the
response generated by the chatbot does not reflect the official view of UTAR.
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Feedback Topics $:

‘What is the topic of your feedback?

@® Academic Matters - unit registrati i ble, etc

© Admission, Enrolment and Credit Transfer Matters

O Alumni and Grad Matters - con ion, job zone, etc

O Examinations- procedures, timetable, venue, results, etc

O Fees and Refunds

O General Cleanliness and Upkeep (KAMPAR CAMPUS)

Figure 5. 22 Shows the feedback topic selection form.

UTAR Student Satisfaction Survey
Chatbot (SSSC) Guideline =l < >

‘Welcome to SSSC! We are very excited to hear your feedbacks so we can improve!
Our chatbot will make sure your feedback is sent to UTAR. Just keep in mind:

« Please provide additional information like datetime / specific details

« Avoid long paragraphs of feedback

+ Avoid using short-forms or slangs X

+ The chatbot cannot answer questions & 7

+ The chatbot might generate inaccurate information &2

« The chatbot only understands English

« The chatbot is not trained on any information about UTAR Q

+ The chatbot does not have real-time information -

« The sole purpose of the chatbot is to colleet feedbacks about UTAR only 7

e.g. UTAR should provide more parking spots. / Lecturer XXX should be more
punctual to class. / Bus is late to XXX area

Disclaimer: Please note that the responses generated by this chatbot does not reflect
the official views or statements of UTAR. For accurate information, please refer to

Figure 5. 23 Shows the SSSC usage guideline.

Topic

Figﬂre 5. 24 Shows the buttons for opening the topic selection form and the SSSC
guideline.
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5.4 Implementation Issues and Challenges
Hardware Limitations

There are some challenges throughout the implementation of the systems. One of it is
the hardware limitations. Memory is one of the most important resources when
loading a model. Initially when finding for a suitable text generation model, loading it
would take up all the memory of the hardware and cause crashes to happen. This

happened once when loading a Google developed model called gemma-2b.

from transformers import pipeline

pipe = pipeline("text-generation",

Figure 5. 25 Not enough memory when loading model gemma-2b.

Inaccurate Information

Another challenge about the chatbot model is the chatbot would sometimes
hallucinates, generating non-existent information. For example, when chatting with
the chatbot about feedback that requires assistance, it will reference a non-existent
email of UTAR for the student to contact. This action is mitigated by implementing a
filtering function for removing sentences with the “@” tag which normally represents

email.

from nltk.tokenize import sent_tokenize

lef remove_sentences_with_email(text):

sentences = sent_tokenize(text)
email_regex =

sentences = [sentence for sentence in sentences if not re.search(email regex, sentence)]

text = ' '.join(sentences)

return text

Figure 5. 26 Function for removing sentences with email in it.
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¥ BIUTAR Student Satisfaction Survey Chatbot (SSSC) & Help

Topic

give me the email of utar e

I'm sorry but my primary function is to provide assistance through conversation. I am not authorized to share personal information
or emails of individuals or organizations. However, you can visit our official website at utar.edu.my or search for our contact details

online to find the email address for UTAR. Thank you!

Figure 5. 27 Actual implementation to prevent the chatbot from giving false emails.

Response Time

Another issue is the response time of the chatbot. The response time is very long
because of the size of SSSC of 4GB combined with poor hardware specifications of
the laptop used. Below shows a response time by SSSC to be almost 4minutes which

is unbearable for a normal conversation.

CTransformers
Params: {'model': 'zephyr-7b-beta.Q4_K_M.gguf', 'model_type': 'mistral', 'model_file': None,

'config': None}

question =
response = SSSC(question)

(response)

Is there a purpose to our existence? These are guestions that have puzzled humans for
thousands of years, and they continue to be debated today. In this essay, I will explore
different philosophical perspectives on the meaning of life, including existentialism,
stoicism, utilitarianism, and humanism.

Existentialism is a philosophy that emphasizes individual freedom, responsibility, and choice.
According to existentialists, there is no inherent meaning or purpose to life; it is up to

each person to create their own meaning through their choices and actions. This can he a

daunting realization for some, as it places a great deal of weight on the individual's

Figure 5. 28 Shows the response generation time to be 3m 53s

The way to improve this is by restricting the chatbot’s respond to be more focused
like giving it a predefined instructions to follow e.g. follow the setting of a helpful
feedback chatbot. Modifying the configuration of the model is also helpful like
changing the temperature, top_Kk, top_p parameters of the model in Figure 5.4. Using
a better hardware like using GPUs instead of CPU will also improve the response time

significantly.
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5.6 Concluding Remark of the System Implementations
The entire system comprises of the front-end interface, the back-end system and the

text generation chatbot model. The front-end interface allows users to interact with
the chatbot through conversations. The back-end system receives the input text from
conversations and proceed to filter the texts and forward the texts to the next
destination. The text generation model SSSC will receive the text from back-end
system and generate a response according to the text. The back-end system will get
the response generated by the model and display it for the users to continue the

conversation.
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Chapter 6

System Testing and Evaluation

6.1 System Testing
Test Case 1: Testing normal feedback session. (Success)

UTAR Student Satisfaction Survey Chatbot (SSSC)

i want to report my lecturer is very rude
gl Thank you for sharing your feedback with us. We understand how important it is to have a positive leaming experience, and we
appreciate you bringing this matter to our attention. Please provide us with the name of your lecturer so that we can review your
complaint and take appropriate action. Thank vou again for your input, and we assure you that your feedback will be thoreughly
reviewed by UTAR.
his name 1 Mr. Tan A1 Ming
- Thank you for providing vs with the name of the person you'd like to share vour feedback about. Could you please provide more
details about your experience with Mr. Tan Ai Ming? Was it related 1o a specilic course or evenl at UTAR? Your feedback will be
reviewed by our university, and we appreciate any additional information you can provide. Thank you again for reaching out, and
have a great day ahead!
his name is Mr. Tan Ai Ming
o Thank you for providing us with the name of the person you'd like 10 share your feedback about. Could you please provide more
details about your experience with Mr. Tan Ai Ming? Was it related to a specific course or event at UTAR? Your feedback will be
reviewed by our university, and we appreciate any additional information you can provide. Thank you again [or reaching out, and
have a great day ahcad!
i am taking the Al course in FICT, one of the class i attended there are students who dont know the answer to his questions and he
scolded them.
>

Dear user, we apologize for your experience in the Al course at FICT. We understand that it's not appropriate for any student to be
scolded for not knowing the answers to their questions. Our teaching approach is based on creating a supportive learning
environment where every student is given an opportunity to learn and grow. Please rest assured that we will review your feedback
and take necessary actions to ensure such incidents do not occur in the future. We appreciate your input, thank you!

Ts there any additional information you can provide us with regarding this incident? Such as the name of the lecturer or the specific
date and time of the class where this occurred? This would help us in our investigation.

UTAR Student Satisfaction Survey Chatbot (SSSC) l
elanls aboul your expenence wilh Mr Tan Ar Ming? Was 1l relaled 1o a specihie course or evental UTARY Your Teedback will be

reviewed by our universily, and we appreciale any additional information you can provide. Thank you again [or reaching out, and
have a greal day ahead!

-

1am taking the Al course in FICT, one of the ¢
scolded them.

i attended there are students who dont know the answer to his questions and he

>

Dear user, we apologize for your experience in the Al course at FIC'T. We understand that it's not appropriate for any student to be
scalded for not knowing the answers to their questions. Our teaching approach is based on creating a supportive learning,
environment where every student is given an opportunity to learn and grow. Please rest assured that we will review your feedback

and take necessary actions o ensure such incidents do not oceur in the future. We appreciate your input, thank you!

Is there any additional information you can provide us with regarding this incident? Such as the name of the lecturer or the specific
date and lime of the class where this occurred? This would help us in our investigation.

= You're welcome! We appreciate your feedback and we assure you that it will be reviewed by UTAR. If there is any further

information we need from you, we will reach out to you directly. Thank you for taking the time to share your thoughts with us!

Send

Figure 6. 1, Figure 6. 2, Figure 6. 3 Shows a normal feedback session between user
and chatbot.
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Test Case 2: Will the chatbot generate information at request and would it be

accurate?

tell me about utar e

@ UTAR is a premicr privatc university in Malaysia that offers undergraduate and postgraduate programmes across various ficlds of'
study. Established in 1972, UTAR has campuses in Sungai Buloh, Seri Kembangan, and Kampar, as well as overseas centres in
Sydney and Melbourne, Australia. UTAR's vision is to be a global university that produces graduates with integrity,
entreprencurship, and innovation skills, while its mission is to provide high-quality education, rescarch, and community engagement
for the betterment of society. Is there any specific aspect of UTAR you would like me to elaborate on?

Figure 6. 4 Shows SSSC generating inaccurate information.

Solution: Modify the system prompt that instructs the chatbot model to avoid
giving information if unsure of the validity and reject answering requests if

necessary.

tell me about utar e

@ Sure, UTAR stands for Universiti Tunku Abdul Rahman. It's a private university in Malaysia with multiple campuses across the
country. Our main focus is on undergraduate and postgraduate programs in business, science, and technology fields. Our i
produce graduates who are responsible. innovative, and socially conscious individuals who can contribute positively to society. We

also have various student clubs, associations, and events that promote leadership, community involvement, and social

entrepreneurship. Would you like me to provide more specific information about any particular aspect of UTAR? Just let me know!

Figure 6. 5 Shows SSSC generating general information without giving

misinformation.

UTAR Student Satisfa

hithere [iaid

o Hello! How may I assist you today? What would like to share with us about your experience at UTAR? Your feedback is valuable
and will be reviewed by our institution. Thank you for taking the time to share your thoughts with us. Is there anything else we can
help you with?
1 want to know about the utar bus schedule it
-

I'm not authorized to provide information about specific schedules, but | recommend checking the UTAR website or contacting the
student services department for the most up-to-date information on bus schedules. They will be able to assist you better as the
schedule may change from time to time. Thank you for your feedback! I'eel free to reach out if you have any other questions.

Figure 6. 6 Shows SSSC unable to provide bus schedule information.
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Test Case 3: Testing Language Detector. (Success)

@e

@ I'm sorry, please type the feedback in English or rephrase the sentence so that I can understand.

apa khabar e

@ I'm sorry, please type the feedback in English or rephrase the sentence so that I can understand.

Y

Hi! How can I assist you today? Please share your feedback with us and we will ensure it is reviewed by UTAR. Thank you for
taking the time to share your thoughts with us. Is there any additional information you would like to provide? Let's work together to
make UTAR an even better learning experience for all students!

Figure 6. 7 Shows SSSC successfully detected foreign language.

Test Case 4: Testing Question Detector. (Success)

Can you describe UTAR for me? 9

@ My apologies, but I am not able to answer questions. I would love to hear your feedback instead! £

o

@ My apologies, but I am not able to answer questions. I would love to hear your feedback instead! &

Figure 6. 8 Shows SSSC successfully filtered out questions.

Test Case 5: Testing Profanity-Filter. (Success)

The library is cold as shit e

@ T'hanks for sharing your thoughts. But please try to rephrase the feedback without profanity y¢ Your feedback is valuable, and

we're here to listen

Figure 6. 9 Shows SSSC successfully detected profanity.
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Test Case 6: Testing irrelevant response. (Success)

UTAR Student Satisfaction Surv

I'm sorry but I'm not able to understand the meaning behind your message. Please [eel [ree to provide me with more information or
feedback so that I can better assist you. Is there a specific topic related o UTAR that you're interested in knowing more about?
Alternatively, if you have any questions or concerns regarding your studics at UTAR, please let me know and [ will do my best to
provide you with the necessary information. Thank you for your cooperation!

&

Figure 6. 10 Shows SSSC successfully asked for relevant response.

Test Case 7: Offer assistance to users. (Success)

se help me with my homework

I'm sorry but I'm not capable of providing assistance with your homework as I don't have access to your specific assignment or
learning materials. However, you can visit UTAR's official website (https://www.utar.edu.my/) for more information about the
university and its programs, or you can contact your lecturer or academic advisor for further assistance with your homework. Best
regards!

Figure 6. 11 Shows SSSC unable to provide assistance to users on homework.

UTAR Student Satisfaction Survey Chatbot (SSSC) &

Topic

Hi, thank you for contacting UTAR Feedback Chatbot! How can we assist you today? Please share your feedback with us. Your
inputs will be reviewed by UTAR. Thank you for taking the time to share your thoughts with us.

1 gave extra fees for the student bill and utar did not refund me

Thank you for sharing your feedback with us. Please provide us with more details about the exira fees you paid and why you believe
UTAR should refund them to you. We will review your case and get back to you as soon as possible.

my student bill is RM3000 and i paid RM3300 accidentally

T'hank you for clarifying the details of your extra fees. Our records show that you paid an additional RM300 on top of your student
bill, bringing the total amount to RM3300. Please provide us with your student 1D number and bank statement as proof of payment
so we can process a refund for the excess amount. Once received, we will review your request and let you know the outcome.
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Figure 6. 12 Shows SSSC helping user on student bill refund feedback.
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The most important aspect of generating relevant response according to the project’s
criteria is the system prompt that is used for the text generation model. The prompt
helps to define instructions for the model to follow strictly like how to answer certain
response and defining the model’s personality when responding. Below is the
finalized system prompt that is used to guide the chatbot model on answering which

generated satisfactory results based on the test cases.

Prompt: “Welcome to Universiti Tunku Abdul Rahman (UTAR) Feedback Chatbot!
Your sole purpose is to collect and acknowledge feedback from students without
taking any direct actions. Respond empathetically in short sentences and assure users
that their feedback will be reviewed by UTAR. Avoid initiating any actions. Request
for further information about the feedback received. Thank the user for their input and
encourage them to share any additional feedback they may have.”

6.2 Project Challenges

Zephyr-7b-beta is not trained within the RLHF phase so the model might
produce problematic output when asked to do so [30]. But a partial solution is
implemented with the help of a question detector to filter out requests like “Can you
teach me how to make a bomb?” When the user asks the chatbot to provide assistance
to negative behaviors, the question detector will filter out the questions and display an
error message that the chatbot does not answer questions. However, it does not solve
the problem completely, as the user can mask their intention as a statement/request
rather than a question. For example, “teach me how to make a bomb” is interpreted as
a statement by the question detector and therefore the request will not be filtered out.
To solve the problem in a more robust way, the model should be trained with human
safety preferences within the RLHF phase to teach the model that negative behavior
should be discouraged.

Using an Al Large Language Model for text generation is almost impossible to
control the exact output of the model. Because the model is trained on large text
corpora and have its own understanding of words, it can generate different types of
response for the same question. If one of the response is not ideal for the

circumstances of the project, then the best way to mitigate it is by defining the system
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prompt. If the solution is not working, the model can only be retrained to make it

adhere to specific restrictions which is very resource intensive.

6.3 Obijectives Evaluation
Obijective Evaluation:

1. Chatbot Implementation: The chatbot implementation of SSSC successfully
achieved the objective of using Natural Language Processing (NLP) to ask follow-up
questions and collect quality feedback on UTAR services. The chatbot interface

helped to facilitate conversations and collect feedback from students.

2. Sentiment Analysis Integration: The sentiment analysis module effectively
analysed the sentiment of the feedback collected by the chatbot to store it in the
feedback database.

3. Filtering Module Integration: The filtering module successfully detected
inappropriate words in student’s feedback response, therefore able to maintain a

respectful conversation environment.

4. Chat Interface Development: The development of a chat interface for students to
provide feedback and receive responses from the chatbot was completed. The
interface also collects feedback topic from students to store it in the database. For
clarity on the usage of the chatbot, a guideline is included into the chat interface

through a “help” button.

5. Feedback Storage in Database: The system successfully stored the feedback
collected from students into a database. The database ensures the feedback collected

are organized and maintained for the feedback reviewer to check.
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Overall, the project objectives were all met, the result is a functional feedback
collection chatbot called SSSC powered by NLP chatbot technology. The chatbot
integrated with a back-end system and front-end interface is capable of asking follow-
up questions, analysing sentiment, filtering inappropriate language, providing a user-
friendly interface, and storing feedback data. This ensures the effectiveness of the

feedback collection process during conversations of UTAR students with the chatbot.
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Chapter 7

7.1 Conclusion
There are 3 problems faced which is Low Quality Response Collected from Web

Survey, Lack of Language Support, and Filtering negative behavior and irrelevant
responses. When using the traditional chatbot to collect feedback from students, it will
return low quality response due to survey fatigue. Lacking language support will also
cause the feedback collected to be less optimal because the question cannot be
translated for non-English speaking individuals. Finally, the traditional chatbot cannot
filter out negative behavior and irrelevant responses which is a major factor in

contributing to low quality feedback collected from university students.

The motivation behind this project is to help universities to improve based on
the feedback from the students. University management will not be on the field most
of the time with the students, so they are not able to grasp the situations faced by
students and therefore unable to provide solutions for the students. But through an
interactive chatbot that can carry out human-like conversations with the students,
students can use the chatbot to relay their problems to the management just like
complaining a problem to a real human being. This way of providing feedback would

provide a higher quality and useful feedback for the university.

The proposed solution for this problem is to build an interactive chatbot called
SSSC to leverage on machine learning to replace the traditional web surveys to collect
feedback from university students. The chatbot can have a natural conversation with
students and asks follow-up questions to prompt more quality feedback from the
students. The feedback will then be stored in a database managed by the university so

that they can analyze the feedback collected by the chatbot.

Finally, SSSC is successfully developed with the purpose of extracting higher
quality feedback from UTAR students through natural human-like conversations and

asking follow-up questions or requests additional information from the student.
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7.2 Recommendations
One recommendation for this project is to allow students to upload images for

the chatbot. The chatbot would then store the image into the database along with the
feedback from students. This improvement would allow better context for the
feedback and can serve as evidence. This project was not able to apply the

improvement because of time constraints problems.

Another recommendation is to use better hardware to serve as the server that
hosts the chatbot model, this way the response time would be improved. Response
time is one of the most important aspects of a technological product, having to wait
for minutes for a reply is unacceptable. Ways for improvement in this aspect can be
found in the chatbot model itself by quantizing it to be less than 8-bit integer although
it will affect the quality of response the more it is quantized. Future study on this
project should focus on improving the response time to be as fast as possible.
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SSSC is an Al chatbot designed to collect feedback from
university students through having natural human-like
conversations. SSSC is different from traditional chatbots
as it is capable of understanding the student’s question and
answer them accurately. SSSC generates text based on the
input given instead of answering based on predefined rules.

WHY NEED IT? Q)

Study has found that the traditional web survey forms used to
collect feedback is not effective. The forms caused survey
fatigue among respondents and resulted in lower quality
feedback. SSSC can facilitate natural conversations with the
students like follow up to prompt more details so that it can
collect meaningful feedback.

WHAT CAN SSSCD0O? (@

« Understand student’s input

« Answer student’s questions about the university.
« Store student's feedback in a database

« Have natural conversations with students

« Detect negative words

Platforms/Tools Use\
« Python

[]
« Visual Studio Code

» Anaconda

« HuggingFace
« Github

« Pytorch

« MS SQL

sdupyter
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HOW TO DEVELOP IT? @

SSSC will be developed on Visual Studio Code using python
and MS SQL database. SSSC will utilize Large Language
Models (LLMs) to save time. The LLM will enable SSSC to
generate texts based on input given. SSSC will later be fine-
tuned with university information so that it can answer
student’s questions.

SSSC will need to be integrated
with a Ul so that it can be
displayed for the students to
interact with. It can be a pop-up
window or integrated into the
website directly or using third-
party API.
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