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ABSTRACT 

 

This project focuses on the design and implementation of personal loan processing 

system using artificial intelligence technique. With the issue of manual and tedious 

tasks in traditional personal loan processing operations, many banking and financial 

institutions have not seen substantial increase in their productivity. As for that, this 

project has proposed a personal loan system to automate the manual loan processes. 

The borrower can get their creditworthiness and eligibility for a loan checked in an 

accurate manner and in a very short time. This project integrates a gradient boosting 

model (XGBoost) and SHAP (Shapley Additive exPlanations) values to accurately 

predict the creditworthiness of the borrower in the context of loan approval. 

Furthermore, to tackle the issue of inadequate credit history, the digital footprints of the 

borrower will also be used to compute their eligibility for a loan. The proposed personal 

loan system is light weight to be deployed in real world conditions where time and 

performance matter. This system will comply to all the ethical standards and regulations 

to give the borrower a peace of mind when using the system. The system will be 

transparent enough to be used in real banking and financial organizations.  
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CHAPTER 1 Project Background 

1.1 Introduction 

 

In the financial industry, when an individual applies for a personal loan, this loan 

application will usually go through the initial pre-qualification assessment, to the 

underwriting process, and to the funding of the loan which is widely known as the loan 

origination process. But with the implementation of personal loan system using the 

Artificial Intelligence (AI) technique, these manual, labour-intensive, and time-

consuming processes are vastly automated. Not only boosting the productivity of the 

financial industry, but the AI-based personal loan system will also lessen the overall 

time it takes for an individual to get funded from the bank.  

 

This chapter is structured as follows. In chapter 1.2 the overview of the issues with the 

current personal loan, challenges facing by banks, and how AI can help in these 

situations are presented. The problem statement and solutions are discussed in chapter 

1.3. In chapter 1.4, and chapter 1.5, the project scope and objectives of this project are 

presented respectively. Motivation and contribution are discussed in chapter 1.6 and 

chapter 1.7.  

 

1.2 Overview of Personal Loan and Artificial Intelligence 

 

The following definition of personal loan is based on [1]. The authors have defined that 

personal loan is the fund that a borrower obtains from a lender which can be banks or 

other financial institutions for the sake of personal use. Personal loan is one of the many 

services offered by lenders. This type of loan is usually aimed to assist borrowers that 

are having short-term difficulties in personal finances.  

 

Although the world has seen the widespread availability of personal loans, but, there is 

still one major issue, passing the pre-qualification assessment. A recent survey done 

by [2] has shown that the application rate for any type of loans has slumped from 40.9 

percent to 40.3 percent. It was the lowest reading recorded since October 2020. Not 
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only that, from the same survey, the rejection rate for loan applications has increased 

significantly to 21.8 percent ever since the highest rate recorded in June 2018. The main 

contributor for personal loan applications to be rejected usually stems from the 

applicant for not having a good credit score [3]. In Malaysia, the applicant’s history 

such as existing debts, loans, and other borrowings can be accessed through the Central 

Credit Reference Information System (CCRIS) under the Credit Bureau of Bank Negara 

Malaysia. Banks will usually refer to this report to determine the creditworthiness of 

the application which eventually will lead to either the approval or the rejection of the 

loan application.  

 

Moreover, the traditional lending practices often lead to the inefficiency of the loan 

origination process in banks. As stated in [4], most of the paper-based loan origination 

process involves manual data entry. Having to enter huge volumes of data by hand 

exposes the banks and financial institutions to huge risks of human errors that could 

potentially delay the overall lending process. Not only that, as banks are still reliant on 

paper-based documents and manual tasks, these situations have forced loan officers to 

continue handle, stare, and compare applicants’ data manually which are both 

redundant and inefficient [5]. While some banks have automated some processes, these 

inefficiencies still persist. According to a Forbes Global Insight survey, out of 60% of 

the senior executives interviewed, only 38% claimed that they had already achieved the 

automation of the loan origination process [6]. Other than the aforementioned issues, 

credit risk is regarded as the biggest headache for the banks. Assessing creditworthiness 

and the risk of defaulting as accurately as possible are the well-known challenges in the 

industry. Insufficient amount of quality data often ends up having the loan application 

wrongfully rejected by the traditional lenders [7].  

 

From a recent survey by Credit Tip-Off Service (CTOS) State of Consumer Credit in 

Malaysia 2022, it had been reported that consumers were borrowing more than ever [8]. 

Three out of ten people had a minimum of one personal loan compared to previous 

years. Furthermore, the same report observed the outstanding personal loan balance had 

increased 5.4% every year, reaching an all-time high of RM67,470 per person. As in 

[8], both income groups such as Bottom 40% (B40) and Middle 40% (M40) had their 



CHAPTER 1 

3 
Bachelor of Computer Science (Honours)  

Faculty of Information and Communication Technology (Kampar Campus), UTAR 
 

average outstanding balance climbed 3.1% to RM35,531 per person and 3.7% to 

RM93,202 per person respectively. This report clearly outlines the pre- and post-Covid 

19 pandemic situation in Malaysia and the consumers’ urgent needs for financial aid. 

Not only is the increasing trend of personal loans prevalent in Malaysia, but on the 

international stage as well. An analysis conducted by [9] shows the global personal loan 

market was worth $47.79 billion in 2020. In the following year 2021, the market is 

projected to be valued at a staggering estimation of  $719.31 billion by 2030, growing 

at a compound annual growth rate (CAGR) of 31.7%. 

 

Due to the existing issues with personal loans and the increasing trend of personal loans, 

AI is widely used in the financial industry in recent years. AI goes hand in hand with 

big data, which is why the adoption of this technology is generally welcomed as the 

banking industry is heavily dependent on data and information [10]. At the surface 

level, AI can be applied to serve customers. When it comes to the technical aspects, AI 

could support various kind of operations which include the loan approval, the analysis 

of decisions and the diversification of financial transactions [11]. The rapid 

development of Internet of Things (IOT) has shifted people’s attention to AI, initiating 

a widespread usage of AI in numerous domains. This technological trend records over 

30% of recent AI patent applications, reflecting the banking industry’s growing interest 

in the application of AI [12]. There are several AI techniques for loan processing system 

available out in the market. Some of the most common ones are machine learning for 

credit scoring [13], Natural Language Processing (NLP) [14], robotic process 

automation (RPA) [15], and fraud detection [16]. In general, many of the big banks use 

AI to accelerate the underwriting process which can increase the profit for every loan 

that has been approved and can reduce the delay to some extent. Not only that, but some 

companies also automate the entire loan process using AI [17]. For instance, in 

Malaysia, CIMB Bank Berhad has implemented the machine learning credit models 

using the AI platform developed by DataRobot [18]. It enables the bank to have a better 

credit risk model and improves the retail underwriting speed across all loan products.  

In short, the rapid advancement of AI has transformed the financial technology 

industry, revolutionizing how banks operate from the surface level, such as customer 

service, to the deep technical aspect of the whole loan processing operations.  
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1.3 Problem Statement 

1.3.1 Fairness and Ethical Considerations 

 

Concerns are starting to arise when AI has the power to approve or reject a loan 

application. Decisions made by AI can be accurate to some extent, but the question will 

be on how AI interprets fairness and whether the decisions made are biased in a more 

complex scenario. As machine learning models are trained using historical data, they 

are subject to bias as the sample provided often reflects the prejudices of the individual 

who originally made the decision. This presents a challenge for the AI community as it 

is immensely difficult to evaluate the fairness of a machine learning model.  

 

Fairness is a nuanced concept; it does not have a one-size-fits-all definition. What is 

considered fair in one scenario may be deemed unfair in another. One of the rather 

famous cases of a biased model is the Correctional Offender Management Profiling for 

Alternative Sanctions (COMPAS) algorithm which has been highly criticised for its 

racial bias. Based on its prediction, the system had unfairly judged black offenders and 

falsely labeled them as high-risk individuals twice as likely than white defendants [19]. 

This shows that any machine learning models could just be as bias and unfair if the 

provided sample is already biased to begin with.  

 

In many fields, AI is thought to be more superior and outperforms humans in many 

ways. But the application of AI is still regarded with suspicion and the human 

experience is not replaceable [20]. Due to these concerns, there is a debate on whether 

AI should adhere to a set of ethical principles. It is inadequate to dictate the performance 

of the machine learning model if considered only a black box. Loan officers has to 

understand the reasoning behind on every prediction made by the machine learning 

model due to the high-risk nature of loan approval processes [21].  

 

To address the issues relating to fair lending practices, it is crucial to include diverse 

and representative data during the development and training of the machine learning 
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model. This method can help to mitigate the issue of biased training data and contribute 

to more fair lending decisions. 

 

1.3.2 High Rejection Rate 

 

The worst thing that can happen is being turned down for a personal loan while in 

desperate need of financial assistance. There are many factors that could lead to a 

personal loan to be rejected. It is difficult to determine the creditworthiness of an 

individual due to lack of credit history [22]. Because of this, the high rejection rate 

presents a significant challenge particularly for those with limited credit history. 

Financial institutions cannot accurately assess and determine whether the loan should 

be granted to the applicant. As for that, it leads to the conservative lending decision 

where the applicant with limited credit history will be automatically rejected which 

contributes to the rejection rate. This is a big headache for those in need of financial 

assistance. 

 

To mitigate this particular issue, the project aims to explore the use of digital footprints 

to enhance the accuracy of the creditworthiness assessment. A more inclusive and 

accurate evaluation process will be developed to help reduce the high rejection rate and 

provide opportunities for those with limited credit history. 

 

1.3.3 Efficiency and Automation 

 

Despite pandemic-driven digital pushes, some of the financial institutions do not offer 

online loan application [23]. Moreover, the current loan processing system still relies 

heavily on manual data entries, reviews, and credit assessments. From the same article, 

the finding has concluded that entering the same data repeatedly is the biggest hindrance 

in the commercial lending process. Some financial institutions have reportedly had to 

re-enter the same data for a loan application up to five or six times. The lack of 

automation and inefficiencies of traditional manual lending method hampers the loan 

approval process, resulting in increased operational costs, delays, and suboptimal user 

experiences. 
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To address the efficiency and automation issue, this project will implement machine 

learning method to reduce manual tasks and assess loan applications more accurately. 

 

1.4 Project Scope 

 

This project aims to develop a personal loan system using a machine learning method 

to replace the manual and tedious loan process. The proposed personal loan system will 

automate the entire loan processing operation in which when the borrower provides 

their relevant personal information, the proposed system will automatically process the 

data and determine the creditworthiness of the borrower using the machine learning 

method.  

 

In addition, a simple web application will be developed together with the machine 

learning method. The borrower can browse the web application and check their 

eligibility for a loan. Although it is optional, but the borrower is advised to provide their 

digital footprints in order for their final credit score to be accurate and precise.   

 

For the proposed system, all the private and confidential information will be handled in 

compliance with the ethical standards and with laws and regulations. In case the loan 

application is rejected, the proposed system will utilize the SHAP values to provide 

meaningful feedback to the borrower on why it is rejected.  

 

Finally, since the proposed system will be deployed and used in real-time, the proposed 

system should be light weight enough so that the borrower will not have to wait long 

before they can know their creditworthiness. 

 

 In this project, a gradient boosting model (XGBoost) and the SHAP values will be used 

to determine the creditworthiness of the borrower. The project will be completed by 

May 2024.  
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1.5 Project Objectives 

 

The objectives of this project are as follows: 

1. To develop a personal loan system using a gradient boosting model (XGBoost) 

and with SHAP values to determine the riskiness, eligibility, and 

creditworthiness of the borrower as well as to provide explicit explanation on 

reasons of the final decisions made by the machine learning method.  

• Collect and prepare a dataset containing information about loan 

applicants. 

• Train the XGBoost model with the prepared dataset. 

• To ensure the final result can be interpreted and explained, SHAP values 

can be used. The values can be used to express the final decisions in 

human-readable format. 

 

2. To develop a simple and interactive web application for the borrower to check 

their creditworthiness and eligibility for a personal loan by providing their 

relevant personal details and the overall process should be fast, efficient, and 

user-friendly.  

• Login Module. The user will be required to log in when using the 

personal loan system. The user has to provide an email address and a 

password for registering an account. 

• Data Collection Module. A form will be made available for the user to 

enter their personal details, including financial information and any 

other criteria.  

• Personal Loan Module. This dashboard will show relevant information 

to the user including their past loan analysis history, explanation on each 

result of the loan application, etc. The loan processing will run once the 

user has submitted their relevant information. 

 

3. To integrate digital footprints data into the proposed personal loan system and 

the system will be developed with accordance to regulatory compliance and 

fairness considerations and the transparency of the model is crucial for ethical 

reasons.  
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• The user has the choice to provide their digital footprints data into the 

personal loan system manually. The digital footprints data will be used 

as part of the training dataset to train the XGBoost model. 

• To prevent potential bias in the digital footprints data, the data will be 

analyzed and evaluated of its impact on the lending decisions to ensure 

fairness. If the dataset is deemed fair, then it will be used for training.  

 

1.6 Motivation 

 

The aim of the project is to propose an improved version of the existing personal loan 

system using AI technique. As traditional lending practices often impede efficiency, it 

leads to unwanted delays and increased operational costs for banking institutions. Due 

to that, this project will examine existing algorithms and develop a machine learning 

model that can streamline and automate the tedious loan processes. Bias and fairness in 

lending decisions is a critical concern. This project aims to create a personal loan system 

that makes decisions based on objective criteria rather than demographic factors. Not 

only that, but this project’s motivation also extends to gaining a better understanding 

of the overall situation of the personal loan market in the lending industry. This 

proposed system can increase the overall efficiency of the loan process and reduce the 

risk of borrowers defaulting. 

 

1.7 Impact, Significance and Contribution 

1.7.1 Implications to the Practitioners 

 

This paper presents several contributions. Firstly, the proposed approach can automate 

almost the entire loan origination process. It saves the hassle of the loan officer from 

having to perform those operations manually which are time-consuming and tedious. 

With that, the proposed approach can also speed up the loan origination process 

significantly with its intelligent decision-making skills. This model not only benefits 

the lender, but also it helps the borrower indirectly by computing their digital footprint 

data which could potentially boost their creditworthiness to some extent. 
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As most of the machine learning models in the context of loan applications are geared 

towards the lenders, it can lower the operational cost of the banking industry 

tremendously. The proposed approach can empower loan officers in helping them to 

serve their clients better. In the traditional loan origination process, most of the time is 

spent on finding and formatting the relevant data and information of the borrower. By 

incorporating the model into their work, the overall productivity will be boosted as AI 

is best at sourcing accurate and reliable data which it is prone to human errors if done 

manually by loan officers. Not only that, but AI is also capable of retrieving data much 

faster than a loan officer.  

 

Initially, loan origination was an entirely manual operation. The dependence on loan 

officers would sometimes affect the outcome of the loan application. Without a doubt, 

human generally has bias in one way or another and often enough this would seep into 

the loan origination process, causing a thought to be eligible applications to be wrongly 

rejected or to have lower interest rates applied to the specific application due to 

favouritism and bias. By introducing the machine learning algorithm, bias will be 

eliminated given that the training dataset is not bias in the first place which can reduce 

the error rates and can profit lenders in the long run.  

 

1.7.2 Knowledge of the body 

 

This project aims to contribute to the field of AI in the banking industry. Other 

researchers could use this paper as the basis of their research. This proposed system 

could also assist other machine learning model to better predict the risk of defaulting 

and to assess the creditworthiness of the applicant.  

 

1.8 Report Organization 

 

The details of this research are shown in the following chapters. In Chapter 2, some 

related backgrounds are reviewed. Then, the system methodology and approach of this 

personal loan system are discussed in Chapter 3. And then, Chapter 4 describes the 

system design of the personal loan processing system. Besides, Chapter 5 shows the 
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system implementation of this project. The system evaluation and discussion are 

presented in the Chapter 6. Lastly, Chapter 7 will be on the conclusion of this project 

and also recommendations for future work. 
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CHAPTER 2 Literature Review 

2.1 Previous Works 

2.1.1 Artificial Intelligence and Bank Credit Analysis: A Review  

 

In [24], the author has analyzed the impact of AI on credit analysis procedures. In the 

analysis, the author has reviewed the work done by [25]. The work can be divided into 

three stages. The first stage is to treat the data in different ways. Among different steps, 

it is first checked for any missing or irregular data which is then grouped under discrete 

explanatory variables and discretization of continuous variables. In the second stage, 

the variables are analyzed to make sure it is not too correlated to each other. Any 

redundant variables are removed by using the principle of parsimony. The last stage 

involves selecting the explanatory variables for the credit score model. The author has 

commented that the use of AI algorithm makes the setup above obsolete as the use of 

tree-based algorithm is able to determine the modalities and optimal discretization 

automatically. Thus, this leads to high productivity and predictive performance gains. 

Not only that, but AI also makes the automation of credit granting process possible. To 

have a better creditworthiness assessment, a combination of AI and the use of big data 

has emerged. The big data is sourced from the digital fingerprint data of the customer 

which usually includes their social network activity information. Other than using the 

traditional variables such as age, income and marital status, the AI will also process the 

big data together during the credit analysis phase. However, the author has argued that 

there will be a problem of finding the balance between the protection of the customer’s 

privacy data and the ethical aspects of the usage of AI and big data and the tension from 

regulators.  

 

2.1.2 A Novel Hybrid Ensemble Model Based on Tree-Based Method and Deep 

Learning Method for Default Prediction 

 

[26] has proposed a novel ensemble model to increase the predictive performance of 

the default prediction. The proposed model consists of a tree-based method, a deep 

learning method, classifier ensemble and classifier setting. In the tree-based method, 
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LightGBM is used to generate features for the classifiers. The author uses convolutional 

neural network (CNN) as their feature generation method for the deep learning 

classifier. In the study, RF, XGBoost, and LightGBM are used as the foundation to 

ensemble with the deep learning model so that the performance and robustness of the 

proposed model could be further improved. The experimental result of this proposed 

model shows that: 1) the feature generation based on tree (LightGBM) can improve the 

prediction performance of the classifiers; 2) features can be generated effectively with 

the use of deep learning feature generation method based on CNN which can also 

improve the default prediction; 3) the classifier ensemble improves the final overall 

results of the default prediction. However, the feature generation methods used in this 

proposed study have not been optimized for hyperparameters. Hyperparameters 

optimization can improve the predictive performance of the model to some extent but 

without optimization, the model might suffer from performance loss as features might 

not be able to capture the underlying pattern of the data effectively. 

 

2.1.3 Improvement of Personal Loans Granting Methods in Banks Using 

Machine Learning Methods and Approaches in Palestine 

 

Predicting credit defaulters is a hard challenge for many banking organizations. Loan 

approval and risk assessment require complex processing as they need high efforts and 

deep understanding of the matter, and it becomes a challenge for the employee to make 

an accurate decision due to the traditional and manual methods used in the banks and 

financial institutions. As for that, [27] has proposed to study three different machine 

learning algorithms: Decision Tree (DT), Logistic Regression (LR), and Random Forest 

(RT), by using real-life data sourced from Quds Bank. For estimation using logistic 

regression, the author has used the property of Bernoulli distribution and Maximum 

likelihood. The proposed decision tree consists of three steps: 1) choose attribute in the 

root; 2) divide training set into subsets, such that each subset has same value for an 

attribute; 3) step one and step two are iterated until leaf nodes are traversed. The random 

forest used by the author is a combination of tree classifiers which is generated using a 

random vector. As for accuracy, the decision tree implemented by the author is the 

highest among the other machine learning algorithms which is essential for banking 
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institutions. The proposed system works effectively and complies with all the 

requirements and criteria of banks. However, the proposed system might not be 

efficient if the borrower has very little credit history. The proposed system might have 

a high rejection rate due to the inadequate data of the borrower as the system might 

correlate with the pattern of lack of credit history with low repayment behavior.  

 

2.1.4 Credit Score Prediction System using Deep Learning and K-Means 

Algorithms 

 

With the increasing growth of banking and financial industry, it becomes challenging 

to identify the insights on the performance of the financial industry. Hence, [28] has 

proposed their own credit scoring system by using K-Means algorithm and deep 

learning. Credit scoring data might contain redundant or unrelated data which 

sometimes could lead to the performance loss of the model. To overcome the issue, the 

author uses the feature selection technique that will only select the relevant and most 

important features from the training dataset. The model is then trained using the 

processed dataset and a deep neural network. This allows the model to learn for a low 

dimensional embedding of input vector and weight vector [28]. The proposed credit 

scoring algorithm will apply decision tree-based classification on the selected features 

from the deep learning network. The predictive model is then deployed in real-word 

scenarios by using actual credit scoring dataset. Figure 2.1.4.1 shows the overall 

architecture of the proposed model. The result of this proposed credit scoring system 

shows that it can predict the credit score for every customer with a great accuracy. The 

deep neural network of the proposed credit scoring system can assist the prediction 

model to better predict by utilizing the root mean square function and activation 

function which can reduce the error. However, it is hard to interpret how the deep 

learning network has arrived at their decisions where in the context of the personal loan 

system, transparency is crucial. This may be the drawback due to the lack of 

interpretability.  
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Figure 2.1.4.1: Block diagram of the proposed predictive model [28]. 

 

2.1.5 Methodology and Models for Individuals’ Creditworthiness Management 

Using Digital Footprint Data and Machine Learning Methods 

 

The key challenge of the current situation in banking and financial sectors is to reduce 

banks’ credit risks associated with the risk of defaulting of borrowing individuals [29]. 

To mitigate the challenge, the author in [29] has proposed a new methodology and 

models to better assess the creditworthiness of an individual as well as incorporate 

additional digital footprint data into their approach. The methodology is divided into 

four stages. The first stage will yield three groups of indicators from the analysis and 

acquisition of the data: financial, anthropometric, and digital footprint data. The 

correlation analysis between the borrower’s riskiness and the influence of the three 

groups of indicators obtained earlier is carried out in the second stage. In the third stage, 
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a homogenous cluster will be formed on borrowers that share the same characteristics. 

Classification will be made, and riskiness are determined. The last stage involves the 

development of the management decisions. From the results obtained, it can be 

concluded that the proposed model outperforms the regression model (R-model). The 

proposed model also increases the efficiency of financial decisions. However, since the 

digital footprint data of the borrower is used in the proposed model, the accuracy maybe 

not always precisely represent a borrower’s financial situation. For instance, one of the 

digital footprint data used, “music style” might not necessarily contribute to the 

creditworthiness of the borrower. It is very subjective, and the accuracy of the final 

output is heavily dependent on the back-end user of the proposed model.  

 

2.1.6 The Use of Responsible Artificial Intelligence Techniques in the Context of 

Loan Approval Processes 

 

With the skepticism about the use of artificial intelligence in loan approval processes, 

[21] uses fairness and explainability techniques that can lead to the increase in trust and 

reliance on an artificial intelligence system. The proposed proprietary framework 

applies the principles of fairness and explainability. The users will be able to get 

explanations on each prediction and results made by the proposed model. With that, the 

model will also check for fairness and mitigate any presence of biases in the loan 

approval process. The author also allows the loan officer to give feedback about a 

certain prediction in which will help to build a better and new machine learning model. 

During the machine learning model training, several models are built by using different 

machine learning algorithms. Confusion matrix is used to evaluate the performance of 

each of them and to select the best one that will be implemented in the final workflow. 

The proposed approach is proven to be effective through experimental results from 

several user case studies and field tests. Hence, it leads to the growth of trust and 

reliance of domain experts on artificial intelligence systems. However, the dataset size 

of the explainability algorithms evaluation is small (2440 samples) which the proposed 

approach might be prone to overfitting issues.  
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2.1.7 An Approach for Prediction of Loan using Machine Learning Algorithm 

 

Loan prediction is a challenge that every banking and financial institution faces. They 

can only gain profit if the prediction is accurate, and the borrower is expected to not 

default [30]. [30] has proposed a model that can predict and classify loan by using 

Logistic Regression with sigmoid function. The author uses Pandas and Numpy library 

to generate the features required for the prediction. During the feature engineering, 

logarithm transformation is applied to handle the skewed data to decrease the effect of 

the outliers. Among different machine learning model, the author has adopted the 

logistic regression model as it meets the requirements and constraints of the stakeholder 

(borrowers and banks). The model is then evaluated with various methods such as 

Accuracy, Precision, Recall, F1 score and Confusion matrix. During the performance 

evaluation phase, it is found that the proposed model performs well with high accuracy 

of 81.1 percent and conclusion has been made that applicants with lower credit score 

will not be granted with a loan and vice versa. However, logistic regression assumes 

the relationship between the independent variables and the dependent variables. For 

instance, a person that earns a very high income might not necessarily correlate to high 

likelihood of loan approval.  

 

2.1.8 Comparative Analysis of Bank Loan Defaulter Prediction Using Machine 

Learning Techniques 

 

Due to the rapid expansion of banking and financial industry, there is an emerging need 

to discover the parameters used by banks and financial institutions to evaluate a 

candidate’s profile whether they are trustworthy enough to be granted with a loan [31]. 

In [31], the author has proposed a comparative study of Random Forest, Naïve Bayes, 

and the Support Vector Machine to predict the creditworthiness of the borrower. Figure 

2.1.8.1 shows the bank loan defaulter prediction methodology. 
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  Figure 2.1.8.1: Bank Loan Defaulter Prediction Methodology [31] 

As for the naïve bayes, this classification strategy is classified into three models: 

Gaussian Model, Multinomial Model, and Bernoulli Model. For the support vector 

machine, the author has selected Linear Kernel, Gaussian RBF Kernel, and Polynomial 

Kernel for their study. From the results, the support vector machine is significantly 

better than its counterparts (Random Forest, Gaussian NB, Multinomial NB, SVM RBF 

Kernel, and SVM Poly Kernel). The SVM linear kernel achieves the precision score of 

0.819 and the recall score of 0.985. However, SVM is computationally expensive by 

nature. In real world applications, the amount of data that SVM needs to process is a 

lot of times larger than the dataset used in proposed model. Training time and memory 

usage might become a concern for real-time loan approval systems. 

 

2.1.9 Research on Financial Field Integrating Artificial Intelligence: Application 

Basis, Case Analysis, and SVR Model-Based Overnight 

 

Non-performing loans have been observed to be in an increasing trend in recent years. 

Moreover, many small and medium enterprises in China have been facing difficulties 

in obtaining financing [12]. The author in [12] has demonstrated that how the intelligent 
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risk control has been established as the standard practice for all banking and financial 

institutions with the help of AI to further improve the risk management. Table 2.1.9.1 

shows the intelligent risk control flow sheet.  

Pre-Loan Loan period Post-loan 

-Marketing customer 

-Loan application 

-Machine learning 

-Face recognition 

-Loan Review 

-Micro expression 

recognition 

-Speech recognition 

-Knowledge maping 

-Loan management 

-Overdue collection 

-Knowledge mapping 

-Learning speech 

communication 

Table 2.1.9.1: Intelligent risk control flow sheet [12] 

During the pre-loan stage, it will first identify potential customers and promote loan 

services to them. When the intrigued customer submits the loan application, it will be 

reviewed and evaluated thoroughly. During loan period, machine learning method is 

deployed in the risk control process. Face recognition will authenticate the identity of 

the borrowers. In the post-loan stage, it focuses more on the management and collection 

of overdue loan payments. This intelligence risk control enhances risk control and 

improves the decision-making process, making sure the overall risk of defaulter is 

reduced and the decision is accurate. However, the limitation of the [12] is the 

dependency on the SVR algorithm. While SVR is suitable for small scale learning, its 

performance may vary depending on the size of the dataset and the parameters [12]. 

 

2.1.10 An Explainable AI Decision-Support-System to Automate Loan 

Underwriting 

 

The widespread adoption of AI has brought many benefits to the community, but the 

transparency of the machine learning models has faced some roadblocks when it comes 

to lending decisions [32]. To overcome the issue, the author in [32] has proposed an 

explainable AI decision-support-system with belief-rule-base (BRB) to automate the 

entire loan underwriting process. The BRB system can explicitly work with the 

knowledge of experts. Not only that, through supervised learning, the system can also 

learn from the historical data. The system can explain the events that lead to the final 
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decision for a loan application with the important of rules. From a business case study, 

the proposed system has proven to provide a balance between explainability and 

prediction accuracy. If any rejected applicants were denied for their loan applications, 

the textual explanation could be sent to them with reasons on why the system had done 

so. Hence, even non-technical people can understand the BRB structure and the 

decision-making process and its transparency assures companies to deploy this system 

in their companies. However, the development of the system is very time-consuming, 

and it requires deep technical knowledge. An expert is needed to finalize the final 

structure of the BRB system. Not only that, but the system is also not able to reject loan 

applications due to the inconsistency in the applications [32].  

  

2.2 Comparison of Reviewed Techniques 

2.2.1 Comparison of Reviewed Techniques using Deep Learning and Machine 

Learning Methods 

 

Paper Title Techniques 

Involved 

Advantages Disadvantages 

A novel hybrid 

ensemble model 

based on tree-

based method and 

deep learning 

method for default 

prediction [26] 

Ensemble model 

consisting of RF, 

XGBoost, and 

LightGBM with 

Convolutional 

Neural Network 

(CNN). 

The proposed 

model achieves 

good performance 

and is robust. The 

ensemble model 

improves the final 

overall results of 

the default 

prediction. 

Hyperparameters 

are not optimized. 

It could lead to 

performance loss 

as features might 

not be able to 

capture the 

underlying pattern 

of the data 

effectively. Not 

only that, but the 

use of ensemble 

model also requires 

a lot of resources 
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and is very 

computationally 

expensive. 

Credit Score 

Prediction System 

using Deep 

Learning and K-

Means Algorithms 

[28] 

Deep learning 

model and K-

Means Algorithm. 

Able to predict 

customer with high 

accuracy even if it 

is deployed in the 

real-world 

scenarios. The 

deep learning 

model further 

enhances the 

accuracy of the 

proposed system 

by reducing the 

error. 

Lack of 

interpretability. It 

is hard to interpret 

how the deep 

learning network 

has arrived at their 

decisions where in 

the context of the 

personal loan 

system, 

transparency is 

crucial. 

Table 2.2.1.1: Comparison of techniques using both deep learning and machine learning methods. 

Both [26] and [28] uses the help of deep learning model to extract meaningful and 

important features from the given training dataset. However, the difference is that [26] 

uses ensemble of classifier (RF, XGBoost, and LightGBM) while [28] only uses one 

classifier which is K-Means Algorithms. A great performance could be achieved with 

ensemble of classifier, but this method requires extensive number of resources and also 

the time needed for training and evaluation. Although the use of single classifier might 

perform worse than the ensemble of classifier, but in some cases where time is crucial 

and with limited resources, using only one classifier is considered good enough.  

 

2.2.2 Comparison of Reviewed Techniques using Machine Learning methods 

 

Paper Title Techniques 

Involved 

Advantages Disadvantages 

Improvement of 

personal loans 

Logistic 

Regression, 

Out of three 

machine learning 

Performance might 

be impacted if the 
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granting methods 

in banks using 

machine learning 

methods and 

approaches in 

Palestine [27] 

Decision Tree, and 

Random Forest 

algorithm. 

algorithms, the 

decision tree 

achieves with 

highest accuracy. 

Furthermore, the 

author’s proposed 

system complies 

with all the 

requirements and 

criteria of banks, 

which can be 

deemed suitable to 

be deployed in 

banks. 

borrower has little 

credit history. Due 

to the inadequate 

data, the proposed 

system might have 

high rejection rate. 

Methodology and 

Models for 

Individuals’ 

Creditworthiness 

Management 

Using Digital 

Footprint Data and 

Machine Learning 

Methods [29] 

Hierarchical 

clustering and k-

means method, 

classification based 

on the stochastic 

gradient boosting 

(SGB) method, and 

with the digital 

footprints of the 

borrower. 

As digital 

footprints are 

included in the 

analysis, it helps to 

better design the 

individual credit 

trajectories. Not 

only that, but it also 

improves the 

loan’s quality as 

well as credit risks 

are reduced, and 

bank’s stability is 

increased. The 

proposed system 

also helps with the 

efficiency of 

financial decisions. 

Accuracy might be 

impacted as 

sometimes digital 

footprint do not 

necessarily 

represent the 

borrower’s 

financial situation.  
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An Approach for 

Prediction of Loan 

using Machine 

Learning 

Algorithm [30] 

Logistic 

Regression with 

Sigmoid function 

Performs well with 

high accuracy of 

81.1 percent with 

the given dataset. 

The assumption 

made by Logistic 

Regression might 

result in high 

rejection rate.  

Comparative 

Analysis of Bank 

Loan Defaulter 

Prediction Using 

Machine Learning 

Techniques [31] 

Random Forest, 

Naïve Bayes, and 

the Support Vector 

Machine 

Support Vector 

Machine performs 

the best than the 

other two models. 

It achieves high 

precision score as 

well as high recall 

rate.  

Support Vector 

Machine is 

computationally 

expensive. 

Training time and 

memory usage 

become a concern 

for real-time loan 

approval systems. 

An Explainable AI 

Decision-Support-

System to 

Automate Loan 

Underwriting [32] 

Belief-rule-based 

(BRB) system 

This proposed 

system can provide 

explanation on the 

events that lead to 

the final decision. 

It provides a 

balance between 

explainability and 

prediction 

accuracy. A non-

technical person 

could also operate 

the BRB system. 

The development 

of the system is 

very time-

consuming. It 

requires deep 

technical 

knowledge. The 

system could not 

reject loan due to 

the inconsistency 

in the loan 

applications.  

Table 2.2.2.1: Comparison of techniques using machine learning methods. 

All five of the papers compared in Table 2.2.2.1 use machine learning methods without 

deep learning model. There is no ensemble technique used for all the techniques 

reviewed.  As in [27] and [31], several machine learning methods are used but each of 

them is compared and the best performing one is picked out as the final proposed model. 

Out of five papers, [29] has implemented a more modern approach as digital footprints 
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of the borrower is accounted for the final decision of the loan approval process. Unlike 

the proposed model in [32], the other proposed models do not give explanation on how 

the final decision has arrived. With the belief-rule-based system, the borrower can get 

explanations on why their loan application has been rejected [32]. 

 

2.3 Limitation of Previous Studies  

 

The author in [24] has argued that is it critical to find the right balance between the 

protection of the customer's personal data and the ethical aspects of the usage of AI. 

Moreover, the use of big data in AI in the context of loan system has to be in compliance 

with the laws as this issue has received tension from the regulators. Furthermore, the 

proposed work done by [26] did not optimize the hyperparameters, which could lead to 

the loss of performance as features might not be able to capture the underlying pattern 

of the data effectively. The proposed system of [27] might have high rejection rate if 

the borrower does not have extensive credit history. In [28], the proposed credit scoring 

system lacks interpretability. Its biggest drawback is that the final decision made by the 

deep learning network could not be explained explicitly to the borrowers. Although the 

use of digital footprints can boost the overall performance of the machine learning 

model, but without carefully selecting the meaningful and important aspects from the 

digital data, it could impact the final accuracy of the model which could affect the 

borrower's creditworthiness directly [29]. The author in [21] uses the fairness and 

explainability techniques in their proposed work. But the dataset size is small where the 

proposed approach could be prone to overfitting issues. The proposed logistic 

regression from [30] assumes the relationship between the independent and dependent 

variables. For instance, a person that is earning a high income might not necessarily 

correlate to high likelihood of loan approval. In [31], the proposed work is 

computationally expensive. The training time and memory required are the major 

concern when it is applied in real-time loan approval systems. The Support Vector 

Machine for Regression (SVR) in [12] has some limitation. While SVR is suitable for 

small scale learning, its performance may vary depending on the size of the dataset and 

the parameters. For the last literature reviewed, the technique used in [32] needs 

extensive amount of time and deep technical knowledges of experts during the 
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development phase. Moreover, it could not reject loan applications due to the 

inconsistency in the loan application itself [32]. 

 

2.4 Proposed Solutions  

 

This project aims to build a fast and efficient personal loan system using machine 

learning algorithm. With some of the limitations mentioned in the literature review, this 

project also aims to solve those limitations that are applicable to this project. With the 

issue of high rejection rate and the inadequate credit history, this project has proposed 

to incorporate the borrower’s existing digital footprints data (social media, personal 

shopping preferences, online behaviours, habits etc.) into the personal loan system with 

the help of machine learning algorithm to predict the eligibility and the creditworthiness 

of the borrower with high accuracy. Furthermore, although there is no single best 

machine learning algorithm that applies universally to all scenarios, but this project will 

make use of the existing machine learning algorithm that is light-weight and could 

process borrower’s data rapidly in real-time scenarios. With the laws, regulations, and 

ethical concerns regarding the use of AI in personal loan systems, this project will take 

these concerns into consideration during the development of the proposed personal loan 

system. This project will make sure the final deliverable is compliance with the 

regulations and strikes the balance between the borrower’s personal data and the ethical 

aspects of it. With the issue of interpretation, this project hopes to incorporate SHAP 

values into the final personal loan system. If the borrower’s loan application is rejected 

by the proposed personal loan system, they will be provided with explanation and 

meaningful feedback on why the system has made that decision.  

For this project, a gradient boosting model (XGBoost) will be used as the sole machine 

learning algorithm for the personal loan system. It is a strong choice as it yields high 

predictive accuracy. Furthermore, incomplete, and missing data is common in real-

world datasets. XGBoost can automatically handle and impute missing data and make 

predictions on the missing features. Lastly, XGBoost provides insights into feature 

importance. In the context of this project, XGBoost allows the developers to understand 

which features are the most impactful to determine the credibility of the borrower.
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CHAPTER 3 System Methodology / Approach 

 

This chapter will briefly describe the system methodology of the whole project. All the 

details and approaches are shown in the system architecture diagram. 

 

3.1 System Design Diagram 

3.1.1 System Architecture Diagram 

 

Figure 3.1.1.1: System architecture diagram of the Personal Loan Processing System 

 

According to Figure 3.1.1.1, the methodology of this project is divided into two main 

phases. The first phase is the training and tuning of the machine learning model which 

will then be packaged into a microservice using Flask framework. The second phase 

will be the implementation of the web application using the Model-View-Controller 

(MVC) framework.  

 

Initially, a real loan prediction dataset will be procured from the Internet. The dataset 

will then be split into training and testing sets. Both of these sets will be cleaned and 

preprocessed for any null values, outliers, etc. Any relevant features will be identified 



CHAPTER 3 

26 
Bachelor of Computer Science (Honours)  

Faculty of Information and Communication Technology (Kampar Campus), UTAR 
 

and engineered to enhance the predictive power of the model. Once the major tasks are 

done, the dataset will be used to train the XGBoost model and test it on unseen data. 

Hyperparameter tuning will be conducted to further optimize the model’s performance. 

When the first model is complete, the original dataset will be altered with new synthetic 

digital footprint data that simulates the real-world conditions by following closely to 

the assumptions and rules defined. A second XGBoost model will be trained on the 

newly altered dataset. The final output is the probability of the loan approval given the 

financial details and digital footprint data provided by the applicant. After that, the final 

model will be packaged into a pickle file and wrapped in a Flask-based microservice. 

 

The second phase is the development of the personal loan web application using the 

MVC framework. A login module will be created to only allow legitimate loan 

applicant to access the web application. A dashboard will be developed to allow the 

applicant to see their pending, accepted, and rejected application and a general 

overview on the overall application sent to the system. The applicant can access the 

data collection module to type in their relevant financial details and digital footprint 

data if consented. Once the applicant has submitted their application form, the web 

server will then connect to the Flask-based microservice through the HTTP API Service 

and send all the data to the model. The microservice will procced to send back the 

prediction result to the controller and the controller will interpret it to the applicant. 

 

3.1.2 Use Case Diagram and Description 
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Figure 3.1.2.1: Use case diagram of the personal loan web application. 

 

Figure 3.1.2.1 shows how the user can interact with the web application. The main user, 

which is the loan applicant, has several functions. Loan applicants will be required to 

register an account before they can make use of the personal loan system. Once their 

accounts have been verified, the user can create a new loan application. The user will 

be asked to provide relevant financial details as well as their digital footprint data if 

applicable. After that, the loan application will then be submitted to the personal loan 

system for further action. The prediction model will analyze and review the loan 

application. Once the model has made the prediction, the final result will be sent to 

relevant controllers for further processing. Lastly, the user can view the dashboard and 

check for any approved, rejected or pending loan applications. The user can look at 

their applied loan application history too. 

 

3.1.3 Activity Diagram 
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Figure 3.1.3.1: The activity diagram of the personal loan web application. 

 

Figure 3.1.3.1 describes the overall flow from the user logging into the web application 

to start applying for a personal loan and viewing their final result. Before users can start 

applying for a personal loan, they need to register for a valid account first. Once they 

have done that, they will be prompted to sign in. The personal loan system will 

authenticate the user and redirects them back to the login page if they provide the wrong 

login details. If they have been successfully authenticated, they can start applying for a 

personal loan. Users will be required to fill in compulsory personal and financial 

information. They will be prompted to provide their digital footprint data if they 

consented to do so. The submitted loan application will be processed by the personal 
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loan system and a prediction will be made. This result will then be sent back to the 

dashboard. Users can view their loan application through the dashboard. 

 

3.2 Project Timeline 

 

 
Figure 3.2.1: Timeline of the project. 

 

The timeline of this project is divided into two phases. The first phase was executed 

during year three and second trimester. In the first phase, the training and testing of the 

XGBoost model were completed by 9th December 2023. In the second phase (Year 

Three Trimester Three), a new XGBoost model was retrained on a more diverse and 

larger dataset. Once done, an online web application of the personal loan system was 

developed. The final XGBoost model was deployed to the web application in April 

2024. Then, it is made available for public demonstration.  
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CHAPTER 4 System Design 

 

4.1 System Block Diagram 

4.1.1 Personal Loan AI Block Diagram 

 

 

Figure 4.1.1.1: Block diagram of the personal loan system. 

 

4.1.2 Web Application Block Diagram 
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Figure 4.1.2.1: Block diagram of the web application. 

 

4.2 System Components Specifications 

4.2.1 Personal Loan AI Components Specifications 

 

Input: 

The required input was the personal loan prediction dataset procured from Kaggle. It 

contained the historical data about the borrowers of LendingClub, a financial services 

company headquartered in San Francisco, California. This dataset contained 2,260,701 

instances and it had 151 features. It was then loaded using into the Jupyter Notebook 

using the read_csv function from the Pandas library. 

 

Data preprocessing: 
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In this step, raw data collected from the input stage will be processed for analysis. Tasks 

involved are dropping unmeaningful features, handling missing data, normalizing data, 

removing noise and outliers, encoding categorical variables, and performing feature 

engineering before feeding it to the XGBoost model. 

 

The initial total number of features were 151. Due to the fact that having these many 

features might be deteriorating to the performance of the machine learning model, some 

of the not meaningful columns have been dropped. These dropped features were mostly 

empty. The final concluded features have been reduced down to 30 features. These 

features are as follows: 

1. loan_amnt 

2. term 

3. int_rate 

4. installment 

5. grade 

6. sub_grade 

7. emp_title 

8. emp_length 

9. home_ownership 

10. annual_inc 

11. verification_status 

12. issue_d 

13. loan_status 

14. purpose 

15. title 

16. zip_code 

17. addr_state 

18. dti 

19. earliest_cr_line 

20. open_acc 

21. pub_rec 

22. revol_bal 
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23. revol_util 

24. total_acc 

25. initial_list_status 

26. application_type 

27. mort_acc 

28. pub_rec_bankruptcies 

29. fico_range_high 

30. fico_range_low  

 

Further data processing is needed to ensure all these features prove to be significant to 

the machine learning model. Each feature is carefully analyzed for its importance to the 

final prediction of the loan application. Here is the list of features that were dropped 

after a careful analysis: 

1. emp_title 

This column contains 378,007 unique values which was way too much to create 

dummies for it. Moreover, it proved to be not as significant as some of its values 

do not make sense as well. It might due the typing error from the borrower or 

just straight up ignorance.  

 

2. emp_length 

This column was analyzed using count plot from Seaborn library. It was 

visualized alongside the target variable, loan status, and from the graph, it can 

be concluded that there was not much of a difference between the loan status 

and the employment length. So, it was dropped as it did not add anything useful 

to the prediction. 

 

3. title 

Similarly to the column “emp_title”, it contained 61,682 unique values. Due to 

the later trouble of encoding it, it was dropped. 

 

4. zip_code 
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The correlation between the zip code and loan status was very low. 

Additionally, the format of the zip code only contained the first three digits, 

with the remaining removed due to privacy concerns. Because of this, the 

feature was dropped. 

 

5. grade & sub_grade 

Since the grade was a sub feature of sub_grade, it was dropped. 

 

6. issue_d 

This column “issue_d” would be a major issue for data leakage if it was to be 

included in the training of the machine learning model. According to the 

definition from the dataset, this column indicated when the borrower was issued 

the loan. 

 

After dropping the six unmeaningful features, the final features were once again 

reduced down to 24. The next preprocessing step is to encode the categorical features. 

It is important to encode the categorical features before performing the train-test-split 

as to ensure both of the final train and test datasets have the same numbers of features. 

The following are the columns that have been encoded using the “get_dummies” 

function from the Pandas library: 

1. addr_state 

2. sub_grade 

3. application_type 

4. initial_list_status 

5. verification_status 

6. purpose 

7. home_ownership 

8. term 

 

Before splitting the dataset, a random user was extracted to be used in later testing stage. 

The dataset was then split using the train_test_split function from SKLearn. The 

following are the parameters of the function: 
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1. test_size = 0.2 

2. random_state = 42 

3. stratify = y 

 

Missing data imputation was only done after the splitting stage as to avoid the issue of 

the data leakage. Below is the list of imputed features: 

1. dti 

This feature was imputed by using the mean of the column. 

 

2. revol_util 

This feature was imputed by using the mean of the column. 

 

3. mort_acc 

The missing values were imputed based on the most common value of mort_acc 

within groups defined by the ‘open_acc’ column. 

 

4. pub_rec_bankruptcies 

As for this column, five categories were created for annual income. The feature 

“pub_rec_bankruptcies” was then imputed based on the mean value of its 

column within groups defined by the five categories of the annual income 

defined earlier. 

 

Once all features that had missing values had been imputed, the numerical features such 

as “annual_inc” and “revol_bal” were transformed using log transformation. The 

feature “earliest_cr_line” was altered to only include month and year. Moreover, the 

average of these two “fico_range_high” and “fico_range_low” features had been 

calculated and placed into a new feature named “fico”.  
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After that, a new dataset copied from the existing dataset will be altered with digital 

footprint data based on rules and assumptions defined that simulate the real-world 

conditions. The rules and assumptions are as follows: 

1. Generally, iOS user is perceived to be in the top quartile of income as compared 

to Android User. But these may not be necessarily true anymore in this day and 

age as people can now buy apple products on a contract. Although more and 

more people can afford apple products, but the assumption still holds true to 

some extent. People with higher income are more willing to purchase expensive 

products as compared to low-income earners. This also applies to Windows and 

Macintosh users [33]. 

 

2. People with higher incomes tend to have paid email hosts. It might be due to 

them holding higher positions in their company; hence, owning a paid email 

host or even business owners [33]. 

 

3. Although digital wallet transaction and shopping history cannot replace credit 

history, but it is still a good indicator to tell whether the loan applicant is willing 

to pay back the loan or not. Extensive transaction and shopping history might 

indicate that the loan applicant is financially stable which allows them to spend 

more on things they like. 

 

4. The impact of social media activity is subjective depending on the scenario. In 

future, with a more robust deep learning model, it could learn the nuances in the 

posts on the applicant's social media pages. The pattern of defaulting users could 

be deduced from there. But for the sake of simplicity and clarity, this project 

will assume whether the user is active or inactive on social media. 

 

5. The number of subscriptions that the applicant has could give an insight into 

their financial situation. High income earners are more willing to subscribe to 
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services while low-income earners might prioritize these funds on more 

important things. 

 

With the rules and assumptions defined, seven new digital data footprint features were 

then created. These features are as follows: 

1. Device_Type 

Type of device the applicant is using (mobile or tablet or computer). When the 

applicant uses a computer, the probability of the operating system being 

Windows or Macintosh are 43% and 57% respectively. When the applicant uses 

a tablet, the probability of the operating system being iOS or Android are 57% 

and 43% respectively. When the applicant uses a mobile phone, the probability 

of the operating system being iOS or Android are 55% and 45% respectively. 

 

Windows and Macintosh have the least probability difference among other 

devices as not many people use or know how to use Macintosh computer. In 

this case, Windows is a much popular choice among the low- and high-income 

households. 

 

Android tablet is not as popular as iPad. Most of tablets that people own are 

iPad as compared to an android tablet. Since tablet is not considered as 

important as mobile phone, many low-income households do not even bother 

purchasing tablet in the first place. Most of the high-income household will 

consider picking up iPad for their personal use or even to supplement their 

business purposes. In this case, iPad has higher probability than windows. 

 

2. Operating_System 

Operating system of the device (Windows or Macintosh or Android or iOS). 

 

3. Email_Host_Type 
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The email host of the applicant can be either paid or free version. When the loan 

status is true, the probability of applicants using paid email host is 53% as 

compared to free email host which is 47%. 

 

The probability difference between free and paid is not large as correlation does 

not imply causation. Being rich does not mean the person will own a paid email 

address. But higher income might indicate that the person is a professional or 

an entrepreneur which usually have their own professional email address.  

 

4. Online_Shopping_Frequency 

How often the applicant shops online (less or moderate or frequent). 

 

5. Social_Media_Activity 

Whether the applicant is active or inactive on social media. 

 

6. Digital_Wallet_Transaction 

Similar concept to credit history but in the sense of history of purchases using 

digital wallet (1 or 0). 

 

Although transaction and shopping history cannot replace credit history, but it 

is still a good indicator to tell whether the loan applicant is willing to pay back 

the loan or not. Extensive transaction and shopping history might indicate that 

the loan applicant is financially stable which allows them to spend more on 

things they like. 

 

7. Online_Subscription 

Number of services that the user has subscribed to (1 or 2 or 3 – more). 

 

The preprocessing of the digital footprint dataset was exactly the same as the original 

unaltered dataset above. 
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XGBoost Model: 

XGBoost is a gradient boosting model, and it is a powerful machine learning algorithm 

that is usually used for predictive modeling. In this stage, the historical loan data, 

including the processed raw data, digital footprints were used to train the XGBoost 

model. Relationships and patterns in the data will be learned and be used to predict the 

creditworthiness of the borrower and to reject or approve the loan application. The 

hyperparameters of the model are as follows: 

1. Learning_rate = 0.01 

2. N_estimators = 150 

3. Max_depth = 4 

4. Objective = ‘binary:logistic’ 

5. Eval_metric = ‘auc’ 

 

The XGBoost model was then fitted into a pipeline. Alongside model, a Synthetic 

Minority Oversampling Technique (SMOTE) was used to mitigate the class imbalance 

issue. The pipeline was then used to train on the dataset and predict the testing dataset. 

 

Performance Evaluation: 

Once the training of the XGBoost model was done, its performance was evaluated. 

Some of the popular evaluation metrics including confusion matrix, accuracy, 

precision, F1-score, recall, ROC-AUC plot, etc. were used for the evaluation purpose. 

Adjustments and fine-tuning of the XGBoost model may be necessary based on the 

final evaluated results.  

 

SHAP explanation: 

SHAP values (Shapley Additive exPlanations) was applied to the final loan approval 

process. It allows expert knowledge and rules to refine the decision-making process. 

With that, factors such as credit score, income, and the information extracted could be 

weighed of its importance which will eventually enhance the final decision. Any 

rejected loan application can then refer to the SHAP values to explain which features 
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contributed the most to the rejection of the application. The SHAP values were 

interpreted using the feature importance bar plot and beeswarm plot. 

 

Output: 

At the last stage was the final output. The proposed personal loan system delivered the 

loan approval decision to the applicant. In case the loan application is rejected, relevant 

explanations and reasons for the said decision will be provided as necessary.  

 

4.2.2 Web Application Components Specifications 

 

View: 

The view component contains five jsp pages which were index, apply, login, 

registration, and dashboard. When the user browses the personal loan web application, 

they will always land at the index page first. From the index page, the user can navigate 

to the remaining pages. The apply and dashboard pages only allowed registered users 

to access it. If they tried to access it without signing in, they will be redirected to the 

login page. Once signed in, the user can start applying for a personal loan and view the 

application status in the dashboard page. If the user does not have an account, they can 

register for one. 

 

Controller: 

This component will manage the user requests from the view component. It 

communicates with the database for data storage or retrieval and interacts with the 

XGBoost model for making loan predictions. In this component, four java servlets had 

been defined which were the authentication servlet (auth), loan application servlet 

(loanApplication), process application servlet (processApplication), and the dashboard 

servlet. The authentication servlet is responsible for authenticating the login 

information and also registering new users to the database. When the user starts to apply 

for a personal loan from the index page, all the data typed in will be sent to the loan 

application servlet and these data will then be displayed in the application form. Once 
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the user has done filling in the remaining required details, the loan application will be 

processed by the process application servlet. This servlet handles and formats necessary 

details before sending it to the loan prediction model. The Flask-based microservice 

component contains the trained personal loan machine learning model and it connects 

to the web application through REST application interface programming (API). All the 

loan application will be processed and predicted by the model and these data will be 

sent back to the calling servlet. The dashboard servlet is responsible for displaying the 

prediction made by the model. 

 

4.3 Modules and Sub-modules of the Web Application 

 

In a web application, it is important to identify the important modules and submodules 

so that the users will not be confused when navigating around. There are three main 

modules in this web application. 

 

The first module is the login module. This module enables for the user to gain access 

to the personal loan system. It is used to verify and authenticate the loan applicant 

before granting them permission to make use of the system. The submodules of this 

module are user registration and user login. When the user registers for an account, the 

user registration submodule will then be invoked. The user can then login to the web 

application by using the user login submodule. The basic information such as the 

applicant’s first name, last name, date of birth, gender will be automatically saved into 

the database.  

 

The second module is the data collection module. This module is necessary for the user 

before they can apply for a loan. The user will interact with the submodules like 

financial details verification, employment verification, and digital footprints data 

upload. Different submodules serve different purposes. As for financial details 

verification, the user will have to provide their necessary financial details such as 

annual income, credit history, etc., to the system. If the user has provided their consent 
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to the system, they can provide their relevant digital footprints data to the system so 

that the final result will be more accurate.  

 

The third module is the personal loan module. This module will process the loan 

application automatically. The submodule includes XGBoost model for assessing 

creditworthiness, making prediction, and providing explanation based on SHAP values. 

These submodules will only be invoked when the user submits the loan application to 

the system. After that, the loan system will interpret the final result to the user along 

with the explanations based on the status of the loan application. The interpreted 

information can let the applicant know why their loan application has been rejected. 

 

4.4 Class Diagram of the Personal Loan System 
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Figure 4.4.1: Class diagram of the Personal Loan System. 

 

For the personal loan system, there are three main classes which is shown in Figure 

4.4.1. The user class contains all the basic information of themselves. Four main 
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functions that can be performed by the user are login, register, view dashboard, and 

apply for a personal loan. The loanApplication class has all the necessary personal, 

financial, and digital footprint data information. The only function of this class is to 

send information to the personal loan AI class. This prediction class will pre-process 

the received data, make a prediction on it and send the results back to the controller. 
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CHAPTER 5 System Implementation 

 

In this chapter, the hardware and software setup will be discussed. Moreover, the setting 

and configuration of the web application as well as the personal loan machine learning 

model will be included in the code snippets. The screen capture of the user interface of 

the web application will showcase the system operation. Last but not least, the 

implementation issues and challenges faced during this project will be outlined as well. 

 

5.1 Hardware Setup 

 

The hardware involved in this project is a laptop. The laptop will be used throughout 

the development of the personal loan system as well as during testing and deployment 

phases. The specification of the laptop is stated in Table 5.1.1.  

 

 

Description Specifications 

Model LAPTOP-3I6F1UI3 

Processor AMD Ryzen 5 4500U 

Operating System Windows 11 Home Single Language 

Graphic Radeon Graphics 

Memory 12GB DDR4 RAM 

Storage 512 GB SSD 

Table 5.1.1: Specifications of laptop. 

 

5.2 Software Setup 

 

The software setup is as follows: 
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Component Type Software / Tools 

Integrated Development Environment 

(IDE) 

IntelliJ IDEA 2021.3, Jupyter Notebook 

Framework Flask, Bootstrap, Maven, Java Servlet, 

MVC architecture 

Database PostgreSQL 

Language Java, Python, HTML, CSS, Javascript, 

JQuery 

Table 5.2.1: Software specifications of the personal loan system. 

 

5.2.1 Software Libraries and Packages 

 

The following libraries and packages are necessary to develop the web application and 

also the personal loan prediction model: 

1. from sklearn.preprocessing import LabelEncoder 

2. from sklearn.metrics import roc_curve, roc_auc_score, 

balanced_accuracy_score 

3. from sklearn.model_selection import train_test_split 

4. from sklearn.model_selection import cross_val_score, StratifiedKFold, 

cross_validate, KFold 

5. from sklearn.metrics import confusion_matrix 

6. from sklearn.metrics import classification_report 

7. from sklearn.metrics import accuracy_score 

8. from imblearn.over_sampling import SMOTE 

9. from imblearn.over_sampling import RandomOverSampler 

10. from imblearn.pipeline import Pipeline 

11. from xgboost import XGBClassifier 

12. from xgboost import plot_importance 

13. import shap 

14. import numpy as np 

15. import pandas as pd 

16. Maven 
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17. Hibernate 

18. Java EE: Enterprise Java Beans (EJB) 

19. JPA buddy 2022.1.3 haulmont 

20. JBoss/WildFly 17.0.1 Final 

 

5.3 Setting and Configuration 

5.3.1 PostgreSQL Database Setup 

 

 

Figure 5.3.1.1: Screenshot of the creation of project’s main database. 
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Figure 5.3.1.2: Screenshot of two newly created schemas. 
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Figure 5.3.1.3: Screenshot of the definition of the user table under the auth schema. 

 

 

Figure 5.3.1.4: Screenshot of the definition of the loanhistory table under the loan schema. 

For the column “uid”, it was the foreign key which was referencing to the primary key 

of the user table under the auth schema. 
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5.3.2 Web Application Setup 

 

 

Figure 5.3.2.1: Screenshot of the new project’s configuration.  

 

 

Figure 5.3.2.2: Screenshot of the JBoss/WildFly configuration 
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The wildfly server “wildfly-17.0.1.Final” was obtained from official wildfly website. 

The JBoss/WildFly Home directory linked to where the downloaded folder resided. 

 

 

Figure 5.3.2.3: Screenshot of required implementations. 

 

 

Figure 5.3.2.4: Screenshot of required plugins to be downloaded. 
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The “Java EE: Enterprise Java Beas (EJB)” plugin can be found under File > Settings 

> Plugins. 

 

 

Figure 5.3.2.5: Screenshot of the installation of JPA Buddy. 

Due to the fact that this project used the older version of JPA Buddy, the manual 

installation had to be done by clicking on the setting icon beside the installed menu, 

and click on the “Install Plugin From Disk..” option. The directory path is where the 

installed package resides. 
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Figure 5.3.2.6: Screenshot of the creation of data source mapping to the PostgreSQL database. 

This data sources and drivers menu can be found under File > New > Data Source > 

PostgreSQL (do not choose PostgreSql which looks almost the same but last two letters 

are lowercase). The default port for PostgreSQL is 5432. The user and password are 

“postgres” and “postgresql” respectively. As for the URL, the final section would be 

the name of the database which would be used to generate entity classes. 
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Figure 5.3.2.7: Screenshot of the included schemas. 

 



CHAPTER 5 

55 
Bachelor of Computer Science (Honours)  

Faculty of Information and Communication Technology (Kampar Campus), UTAR 
 

 

Figure 5.3.2.8: Screenshot of the connected database and the scheme included. 

By clicking on the database tab on the right, the connected database was shown along 

with its schemas and tables. Both users and loanhistory tables were needed for 

generating persistence mapping to its entity classes. 
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Figure 5.3.2.9: Screenshot of the generation of persistence mapping for users table. 

Click on the ‘generate persistence mapping’ when right clicking on the users table. In 

the dialog box, the package was linked to the directory where this entity class would be 

residing. In the MVC Framework, it is necessary to create a new package under the 

session bean package to store the generated entity classes. 
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Figure 5.3.2.10: Screenshot of the UserEntity class. 
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Figure 5.3.2.11: Screenshot of the generation of persistence mapping for loanhistory table. 

The configuration step is same as to generating persistence mapping as shown in Figure 

5.3.2.9. 
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Figure 5.3.2.12: Screenshot of the LoanhistoryEntity class. 

 

5.3.3 Session Bean 

 

The session bean is necessary to allow CRUD operations to be performed on the 

connected database. The following steps depict the creation of session bean: 
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1. 

 

Figure 5.3.3.1: Screenshot of the WebSessionBeanLocal package. 

An interface named “WebSessionBeanLocal” was created under the 

“model.sessionbean” pacakage. Another java class named “WebSessionBean” was 

created and implemented the functions of the interface “WebSessoinBeanLocal”. 

 

2. 

 

Figure 5.3.3.2: Screenshot of the content of WebSessionBeanLocal. 

A total of seven functions were defined to perform CRUD operations on the database. 

The first function was the checkExistingEmail(). This function will check for matching 

email in the database based on the provided email address in the parameter. If it is true, 
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then it will return the user who has the matching email address or else it will return null. 

This function was used for registration where it did not allow users to register an 

account with the existing email address. The second function was loginUser(). This 

function will authenticate users based on the provided login credentials. Moreover, the 

third function was registerUser(). A new account will be registered to the database when 

this function is called. The fourth function was the getUid(). It will return the user id 

based on the provided email address. The fifth function was the findUserBasedOnUID(). 

The information of the user will be returned based on the provided user id parameter. 

The sixth function is the saveLoanApplication(). Any loan application that has been 

applied will be automatically saved to the database. The final function is the 

readLoanHistory(). It will return a list of loan records based on the provided user id. 

 

3.  

 

Figure 5.3.3.3: Code snippet of the checkExistingEmail function. 

Once the “WebSessionBeanLocal” interface had been created, all the functions would 

be implemented in the “WebSessionBean” java class. In Figure 5.3.3.3, a query had 

been created to retrieve the information from the table users under the auth schema with 

the condition of matching email address. When there is a record, the function will return 

the user information wrapped in the UserEntity class back to the calling servlet. 
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4. 

 

Figure 5.3.3.4: Code snippet of the loginUser function. 

Upon getting the user from the checkExistingEmail function, the user’s password was 

then compared with the provided password in the parameter. If the password was valid, 

then this function will return true and authenticate the user.  

 

5. 

 

Figure 5.3.3.5: Code snippet of the registerUser function. 
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This function will register the provided user from the parameter into the database by 

using the persist function from the EntityManager. 

 

6.  

 

Figure 5.3.3.6: Code snippet of the getUid function. 

This function will return the user id of the retrieved user from the checkExistingEmail 

function based on the email provided in the parameter. 

 

7. 

 

Figure 5.3.3.7: Code snippet of the findUserOnUID function. 

A query was created to retrieve the user information based on the user id provided in 

the parameter.  

 

8. 
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Figure 5.3.3.8: Code snippet of the saveLoanApplication function. 

The saveLoanApplication function will persist the provided information of the valid 

loan application to the database.  

 

9. 

 

Figure 5.3.3.9: Code snippet of the readLoanHistory function. 

This function will return a list of LoanhistoryEntity based on the user id provided in the 

parameter. A query was defined to retrieve any loan application that was applied by the 

user from the loanhistory table under the loan schema. 

 

5.3.4 Login and Registration Module 

 

The login and registration modules are necessary to prevent any unauthorized user from 

accessing the personal loan web application. A new user will need to register for an 

account first. Once registered, the user will need to use that account to sign in into the 

web application. The loan application and the dashboard pages are only accessible by 

the authorized user. The flow from registration to login process are as follows: 
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1. 

 

Figure 5.3.4.1: Code snippet of the auth servlet (part 1). 

The auth servlet is responsible for both login and registration operations. When the 

request is redirected to this servlet, several variables will be retrieved from the request 

parameters. The most crucial variable is the “authMethod” which will determine 

whether the request is either from the login page or the registration page. The 

“redirectLoginWithEmail” variable will redirect the user to the login page after they 

have done registering and their email address will be automatically entered in the email 

address input field. This is to save the user time from having to re-enter their email 

address. 

 

2. 
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Figure 5.3.4.2: Code snippet of the auth servlet (part 2). 

If the “authMethod” is from the login page, then the auth servlet will know that the 

request should be processed in the respective login processing code. If the login 

credentials such as email and password are valid, the user will be authorized, and a 

session will be created with their user id. If not, the user will remain in the same login 

page and will be prompted to re-enter their login credentials. 

 

3. 
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Figure 5.3.4.3: Code snippet of the auth servlet (part 3). 

If the request is sent from the registration page, then the auth servlet will process the 

request parameters in the registration block. The servlet will first send the provided 

email address to the “WebSessionBeanLocal” to check for any existing email address. 

If the email address has already been registered by the other user in the database, then 

the auth servlet will prompt the user to re-enter another email address. If the email 

address does not exist, then the user will be registered into the database using the 

registerUser function from the session bean. 

 

5.3.5 Data collection and Application Module 

 

Two servlets that are responsible for both of these modules are the loanApplication 

servlet and also the processApplication servlet. The loanApplication servlet will receive 

request parameters and then dispatch it to the processApplication servlet for further 

processing. The flow from loanApplication to the processApplication are depicted as 

follows: 

1. 
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Figure 5.3.5.1: Code snippet of the loginApplication servlet. 

This servlet will handle all the requests coming from the index page where the user will 

fill in two basic information of the application such as the loan amount and the type of 

loan they wish to apply. Then, these attributes will be dispatched to the application 

page. 

 

2. 

 

Figure 5.3.5.2: Code snippet of the processApplication servlet (part 1). 
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Figure 5.3.5.3: Code snippet of the processApplication servlet (part 2). 

 

 

Figure 5.3.5.4: Code snippet of the processApplication servlet (part 3). 

Once the user had done filling out the remaining application form in the application 

page, the form would then be submitted to this processApplication servlet. These 

request parameters were then assigned to the local variables with the appropriate data 

type for later use. 
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3. 

 

Figure 5.3.5.5: Code snippet of the processApplication servlet (part 4). 

The servlet will open a connection to the endpoint of the Flask-based microservice. The 

API endpoint will be used to send the data to the trained model in the microservice. 

 

 

Figure 5.3.5.6: Code snippet of the processApplication servlet (part 5). 

All the local variables defined earlier were then be put into a HashMap. 
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4. 

 

Figure 5.3.5.7: Code snippet of the processApplication servlet (part 6). 

The hash map was then converted into a Json format by using the object mapper 

function. The final list of user’s data was sent to the trained model through API 

endpoint. Once the model had made its prediction, the result was then sent back to this 

servlet for further processing. 
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5. 

 

Figure 5.3.5.8: Code snippet of the processApplication servlet (part 7). 

The prediction result was then interpreted and if the probability of the positive class 

was equal or more than 50%, then the application will be approved. If not, then the loan 

application will be rejected and the SHAP values will be provided for explanation. 

 

5.3.6 Dashboard Module 

 

 
Figure 5.3.6.1: Code snippet of the dashboard servlet. 
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5.3.7 Personal Loan Machine Learning Model Setup 

 

1. 

 

Figure 5.3.7.1: Screenshot of the required libraries to build the personal loan model. 

 

The dataset was then loaded into the Jupyter Notebook by using the “read_csv” function 

from Pandas. The shape of the initial dataset was 2,260,701 rows and 151 columns. A 

simple analysis was then conducted on the dataset. 
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2. 

 

Figure 5.3.7.2: The graph shows the number of missing values across the features. 

 

 

Figure 5.3.7.3: The graph shows the number of missing values across the features after 

dropping columns with more than 50% missing values. 

 

After dropping unmeaningful features, there were still 93 features which were still a 

lot. It was not ideal to include all as the current project did not have access to 

domain/expert knowledge. Moreover, some of the features were not even made 

available to the borrower before the loan was granted. Hence, the final 30 features had 

been concluded in this project. 
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Figure 5.3.7.4: Screenshot of the info of the final 30 features. 

 

Data pre-processing was needed to ensure that features would contribute positively to 

the final prediction model. Missing values imputation, dropping unmeaningful features 

and encoding categorical data were necessary for this dataset. 
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3. 

 

Figure 5.3.7.5: Code snippet of dropping unmeaningful data (part 1). 

 

 

Figure 5.3.7.6: Code snippet of dropping unmeaningful data (part 2). 
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Figure 5.3.7.7: Code snippet of dropping unmeaningful data (part 3). 

Unmeaningful features that were dropped were emp_title, emp_length, title, zip_code, 

grade, and issue_d. Emp_title, emp_length, and title had too many unique values which 

were way too much to create dummies for these features. Moreover, only the first three 

digits of the zip_code were visible, and it proved to not add anything to the final 

prediction model. Grade was a sub feature of sub_grade, hence; it was dropped. Lastly, 

the issue_d was a problem of data leakage and it needed to be removed as well. 
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4. 

After removing these features, only important features were kept as the final feature. 

Some of these features were categorical and needed to be encoded.  

 

 

Figure 5.3.7.8: Code snippet of encoding categorical features (part 1). 

 

 

Figure 5.3.7.9: Code snippet of encoding categorical features (part 2). 

Once all the categorical features had been encoded, the next step was to split the dataset 

into train and test datatest. 
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Figure 5.3.7.10: Code snippet of encoding categorical features (part 3). 

 

5. 

 

Figure 5.3.7.11: Code snippet of splitting the dataset. 

The dataset was split into training and testing set with 8:3 ratio. Data imputation could 

only be done after splitting the dataset to avoid the issue of data leakage during the 

training and testing of the model. 

 

6. 

 

Figure 5.3.7.12: Code snippet of missing values imputation (part 1). 
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Figure 5.3.7.13: Code snippet of missing values imputation (part 2). 

 

 

Figure 5.3.7.14: Code snippet of missing values imputation (part 3). 

The original dataset had been pre-processed and cleaned and it was ready to be used for 

the training and testing of the first prediction model. Before the training stage, it was 

needed to create a new dataset by reusing the original dataset and amend it with digital 

footprint data. 
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7.  

 

Figure 5.3.7.15: Code snippet for creating digital footprint data (part 1). 

 

 

Figure 5.3.7.16: Code snippet for creating digital footprint data (part 2). 

 

 

Figure 5.3.7.17: Code snippet for creating digital footprint data (part 3). 
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Figure 5.3.7.18: Code snippet for creating digital footprint data (part 4). 

 

 

Figure 5.3.7.19: Screenshot of the info of the newly altered dataset with digital footprint data. 
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The original dataset was altered and merged with the digital footprint data that were 

generated based on the rules and assumptions defined above. The newly altered dataset 

required pre-processing before it can be fed into the prediction model.  

 

8. 

 

Figure 5.3.7.20: Code snippet of encoding the digital footprint data on the newly merged 

dataset. 

After everything were done, two XGBoost models were trained and tested on both of 

the datasets. 

 

9. 

 

Figure 5.3.7.21: Code snippet for training and testing of the first XGBoost model. 
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Figure 5.3.7.22: Screenshot of the classification report of the first XGBoost model. 

 

 

Figure 5.3.7.23: Screenshot of the training and testing accuracy of the first XGBoost model. 
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Figure 5.3.7.24: Graph of the SHAP values of the first XGBoost model. 

The final result of the first XGBoost model can be seen in Figure 5.3.7.22 and Figure 

5.3.7.23. The figure 5.3.7.24 depicts the SHAP values of the XGBoost model. The next 

step was to train the second XGBoost model for the altered dataset with the digital 

footprint data. 
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10. 

 

Figure 5.3.7.25: Code snippet for training and testing of the second XGBoost model. 

 

  

Figure 5.3.7.26: Screenshot of classification report of the second XGBoost model. 
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Figure 5.3.7.27: Screenshot of the training and testing accuracy of the second XGBoost 

model. 

 

 

Figure 5.3.7.28: Graph of SHAP values of the second XGBoost model. 
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The result of the second XGBoost model can be seen in Figure 5.3.7.26 and Figure 

5.3.7.27. The SHAP values of the second XGBoost model are interpreted in Figure 

5.3.7.28. Finally, the XGBoost model was packaged into a pickle file. 

 

5.3.8 Flask-based Microservice Setup 

 

 
Figure 5.3.8.1: Code snippet of required libraries for the Flask-based microservice. 

 

 
Figure 5.3.8.2: Code snippet of creating the Flask-based microservice (part 1). 
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Figure 5.3.8.3: Code snippet for creating the Flask-based microservice (part 2). 

 

 
Figure 5.3.8.4: Code snippet for creating the Flask-based microservice (part 3). 

The microservice was created to host the personal loan prediction model. All the 

received data from the servlet would undergone another pre-processing stage to ensure 

the final format of the input matched the expected format of the model. Once the model 

had predicted the loan application, the result was result back as a Json response to the 

servlet. 
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5.4 System Operation (with Screenshot) 

5.4.1 Registration 

 

When the user browses the personal loan web application, they will always land at the 

home page first which can be seen in Figure 5.4.1.1. 

 

 

Figure 5.4.1.1: Home page of the personal loan web application. 

 

To register for an account, the user will have to click on the blue sign in button located 

at the top right of the page. Once done, the user will see the member sign-in page first. 
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Figure 5.4.1.2: Sign in page of the personal loan web application. 

At the sign-in page, the user will have to click on the “Sign Up Now” button to register 

for an account. The user then has to fill in the required information and click on the 

register button once done. 

 

 

Figure 5.4.1.3: Sign up page of the personal loan web application (part 1). 

 

 

Figure 5.4.1.4: Sign up page of the personal loan web application (part 2). 
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Once the account registration is successful, the user will be redirected to the login page 

as shown in Figure 5.4.1.2. 

 

5.4.2 Login 

 

 
Figure 5.4.2.1: Sign in page of the personal loan web application with credentials entered. 

Once the user has a valid account, they can type in the valid login credentials. If they 

have been authorized by the authentication servlet, then they will be redirected back to 

the index page as shown in Figure 5.4.3.1. 

 

5.4.3 Logout 

 

 
Figure 5.4.3.1: Home page of the personal loan web application after the user has signed in. 
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If the user wishes to sign out of their account, they can click on the red sign out button 

located at the top right of the page. Once signed out, the user will be redirected back to 

the login page as shown in Figure 5.4.1.2. 

 

5.4.4 Loan Application 

 

 
Figure 5.4.4.1: Home page of the personal loan web application with filled out loan amount 

and loan type. 

If the user wants to apply for a personal loan, they can go to the index page and fill out 

the loan amount field and pick a loan purpose. Once both of the fields are done, then 

they can click on the apply for loan button. 

 

 

Figure 5.4.4.2: Term of the loan application 
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In the first section of the loan application, the user has to choose either to pay back the 

borrowed funds in 60 months or in 32 months. After that, they can proceed by clicking 

on the continue button. 

 

 

Figure 5.4.4.3: Personal info of the loan application (part 1). 

 

 

Figure 5.4.4.4: Personal info of the loan application (part 2). 



CHAPTER 5 

95 
Bachelor of Computer Science (Honours)  

Faculty of Information and Communication Technology (Kampar Campus), UTAR 
 

 

 

Figure 5.4.4.5: Personal info of the loan application (part 3). 

 

 

Figure 5.4.4.6: Personal info of the loan application (part 4). 

Once the user has done filling out the necessary personal and financial information, 

they can click on the continue button and proceed to the final step of the loan 

application. 
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Figure 5.4.4.7: Digital footprint of the loan application if consented (part 1). 

 

 

Figure 5.4.4.8: Digital footprint of the loan application if consented (part 2). 
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Figure 5.4.4.9: Digital footprint of the loan application if not consented. 

In the final section of the loan application, the user has the option to either consent their 

digital footprint data be used to assist the prediction of the loan application or not 

consent to. If consented, the user has to fill out necessary information as shown in 

Figure 5.4.4.7 and Figure 5.4.4.8. If not consented, the user can just click on the apply 

loan button and wait for the AI model to make prediction. 

 

5.4.5 Dashboard 

 

 
Figure 5.4.5.1: Home page of the web application with dashboard menu highlighted. 

If the user wants to see their loan application history, they can click on the Dashboard 

located in the navigation bar. 
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Figure 5.4.5.2: Dashboard of the user. 

Once the user has arrived at the dashboard view, they can look at the total amount of 

disbursed fund from approved loan application, total number of approved, rejected, and 

pending loan application. The history of previously applied loan application is shown 

at the lower part of the page. 

 

5.5 Implementation Issues and Challenges 

 

There were few issues and challenges faced during the implementation of this project. 

First of all, finding a loan prediction dataset online with digital footprint data is hard or 

almost impossible. Most of the dataset do not come with said data. To overcome this 

issue, the most logical way to achieve this is to generate synthetic digital footprint data. 

But this does come with another challenge. It generally requires domain knowledge and 

deep understanding on how these features could affect the final outcome of the loan 

approval process. The relationship of these features has to be defined from a set of rules 

and assumptions. Not only that, as this project does not have access to expert domain 

knowledge, the rules and assumptions can only be derived from studying various 

sources online which then tries to simulate the real-world conditions as closely as 

possible. Moreover, during the training of the XGBoost model, the altered dataset with 

the synthetic digital footprint data seemed to perform slightly worse than the original 

dataset but with only 3% difference in accuracy. This might be due to the fact the dataset 

had millions of instances and hundreds of features which made the relationship between 

features incredibly hard to interpret without any domain or expert knowledge at hand. 
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However, the approval rate seemed to be slightly better than the original XGBoost 

model. Ideally, the historical data such as this dataset should have come with the digital 

footprint data already in it but as it seemed to be extremely hard to find any publicly 

available quality loan prediction dataset that contained digital footprint data due to 

major privacy concerns. 

 

5.6 Concluding Remark 

 

In summary, the implementation of the personal loan AI with the web application 

involved the use of MVC framework, Flask-based framework, and also the use of 

machine learning libraries from Python to create a robust personal loan web application. 

The XGBoost-based personal loan prediction model can accurately assess the 

borrower’s creditworthiness together with their digital footprint data. The final output 

is then presented to the dashboard of the user. 
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CHAPTER 6 System Evaluation and Discussion 

6.1 System Testing, Testing Setup and Results 

6.1.1 Personal Loan Machine Learning Model Testing and Results 

 

 
Figure 6.1.1.1: ROC-AUC graph of the first XGBoost model. 
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Figure 6.1.1.2: ROC-AUC graph of the second XGBoost model. 

The AUC score of the first XGBoost model was 0.66 and the AUC score of the second 

XGBoost model was 0.66. Both models had the same ability to differentiate between 

the positive and negative classes as compared to the first XGBoost model. This might 

be due to the fact the there were underlying complex relationship among the many 

features in the dataset. Although both had the same AUC score, but these models were 

then tested on an unseen test data shown in Figure 6.1.1.3. The first XGBoost predicted 

that the test user had 56% of approval rate which can be seen in Figure 6.1.1.4. But 

after adding additional digital footprint data into the test user information, the approval 

rate was then increased to 60% which was shown in Figure 6.1.1.5. The digital footprint 

data information is shown in Figure 6.1.1.6. 
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Figure 6.1.1.3: Sample test user extracted from the dataset. 

 

 

Figure 6.1.1.4: Prediction result made by the first XGBoost model on an unseen test user data. 

 

 

Figure 6.1.1.5: Prediction result made by the second XGBoost model after it has been altered 

with digital footprint data. 

 

 

Figure 6.1.1.6: Digital footprint data of the test user. 

 

 



CHAPTER 6 

103 
Bachelor of Computer Science (Honours)  

Faculty of Information and Communication Technology (Kampar Campus), UTAR 
 

6.1.2 Web Application Testing and Results 

 

Test Case 1.0 Registration Page 

Test No. 1.1 

Test Case  Verify if the user can register a valid new account. 

Description This test case is created to test the functionality of the 

registration controller. 

Test Step 1. Navigate to the sign in page. 

2. Click on the “Sign Up Now” button. 

3. Fill up all of the required fields with valid information. 

4. Click the Sign-Up button. 

Expected Result If all of the information is valid, then the account will be 

successfully registered to the database and an alert message 

will be popped up indicating the user has successfully 

registered.  

Actual Result An alert message box appeared, and the message was “You 

have successfully created your account. Start applying for a 

loan now!” 

Status PASS 
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Figure 6.1.2.1: Alert box appears upon successful registration. 

 

Test No. 1.2 

Test Case  Verify that the user should not be able to register for an account 

when the re-entered password does not match the initial 

password 

Description This test case is created to test the functionality of the 

registration controller at error validation. 

Test Step 1. Navigate to the sign in page. 

2. Click on the “Sign Up Now” button. 

3. Fill up the all the required information with valid information 

except for the password and re-enter password field. 

4. For the password, type in “testuser” and the re-enter 

password is “testuser1”  

5. Click the Sign-Up button. 

Expected Result If the password and the re-enter password do not match, the 

sign-up button will remain disabled, and the re-enter password 

field will be appeared red in color.  
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Actual Result The sign-up button is disabled, and the re-enter password field 

have changed its color to red. 

Status PASS 

 

 

Figure 6.1.2.2: Mismatch password during registration. 

 

Test No. 1.3 

Test Case  Verify that the user should not be able to register for an account 

that has already existed in the database 

Description This test case is created to test the functionality of the 

registration controller at preventing the same email address 

from registering again, which may potentially cause some 

troubles in the future. 

Test Step 1. Navigate to the sign in page. 

2. Click on the “Sign Up Now” button. 

3. Fill up the all the required information with valid information 

except for the email field. 

4. For the email field, type in testuser1@gmail.com which has 

already existed in the database. 

5. Click the Sign-Up button. 

Expected Result The error message will tell the user that the email address is 

already in use. 

mailto:testuser1@gmail.com
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Actual Result A red error message “THIS EMAIL HAS BEEN USED” did 

popped up on top of the input field. 

Status PASS 

 

 

Figure 6.1.2.3: Email address has been used during registration. 

 

Test No. 1.4 

Test Case  Verify that the user should not be able to register for an account 

if some of the input fields are left empty intentionally. 

Description This test case is created to test the functionality of the 

registration controller at preventing uploading null values to the 

database. 

Test Step 1. Navigate to the sign in page. 

2. Click on the “Sign Up Now” button. 

3. Leave all the input fields blank. 

4. Click the Sign-Up button. 
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Expected Result The error alert message should pop up saying the there is an 

error while trying to process the request. 

Actual Result An alert message box appeared, and the message was “An error 

has occurred while processing your request. Please try again 

later.” 

Status PASS 

 

 

Figure 6.1.2.4: Error when field are left empty during registration. 

 

Test Case 2.0 Login Page 

Test No. 2.1 

Test Case  Verify that the user should be able to login with valid 

credentials 

Description This test case is created to test the functionality of the 

authentication controller at authorizing only valid users. 

Test Step 1. Navigate to the sign in page. 

2. Email: testuser1@gmail.com 

    Password: testuser 

3. Click the sign in button 

mailto:testuser1@gmail.com
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Expected Result The user should be able to sign in without any problem and 

should see the index as the landing page. 

Actual Result The user was redirected to the login page. No error message 

was shown during signing in. 

Status PASS 

 

 

Figure 6.1.2.5: Valid user login. 

 

Test No. 2.2 

Test Case  Verify that the user should not be able to log in with invalid 

credentials 

Description This test case is created to test the functionality of the 

authentication controller at handling invalid information. 

Test Step 1. Navigate to the sign in page. 

2. Email: testuser9999@gmail.com 

    Password: testuser 

3. Click the sign in button 

Expected Result The user should not be able to sign in and an error prompt will 

be shown to the user. 

Actual Result The user remained at the login page and a red error message 

was shown on the top. Its error message was “Incorrect email 

address / password. Please try again.” 

mailto:testuser9999@gmail.com
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Status PASS 

 

 

Figure 6.1.2.6: Invalid user login. 

 

Test Case 3.0 Index page 

Test No. 3.1 

Test Case  Verify that the signed-in user should be able to log out from the 

index page. 

Description This test case is created to test the functionality of the 

authentication controller at invalidating the user session. 

Test Step 1. Navigate to log in. 

2. Sign in with email: testuser1@gmail.com 

   Password: testuser 

3. Click the sign out button on the top right of the page  

mailto:testuser1@gmail.com
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Expected Result The user should be able to log out and will be redirect back to 

the login page. 

Actual Result The user was redirected to the login page after clicking the sign 

out button 

Status PASS 

 

Test No. 3.2 

Test Case  Verify that the user should be able to start applying for a loan 

after inserting valid loan amount and also the type of loan. 

Description This test case is created to test the functionality of the loan 

application servlet at redirecting user to the application form. 

Test Step 1. Navigate to log in. 

2. Sign in with email: testuser1@gmail.com 

   Password: testuser 

3. Type in the loan amount that falls within the $1,000 and 

$40,000 range. 

4. Choose any of the loan type. 

5. Click the apply for loan button.  

Expected Result The user should be redirected to the loan application form 

where the first section is to choose the term of the loan. 

Actual Result The user was redirected to the login application form and 

prompted to choose either lowest monthly payments or lowest 

accrued interests. 

Status PASS 

 

mailto:testuser1@gmail.com
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Figure 6.1.2.7: Term page. 

 

Test No. 3.3 

Test Case  Verify that the user should not be redirected to the loan 

application page when either the loan amount or the type of 

loan provided is incorrect. 

Description This test case is created to test the functionality of the index 

page at preventing incorrect values from being passed to the 

servlet.  

Test Step 1. Navigate to log in. 

2. Sign in with email: testuser1@gmail.com 

   Password: testuser 

3. Type in the loan amount that falls outside the $1,000 and 

$40,000 range. 

4. Do not choose any loan type 

5. Click the apply for loan button.  

Expected Result The user should not be redirected, and error messages will be 

shown. 

mailto:testuser1@gmail.com
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Actual Result The user remained at the same page and two error messages 

“Enter $1,000 to $40,000” and “Select a loan type” were shown 

respectively.  

Status PASS 

 

 

Figure 6.1.2.8: Error messages when the loan amount or the type of loan is incorrect. 

 

Test Case 4.0 Apply Page 

Test No. 4.1 

Test Case  Verify that the user should be able to submit for a loan 

application with the correct personal and financial information. 

Description This test case is created to test the functionality of the process 

application servlet to send data to the microservice and retrieve 

back the prediction result. 

Test Step 1. Navigate to log in. 

2. Sign in with email: testuser1@gmail.com 

   Password: testuser 

3. Type in the loan amount that falls inside the $1,000 and 

$40,000 range. 

4. Choose any type of loan. 

5. Click the apply for loan button.  

mailto:testuser1@gmail.com
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6. Choose any term and click continue. 

7. Fill in the personal and financial details and click continue. 

8. Fill in the digital footprint data and submit the loan 

application.  

Expected Result The user should be prompted with a message indicating the 

loan application has been submitted and currently being 

processed by the prediction model. 

Actual Result The user was prompted with “All done! Your loan application 

has been submitted. Our AI model is currently assessing your 

application.” 

Status PASS 

 

 

Figure 6.1.2.9: Successfully submitted the loan application. 

 

Test No. 4.2 

Test Case  Verify that the user should not be able to continue the loan 

application without selecting a term. 

Description This test case is created to test the functionality of the process 

application servlet to prevent null value from submitting to the 

prediction model. 

Test Step 1. Navigate to log in. 

2. Sign in with email: testuser1@gmail.com 

mailto:testuser1@gmail.com
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   Password: testuser 

3. Type in the loan amount that falls within the $1,000 and 

$40,000 range. 

4. Choose any type of loan. 

5. Click the apply for loan button.  

6. Leave the term selection blank. 

7. Click the continue button. 

Expected Result The user should not be able to click the continue button as it is 

disabled due to none of the term is selected. 

Actual Result The user was not able to proceed with the loan application. The 

continue button was grayed out. 

Status PASS 

 

 

Figure 6.1.2.10: Disabled continue button at the term page. 

 

Test No. 4.3 

Test Case  Verify that the user should not be able to submit the loan 

application with all of the input fields left empty. 

Description This test case is created to test the functionality of the process 

application servlet to prevent null value from submitting to the 

prediction model. 

Test Step 1. Navigate to log in. 
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2. Sign in with email: testuser1@gmail.com 

   Password: testuser 

3. Type in the loan amount that falls within the $1,000 and 

$40,000 range. 

4. Choose any type of loan. 

5. Click the apply for loan button.  

6. Choose any term value. 

7. Click the continue button. 

8. Leave all the input fields empty. 

9. Click the continue button. 

10. Leave all the digital footprint data empty. 

11. Click the apply loan button. 

Expected Result The user should not be able to submit the loan application and 

the error alert message will be prompted. 

Actual Result The user was not able to proceed with the loan application. An 

error alert message was shown to the user. Its error message 

was “An error has occurred while processing your request. 

Please try again later.” 

Status PASS 

 

mailto:testuser1@gmail.com
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Figure 6.1.2.11: Error message when submitting an empty loan application. 

 

Test Case 5.0 Dashboard 

Test No. 5.1 

Test Case  Verify that the dashboard should correctly display loan 

application history based on the user id. 

Description This test case is created to test the functionality of the 

dashboard to display correct loan application history regarding 

the user. 

Test Step 1. Navigate to log in. 

2. Sign in with email: testuser1@gmail.com 

   Password: testuser 

3. Click on the dashboard menu. 

 

Expected Result The user should be able to see their total approved, rejected, 

and pending loan application. They can also see the total 

mailto:testuser1@gmail.com
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amount of disbursed fund. Moreover, the loan application 

history will be located at the bottom. 

Actual Result The user was able to see their loan application history. All of 

the information was correct, and it matched the records stored 

in the database. 

Status PASS 

 

 

Figure 6.1.2.12: The user dashboard. 

 

 

Figure 6.1.2.13: The database record of the user named “testuser1”. 

 

6.3 Objectives Evaluation 

 

The first objective is the development of personal loan system using a gradient boosting 

model (XGBoost) and with SHAP values to assess the borrower’s creditworthiness. 

The final XGBoost model that was trained on the dataset along with the digital footprint 

data proved to slightly improve the approval rate of the borrowers. Moreover, SHAP 
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values were used to determine the importance of the features to the model. The first 

objective can be roughly said that it has been achieved but major improvement could 

still be done to the SHAP interpretation side.  

 

The second objective is to develop a simple and interactive web application for 

borrowers to apply loan application. Several test cases had been performed on the web 

application in Chapter 6.1.2. All the test cases had passed, and the functionality of the 

web application was running smoothly. The user can easily apply for a loan and obtain 

the result within minutes. This objective has been achieved. 

 

The third objective is to implement the digital footprint data into the personal loan 

system. Rules and assumptions had been defined and the digital footprint data were 

generated based on that. The digital footprint data had proven to slightly increase the 

approval rate of the borrower. This objective has been achieved in this project.  

 

6.4 Concluding Remark 

 

In summary, the prediction model had been evaluated and it had shown to slightly 

improve the approval rate of the borrower if the digital footprint data was included in 

the prediction. Moreover, the web application had passed the test cases defined in the 

Chapter 6.1.2 and all the functions were working correctly and there were no issues. 

The web application had no problem connecting to the database and as well as the API 

endpoint of the microservice where the prediction model resided. All of the objectives 

had been achieved in this project although there were some improvements can be done 

which will be discussed in Chapter 7 recommendation.  
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CHAPTER 7 Conclusion and Recommendation 

7.1 Conclusion 

 

In conclusion, the development of this personal loan system using XGBoost model and 

SHAP values are aimed to address the three main critical problems in the lending 

industry. These problems are the fairness and ethical issues, high rejection rate, and the 

inefficiency of the traditional loan processes. Motivated by the need for a more efficient 

and sophisticated approach, this project delves into the usage of XGBoost machine 

learning algorithm and SHAP values for interpretability and explanation. The proposed 

solution consists of a meticulous data collection process, as well as preprocessing and 

feature engineering of the data acquired. Then, to simulate the dynamic nature of real-

world data, the digital footprint data is synthesized based on the predefined rules and 

assumptions. The choice of XGBoost as the primary machine learning model is driven 

by its performance in handling structured data and its ability to provide interpretable 

results based on SHAP values. Once the XGBoost model has undergone rigorous 

training and testing, it is then deployed to the web application. The web application 

allows the loan applicant to check their eligibility for a loan in real time. As the project 

moves forward, the results obtained can provide valuable insights into the effectiveness 

of the proposed solutions, contributing to the modern lending industry. 

 

7.2 Analysis of Results Based on Objectives 

7.2.1 First Objective 

 

The first objective is to develop a personal loan system using XGBoost model alongside 

SHAP values to determine the creditworthiness and eligibility of the borrower. During 

the implementation stage, two XGBoost models had been developed. The first model 

was trained on unaltered, original dataset. The second model was trained on altered 

dataset with digital footprint data. According to Figure 6.1.1.1 and Figure 6.1.1.2, the 

AUC score of both models were similar. Moreover, the second model seemed to 

perform slightly worse than the first model as the accuracy is 0.3% lower as seen in 

Figure 5.3.7.22 and Figure 5.3.7.26, but the impact might not be substantial. However, 

the balanced accuracy of the second model is slightly higher than the first model. Both 
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of these models performed above average with accuracy score more than 70 percent. 

The SHAP values were visualized to measure the importance of each feature to the 

model. From the Figure 5.3.7.24, the int_rate was one of the most important features in 

making prediction. The higher the interest rate, the lower the chance of having the loan 

application approved.  

 

7.2.2 Second Objective 

 

The second objective is to develop a simple and interactive web application for the 

borrower to check their creditworthiness and eligibility for a personal loan by providing 

relevant information to the personal loan system. Three main modules such as login 

module, data collection module, and personal loan module were created. All of the 

modules were developed and implemented successfully without any errors. The user 

could sign up for a valid account and log in with valid credentials. Not only that, but 

the loan application form could also prevent null values from being submitted to the 

database. The user could apply for a loan and view its status in the dashboard. A 

connection between the web application and the Flask-based microservice was 

established through the API endpoint. All the loan application data were successfully 

sent to the prediction model in the microservice, and the prediction result was sent back 

to the web application. The web application had passed all the test cases defined in the 

Chapter 6.1.2. 

 

7.2.3 Third Objective 

 

The third objective is the integration of digital footprint into the personal loan system. 

All the rules and assumptions were defined with fairness in consideration and merged 

into the existing dataset based on the loan status. Moreover, the addition of digital 

footprint data proven to be beneficial to the borrower. According to Figure 6.1.1.4 and 

Figure 6.1.1.5, the test user who had consented their digital footprint data to be included 

in the loan application had their approval rate slightly increased. The digital footprint 

data were meant to only supplement the loan application. 
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7.3 Contribution of the Study 

 

This project is able to automate the loan origination process. All the time-consuming 

and tedious manual operations are handled by the personal loan prediction model. With 

that, it speeds up the entire process, reducing the waiting time for the approval of the 

loan. It also helps the borrower indirectly by integrating their digital footprint data 

which could potentially boost their creditworthiness to some extent. Moreover, this 

project could potentially be used to reduce the operational cost of the lending industry. 

The overall productivity will be boosted by the personal loan system. Most importantly, 

favouritism and bias could be eliminated with the prediction model as there would be 

no human bias that would seep into the loan origination process. 

 

7.4 Limitation of this Project 

 

The limitation of this project is the quality of the digital footprint data. Since the data 

is generated synthetically based on pre-defined rules and assumptions, it might not work 

well with other datasets as there are underlying hidden relationships between features 

that need to be taken into consideration. Moreover, the explanation using SHAP values 

was not as detailed as expected. Due to the complexity of tree-based model, some of 

the results are hard to interpret. Simple feature importance can be interpreted but a more 

detail explanation would need additional domain-specific knowledge and SHAP values 

need to be further analyzed in greater details. 

 

7.5 Future Recommendation 

 

There are some recommendations for this project. Firstly, the quality of the digital 

footprint data can be further refined. The underlying relationship of the existing features 

can be analyzed and be used to assist the generation of the synthetic digital footprint 

data. Moreover, the tuning of hyperparameters of the prediction model can be 
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improved. Last but not least, the SHAP values can be further analyzed and used to 

explain the decision-making process of the machine learning model in more details. 
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