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ABSTRACT 

 Machine learning (ML) analytics dashboard is powerful tools to monitor, 

analyze, and communicate the results of your data-driven projects. It can help to track 

key metrics, visualize trends, identify outliers, and share insights with stakeholders 

about the dataset. This report aims to continue the progress of the first project report by 

building on the pre-processing techniques decided on in that report (Flooring and 

Capping) to prepare a smoke detector dataset for machine learning modelling. After 

testing out 3 varying models and analysing the output and results, it is decided that the 

Multilayer Perceptron Model (MLP) has the best performance out of all the models 

(approx. 92%+ accuracy), also when comparing it to the benchmark model. 

Furthermore, the output of the model and the model itself has been imported to PowerBI. 

A combination of Python scripts and PowerBI visualizations has been used to visualize 

the data in a comprehensible and informative manner showcasing information of the 

dataset, model performance and key attributes.  
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CHAPTER 1 

Introduction 

1.1 Problem Statement and Motivation 

 

The primary problem that this project seeks to solve is the lack of easily 

digestible and meaningful information for the public to view regarding smoke detectors, 

and the conditions surrounding them. The currently available information regarding the 

statistic of smoke detectors do not really delve into the details related to the 

environment regarding the smoke detectors. Thus, the public are not able to derive 

much meaningful relationship and inferences about smoke detectors. Furthermore, the 

lack of information related the details regarding the environment surrounding the smoke 

detector is worrying as these factors play a vital role in how smoke detectors functions. 

Thus, it is important to have an easily understandable and digestible source of 

information related to smoke detectors. 

 

The primary motivation of this research-based project is to make information 

that is normally hard to understand to be more digestible and easily understood by the 

public to help them make informed decisions. The purpose of this information is to 

ensure the public are more informed about the public safety since smoke detectors play 

a vital role in ensuring our safety as they can help us detect fires. Having detailed as 

well as digestible information readily available can help people make informed 

decisions regarding smoke detectors (purchases, recommendation, etc.). Furthermore, 

another motivation is to foster discussion regarding smoke detectors. If detailed 

information is easily accessible to the public, it is more likely to spark discussions that 

may result in further advancements in this field. 
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Another motivation behind this research-based project is to test whether 

environmental factor data related to smoke detectors are sufficient to help in classifying 

if a fire is present via a machine learning model. There are several outcomes that may 

arise from this modelling procedure, these include pattern recognition of the 

environmental factors that affect a fire starting and risk management. Furthermore, it 

further supports the primary goal of data driven decisions that permeates throughout 

this project as the results of this model would be vital in ensuring better decisions are 

made by the public. 

  

1.2  Research Objectives 

 

The primary objective of this project is to produce a dashboard that has 

summarised the information from the dataset to showcase the various relationships 

between the environmental factors that affect smoke detectors. This is because most 

available statistical data regarding the smoke detectors don’t go into detail regarding 

the smoke detectors and what affects them. The purpose of this dashboard is to show 

end-users statistics and data that is normally unknown. These data and information can 

be utilised to then make more informed decisions by consumers of these products or for 

the purpose of public safety. 

Furthermore, another goal that this paper aims to achieve is to create a machine 

learning model that can classify whether given based of certain data the relates to the 

surroundings of a smoke detector, the model is able to classify if a fire is present.  
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1.3 Project Scope and Direction  

 
The scope of this project involves several different aspects. Firstly, the main 

deliverable of this project is a dashboard. This dashboard will contain several key 

information regarding the dataset. This dataset will be pre-processed to fit the purpose 

of visualization. These include key charts and graphs that provide vital information 

related to the various relationships between the different environmental factors that 

affect the smoke detectors. The charts and graphs utilised will vary to best convey the 

information regarding that specific statistical relationship. Moreover, the original 

dataset will also be pre-processed once again for the purposes of machine learning 

model, where the goal would be to classify the presence of fire given certain 

environmental factors present a smoke detector. 

Furthermore, this project will entail 2 more reports down the line that will 

outline the progress of this research-based project. The first report, FYP 1 report, will 

be done around the 30-40% completion of the project. This report will most likely detail 

the data pre-processing and data preparations of this assignment as it is a vital and time-

consuming part of the project to ensure the reliability and accuracy of the data. The 

second report, FYP 2 report will be done with the completion of this project. This report 

will discuss the dashboard of this project and will go into detail regarding the findings 

of the various relationships in the datasets. Furthermore, the FYP2 Report will also 

discuss the results of the machine learning model that has been trained for this project. 

The results of the model will be compared to related and contemporary research done 

based on similar dataset or similar purposes.  
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1.4 Contributions 

 

The primary contribution of this research-based project is to make a detailed 

dashboard regarding smoke detector statistics that take into consideration the many 

environmental factors that affect the smoke detector and its functionalities. This 

research-based project will look at an extensive dataset and visualise it to produce an 

extensive dashboard that can be used to derive meaningful and unseen relationships. 

Some examples of the environmental factors include particulate matter within a 

certain size (in micrometers), carbon dioxide concentration, temperature, pressure, as 

well as number concentration of particulate matters, just to name a few. It is a novel 

concept to utilise this detailed data to visualise the various patterns and relationship 

between the environmental factors. The currently available smoke detector statistics 

do not go into deep details regarding the relationships between the various 

environmental factors. More information regarding past and current studies related to 

this topic will be covered in the literature review section in more detail. 

 

Furthermore, another contribution of this research-based project would be the 

machine learning model that will be created upon the completion of this project. This 

machine learning model would further support the main goal of enforcing data-driven 

decision-making when it comes to smoke detectors. This is because it will use real life 

collected data from smoke detectors regarding environmental factors. 
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CHAPTER 2 

Literature Reviews 

For this section of the report, I will be explaining the previous statistical data that is 

currently available on smoke detectors, as well as some limitations and proposed 

solutions to these limitations. 

2.1 Previous Works Related To Smoke Detectors 

 

The first one that I will be reviewing is from the UK Government Home Office. 

As we can see from Figure 2.1, which showcases the chart that can be found from [9], 

the details are very limited as they only focus on a very simple statistic of why the 

smoke alarm did not function.  

 

Figure 2.1 Chart on Why Smoke Detector did not Function 
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Even if the chart from [9] is lacking in detail, it still showcases some vital 

information to the public regarding safety. This is because it shows the possible 

reasons that can a smoke detector might fail to carry out its function. This information 

is very important as it can remind consumers to check their smoke detectors for faults.  

The next material we will be reviewing is a report, [2] conducted regarding 

smoke alarms in US home fires. This report focuses mainly on the relation of house 

fires related to smoke alarms and the casualties that might have been caused as a 

result of the fire. The report goes into deep detail regarding the condition of the smoke 

detectors before the fire started, in terms of battery, its performance before the fire, 

the deaths caused as a result of faulty smoke detectors, effectiveness of smoke alarms 

in alerting residents and many more, and the reason for why it last sounded off. The 

report also goes in details to talk about the status of smoke alarm in reported fires, 

causes of smoke alarm fires, fire discovery, smoke alarms in context, and what counts 

as fires.  

 Due to the size of the report, to review the context of the report 

efficiently, I will be taking a look at some of the graphs and charts that are consistent 

with the rest of the data visualisation in the rest of the report. Listed below in Figure 

2.2 and Figure 2.3 are some graphs that convey the most important information. 
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Figure 2.2 Reported Home Structure Fires and Fire Deaths by Smoke Alarm 

Performance 2014-2018 

 

Figure 2.3 Death Rate per 1,000 Reported Home Fires by Smoke Alarm 

Status: 2014–2018 

 As we can see from Figure 2.2, we can see that the data visualised is easy to 

read and understand as well as visually appealing due to the colours and placing of 

wording and the informative labelling of pie chart components. Furthermore, we can 

surmise the data that is being showcased to the public is very important as it shows 

how smoke detector performance relates to casualties reported in home fires. This 

statistic is very important as it provides key information that contributes to public 

safety. Viewers can come up with meaningful inferences as well from the data, for 

example that the presence or lack of presence of smoke detectors have equal value in 

the pie chart that relates to the deaths in house fires, suggesting that the devices might 

not be very effective.  
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 Moving on, based on Figure 2.3, like the other data visualisations in the report, 

we can see that is easy to understand and presents information in a digestible and 

informative way. Like the other data visualisation in the report as well, Figure 2.3 in 

[2] conveys a very strong message regarding public safety. The graph provides 

information using numerical measure to convey the information, allowing users to 

create inferences based on numbers. For example, lack of smoke alarm or lack of 

operating smoke alarm caused more than twice as many deaths per 1000 fires 

compared to functioning smoke detectors. 

As we can see from the context of the report, we can see that it is very details 

regarding the relation of fires and smoke detectors. Much of the report focuses on the 

relation between how the smoke detector performs during a house fire and how it 

might have caused casualties due to faulty smoke detectors. This information is of 

high importance as users can derive many useful information regarding how a smoke 

detector function and how efficient they are during a real fire.  

2.1.1 Limitations 

 

The data, while useful also has some negatives that hinder the potential impact 

it can provide to the public. For the first reviewed, as well as the other data reviewed, 

they are relatively low on details regarding the environment surrounding the smoke 

detector. However, for the first reviewed data in [11], the main limiting factor besides 

the lack of details regarding the surrounding environment is there is no significant 

inferences that can be made after viewing the data. It only serves as a reminder to test 

the functionality of the smoke detector. Furthermore, some of the data is slightly 
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vague. For example, in the legend of the chart, there are two labels for Other and 

Other act, which are not differentiated and might cause confusion for the public. 

While the information present in [2] is very important and is well delivered 

with plenty of informative graphs, the major drawback is that it doesn’t go into detail 

regarding the status of the smoke detector surroundings right as the fire goes out. This 

information can give consumers more insight into how the environment affects the 

functionality of the smoke detector in the presence of different environmental factors. 

This will increased information combined with the detailed insight of how the power 

source affects the effectiveness would have provided users with very insightful 

information. Another limitation noticed is that the first pie chart (Figure 2.2 A[Fires]), 

when the pie chart segments are added up it produces a total percentage of 101% 

which may confuse the viewers to the method the data is being visualised and 

represented. 

2.1.2 Proposed Solutions 

 

The limitations of the reviewed data are unfortunate however there are some 

possible solutions that can be enacted to improve each of the previous works 

reviewed. For the data found in [11], the data can be improved by including some 

other statistic such as model type, or brand so that consumers can make more 

informed decisions. This can be done as an alternative to the surrounding environment 

statistics. Another step is to clarify the components of the pie chart, such as the legend 

so that consumers are not confused when viewing the data. 

The limitation of the report contents in [2] are a hindrance towards the potential it 

holds towards providing the best possible information for the public and public safety. 
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There are some solutions that can be done to overcome its primary limitation. Which 

is to implement data if possible, regarding the environment of the fire and the 

surrounding of the smoke detector. As discussed in the limitation section for this 

report, it will provide much needed information that can give the public more 

information for them to analyse and derive inferences from. Furthermore, the pie chart 

should be calculated thoroughly to ensure that it stays at exactly 100% to prevent 

confusion. 

2.1.3 Strengths 

 

While the existing works reviewed have their limitations to how they can 

contribute to the purpose of this project, and they also have their strengths that may 

relate to the general objective that this project is trying to contribute to which is 

general health and safety for the public using smoke detections data. However, the 

data that is being represented in these existing works tackle the implications of the 

smoke detector functionality. Furthermore, the strengths of these existing may lie 

outside of the context of these infographics.  

 For example, based on Figure 2.1 and Figure 2.2, which are pie charts, the 

charts display their data in a way that is easily understood and graspable by the 

viewers. This was done by ensuring the that segments of the pie-chart are diverse in 

color from each other, making it easier to differentiate the colors. Furthermore, the 

charts display what each segment represents clearly. For Figure 2.1, a legend is used 

to associate each color of segment to its respective label while Figure 2.2, places the 

label into the pie chart segments directly, Due to a lower number of segments, this 

method is viable as it doesn’t over-crowd the pie chart. Moreover, in the Figure 2.1 
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and Figure 2.2 (Pie Chart B[Deaths]) we can see the total segments of the pie charts 

added up to become 100% which follows the good design practices of data 

visualizations for pie charts. 

 Based on Figure 2.3, the information is displayed is concise and informative 

while using the necessary scales for the graph. Secondly, the bar charts are given with 

labels indicating what the data represents as well as the value it represents. This 

prevents any confusion on the side of the viewers. 

2.2 Previous Works on Data Visualization and PowerBI 

 

Based on the importance of data visualization for decision making in [11], the 

article expresses the implications and positive effects that data visualization has 

especially when it comes to aid in decision making for business. These data-driven 

decisions may improve the quality of the entire business. The article [11], mentions 

that data visualization improves the understanding of data the public has by reducing 

its complexity as well enhancing its readability and perception. Data visualizations aid 

various individuals from the public who might be analyzing stock market forecasts 

which are visualized to marketing leads who may be studying the sales data. It 

enhances data perception by revealing hidden trends that support prediction and 

analysis. This increased perception can be used to model the data in a way that future 

data may be predicted approximately, and this ability is crucial for business to make 

decisions based on this data. Often, stakeholders of companies who make the 

important decisions in a company may not understand the data just by looking at it in 

its raw format. Thus, data visualizations help in ensuring that even individuals who 

are not directly involved with the raw data will understand the implications.  
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Based on [14], there are also some disadvantages to data visualizations that 

should be avoided in this project. Some of these disadvantages are improper 

visualization, incorrect conclusions, and inexact representation. 

Improper visualization can be briefly summarized as misrepresenting the data 

visually by either using the wrong techniques or using wrong scales for the data and 

visualization. These can be overcome by ensuring the individuals in charge of 

visualization, understand the data as well as have the required training in PowerBI to 

carry out the task.  

 Incorrect conclusions can be defined as viewers arriving to the wrong 

conclusion based of the visualization provided as visualized data can cause confusion 

if not explained properly. To tackle this issue, it is important to explain the aspects of 

the visualization clearly and ensure that the information displayed is relevant to the 

goals of the visualization.  

 Based on [14], it also states that data visualization may cause inexact 

representation which is the misrepresentation of numerical data. To combat this, it is 

vital to ensured that the visualization is labelled clearly to provide detailed 

information. Furthermore, on a technical level, it should be ensured that the numerical 

data is pre-processed effectively before visualizing it. 
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2.3 Previous Works on Smoke Detector Data for Machine Learning 
Model 

  

 Due to the nature of this project, there are not many sources that have 

researched this dataset that this project is heavily relies on. Thus, to serve as a 

benchmark to this study, especially when it comes to the data modelling aspect, the 

closest paper available will be used as a point of reference for the study as well as the 

results of the completed model.  

 The research paper that fits these criteria the best is the paper titled “Detection 

of Smoking in Indoor Environment Using Machine Learning” by Jae Hyuk Cho. This 

paper is identified as the best candidate for a point of reference due to the similarities 

of the purpose of the modelling as well as the similarities found in the dataset. While 

the dataset used is not the exact same many of the attributes used are very similar in 

the data used by the paper, as well as this project. The similar attributes are that of 

TVOC, CO2, PM2.5, Temperature and Humidity data as well. However, it should be 

noted that the data this project utilizes, also has PM data in other scales such as PM1.0 

  The primary purpose of [6] is to identify cigarette smoke emissions by 

detecting the typical gases (CO2, total volatile organic compounds, etc.) with the use 

of machine learning approach to classify the presence of cigarette smoke. It should be 

noted that the data used for the analysis and machine learning was collected via IoT 

sensors that collected the desired data. The data was collected by placing the relevant 

sensors (ICT-Particulate Matter Sensor (SPS 30), ICT-TVOC sensor (SVM30), etc.) 

into a smoking machine (BORGWALDT’s Smoking Machine RM200A2). The 
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mentioned sensors would record the data from the vaping chamber where to smoke is 

released.  

 When it comes to the machine learning aspect of [6], the paper specified that 

they have used Min-Max Scaler to pre-process the data. The justification for this 

decision is due to the possibility of abnormal values in the data due to the low 

reliability and high sensitivity of the IoT sensors. The paper suggests that these values 

should be eliminated and treated as an outlier.  

 As for the models used in [6], they have opted for 6 models using both 

supervised and unsupervised learning. These models are linear SVM, K-means 

clustering, PFCM (Possibilistic Fuzzy C-means), MLP (Multiplayer Perceptron) , 

KNN ( K-Nearest Neighbors), SVM RBF (Support Vector Machine Radial Basis 

Function). The paper also suggest that they have used Rectified Linear Unit (ReLu) as 

the activation function. 

 The table below shows the results and performance of the models used by the 

research in [6] 

 

Figure 2.4 Performance Metrics of Model from [6] 
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The table below shows the comparison of the performance of the models used by the 

research in [6]. 

 

Figure 2.5 Comparison of Performance Metrics of Model from [6] 

The graph below shows the ROC Curve of the MLP, Linear SVM and SVM RBF 

models from [6]. 

 

Figure 2.6 ROC Curve of several models from [6] 

 Based on the results from the models, the SVM RBF showed the most 

promising results out all of those that was tested.  
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As to how the research conducted in [6], relates to this research paper, there can be 

several vital similarities between these 2 studies that may aid us in the completion of 

this project. Firstly, while the dataset used by the research in [6] is not available for 

view, all the attributes listed in [6], are also part of the dataset of this project (as 

available to see in Chapter 4). The attributes mentioned in [6] are TVOC, CO2, 

Temperature, Humidity, PM1.0 and PM2.5. Thus, in terms of attributes 100% of the 

attributes found in [6], are part of the attributes in this project. As for the other 

attributes found in our dataset, that are not present in the data from [6], they will 

either be removed during pre-processing as they do not further the visualization or 

modelling purposes of this project, or their significance will be measured later on 

during pre-processing. 

 Furthermore, beyond similar attributes and scales, the data from [6] also faces 

a similar issue in their research when it comes to outlier data collected by the IoT 

sensor due to the low reliability and high sensitivity of the sensors. Thus, we may 

experiment on similar approaches used in [6] to treat its outliers and view its effects 

on our project. Moreover, the data used in [6] and this research project both are 

collected from IoT sensors, further proving similarities between both projects. 

Finally, an important similarity between both projects is the nature of the 

model which is a binary classification model. Where in [6], the purpose is to detect 

the presence of cigarette smoke based on the IoT data of the environment surrounding 

the smoke, in this research paper the purpose is to model and visualize the model that 

can binarily classify the presence of smoke from IoT smoke detector data. Both 

purposes while different in some areas, are quite similar in concept, especially when 
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we consider the similarity of the dataset and method of obtaining the data. Thus this is 

why this paper, was chosen as a point of reference and benchmark for this study. 
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CHAPTER 3 

System Model 
 

The processes of the project were categorized into different phases in the development, 

which were project pre-development, data exploration, data pre-processing, data 

analysis and visualization. 

 

3.1  Overview 

 Methodology is one of the most vital processes of conducting research as it 

serves as a guideline to research process. This chapter outlines the methodology I have 

conducted throughout this research. 
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3.2  Research Framework for  Data Visualization and Modelling 

3.2.1 Research Framework Flowchart 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.1 Research Framework 
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3.3 System Model for Data Visualization and Modelling 

3.3.1 Problem Statement and Definition  

  

 The primary step is to identify a problem statement and motivations that this 

project would like to attempt to tackle. In this case, this paper aims to solve 2 primary 

problems, which are to visualize data that is normally inaccessible so that it is easier 

to understand, and this project also aims to test whether environmental factor data 

related to smoke detectors are sufficient to help in classifying if a fire is present via a 

machine learning model(s). The success of the model will be evaluated in later 

sections. 

3.3.2 Data Collection 

 

 The data collection process is important as it involves getting the data that 

would be at the center of the project. The data collected should have its initial purpose 

clearly defined, as well as abiding by laws of copyright and intellectual property. The 

source of the data should also be reputable and be able to be tracked backed to its 

source. In the case of this project, the data was sourced from a Kaggle page that 

explains the content of the data and its purpose, which is to serve as a dataset for a 

machine learning project for binary classification and that the data was collected using 

IoT sensors (smoke detectors). 

3.3.3 Data Exploration 

 

 Data Exploration is carried out to understand the attributes of the dataset and the 

various interactions that are present in the dataset. From this, it is possible to know which 

attributes to prioritize when it comes to training the desired model. For this project, Point-
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Biserial Correlation is used to check the correlation between the attributes in the dataset and 

the target variable.  According to [10], Point-Biserial Correlation is appropriate for data where 

the data is mostly numerical continuous data while the target variable is a binary variable. 

This mirrors the situation of this project; thus, it was used to find out the correlation. 

3.3.4 Data Pre-processing 

 

 Before analysis and visualization can be done on the smoke detector dataset, 

an important step is pre-processing the dataset. Based on the article in [5], pre-

processing is an important step as it improves accuracy and reliability as well as the 

consistency of the dataset and consequently whatever the dataset is used for. Since by 

the end of this project, visualizations will be made for the general public’s use, these 

qualities are vital. The data pre-processing includes cleaning missing values as 

mentioned above as well as data transformation such as smoothing to remove noise 

from the dataset. Aggregation, discretization, and normalization techniques will be 

employed to make the data easier to work with for example in making specific 

columns of the dataset and combining them into bins to make them easier to read. The 

data pre-processing method will be carried out mainly via Python language in Google 

Colab to carry out statistical analysis on the data.  

Based on [5], it also states that pre-processing data for a machine learning 

project is important, especially in the early stages to ensure the data that is being used 

to train and subsequently test the model is reliable and accurate. In the case of this 

project, this will mostly entail dealing with the outliers, and the approach used will be 

heavily influenced by [6], due to the similarities of the dataset. 
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3.3.5 Choosing Suitable Model(s)  

 

Choosing the appropriate model for a machine learning model is a vital step as 

it must fit the purpose of the project, while also providing with acceptable results. 

Based on Figure 6 (The machine learning algorithms cheat sheet to find the 

appropriate algorithms) from [6]. Some of the models that are appropriate for this 

project (classification algorithm) are SVM, KNN, Naïve Bayes, Neural Network, and 

many other models. However, due to similar datasets and purposes of projects 

between this project and [6], the models used for this project will be like those used in 

[6]. 

3.3.6 Training Model(s) 

 

 Training the model(s) chosen is the primary step of any machine learning 

model. The pre-processed data will be split into a training and test set, each consisting 

of the input variables and the target variables. Training will be carried using the 

training data in various models and the performance of the models will be compared 

and discussed in later sections of this report. 

3.3.7 Evaluate Model(s) 

 

 After training the models for the project, the test data is used to evaluate the 

performance. Several evaluation metrics will be used including Confusion Matrix, 

ROC Curve, Precision, Recall, F1 Score, FPR and others. The best performing model 

will be decided based on the most desirable results and justification will be given 

based on the purposes of this project in later sections. 
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3.3.8 Parameter Tuning  

 

 Based on [7], there are various important reasons why parameter tuning is a 

vital part of the machine learning process. This is because hyperparameters have a 

noticeable impact on the performance, speed, and requirements of a model. Tweaking 

and adjusting the parameters such as batch sizes and learning rate may improve the 

overall performance of a given model. Thus, it is an essential part of this project to 

ensure the model is performing as good as possible. 

3.3.9 Data Visualization  

 

Data Visualization is a key part of the project as it is one of the final 

deliverables for this project in the form of a dashboard that is currently aimed to have 

at least 2 important visualizations that contain key information that may be useful the 

to the public.  For the visualization process, the software that will be heavily used will 

be PowerBI, this is due to its built in Python script editor that can help with the 

visualization process. 
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CHAPTER 4 

System Design 
 

4.1 Overview 

 

 This section will go through the model choosing, training, and testing process 

of this project. Models chosen will be discussed along with the parameters and 

justifications behind carry out the specifications of the modelling. The results of the 

models will be discussed and analyzed in further detail in upcoming chapters. 

4.2 Model(s) Selection 

 

 Three primary models will be chosen for this classification project, these 

models are Support Vector Machine model using the Radial Basis Function kernel, K-

Nearest Neighbors model, and MLP model. These models are chosen due to their 

success in the experiment in [6]. The reason we have chosen the models used in this 

paper are due to the similarities of objectives and data used in the research in [6] and 

this paper as well. 

4.2.1 SVM RBF Model 

 

  Based on [12], SVM with RBF kernel is suitable in classification tasks due to 

it being a powerful machine learning algorithm that utilizes non-linear and high 

dimensional data as well. This model works by mapping the input data into a high 

dimensional space where the classes can be separated by the hyperplane while RBF 
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kernel function is used to measure the similarity between the data into previously 

mentioned high dimensional feature space. The RBF kernel is defined as: 

   K (x, x’) = exp (- gamma || x – x’ ||2)  

 The gamma variable is a hyperparameter that determines the width of the 

kernel while the values in the ||.||  are used to calculate the Euclidian Distance between 

the points. The x and x’ are the data points. 

4.2.2 KNN Model 

 This model was chosen due to its impressive performance in the study in [6], 

being the second-best performing model in the study. Based on the study, they have 

employed KNN model using the input attributes as a vector and have set the value of 

k = 3, utilizing Euclidian Distance. However, one thing to note is that KNN model is 

incredibly sensitive to outliers and data imbalances [1], and since the data used in the 

project has persistent issues of large ranges between the data, even after pre-

processing to cap and floor the outliers, this may cause issues in the model’s training 

and testing results. 

4.2.3 MLP Model 

 Based on [6], their third best performing model is an Multilayer Perceptron 

(MLP). The model had performed respectably given their dataset and with the 

similarities between the datasets between this paper and [6], this model has been 

selected for the purpose of this project. As an introduction, MLP can be defined as a 

Feed-Forward Neural Network that is a generalized form of a Linear Model that takes 

several various steps before making decisions. Normally, datasets with average size 

and complexity would require only a single hidden layer. However, due to the high 
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complexity and size of the dataset used by this project, we would have to opt for more 

layers and neurons.  

4.3 Model(s) Training  

4.3.1 SVM RBF Model 

  The SVM model uses the SVC function that is available from the 

sklearn.svm library. There are many parameters that contribute to the effectiveness 

and accuracy of the model, but in this scenario, only 2 parameters will be adjusted. 

These hyperparameters are the kernel value which will be set to ‘rbf’ as that is the 

kernel function that is desired, and the C value which functions as the regularization 

value will be set to 10.0 as it produces the better results when compared to other 

values. 

4.3.2 KNN Model 

 

 The KNN model was trained using the pre-processed data from the previous 

phase of the model and an alternate dataframe that used the pre-processed data that 

was scaled suing StandardScaler function. This is due to the KNN model being 

sensitive to outliers and data imbalance [1], which this data has. However, the 2 

different versions of data used did not produce varying results (will be discussed in 

upcoming chapters).  For the parameters of the model, the only change that has been 

made is the number of neighbors. The other parameters such as weights, p (power) 

value, metrics value and others were tested but there were no changes to the results of 

the model. The only parameter that had changes to results was the number of 

neighbors which was set to the square root of the number of records in the data [8], 

which in this case the closest value is 250. However, one thing to note is that the 
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results of this model did not change much when n_neighbours values change from 3 

to 250+. The only changes that can be noticed is when the n_neighbours value was set 

very high (e.g 2500). Thus, it can be determined that there is an issue faced by this 

model when trying to train using the data, the possible reasonings and justifications 

will be studied and provided in the analysis of results section. 

4.3.3 MLP Model 

   

 The MLP model used for this project had several versions, and the final 

version will used the model that has better overall performance. The previous versions 

of the MLP model had some changes such as having larger number of neurons in each 

layer, having more layers, having larger/lower number of epochs for training, having 

larger/smaller values for learning rate and different batch sizes and shuffling training 

data and carrying out regularization techniques using Dropout() functions.  

 The final version of the MLP model had 2 hidden layers with the first layer 

having 64 neurons and the second layer having 32 neurons. The activation function 

used for the 2 hidden layers are ReLU and the activation function used for output 

layer was sigmoid function. ReLU was used as it helps the model to learn complex 

data better by introducing non-linearity. Sigmoid function was used due to its ability 

to translate the results into a probability value that is stored into the list y_pred. If the 

predicted value has a value greater than 0.5, it is listed as 1 and anything less than that 

is listed as 0 in the final predicted values list of y_pred_binary. The “Adam” 

(Adaptive Moment Estimation) function was used due to its ability to update the 

networks weights iteratively based on the training data and its effectiveness in 

handling sparse gradients [1]. The learning rate was set to 0.001 due to 
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experimentation with higher and lower learning rates providing worse results. The 

loss perimeter as set to ‘binary_crossentropy’ because of the purpose of this model 

being binary classification. Moreover, accuracy was used as the metrics as it is a 

simple and efficient way to view the correctness of a model. Furthermore, for the 

model fitting, 20 epoch was used as it provided better results than 10 epochs and 

larger number of epochs caused the accuracy to decrease and stay stagnant without 

any changes. Finally, the batch size used was 32.  
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CHAPTER 5 

Experiment Results 
 

5.1 Results of SVM RBF Model 

 The table below shows the evaluation metrics of the SVM Model that has been 

trained and tested using the pre-processed data as well as the parameters from the 

previous chapter.  

Evaluation Metrics Values 

Accuracy 0.8349 

Precision 0.8544 

Recall 0.8349 

F1 Score 0.8134 

Table 5.1 Tabulation of Results of SVM RBF Model 

 Based on the results of the model we can see that the SVM RBF Model has 

performed respectably well when we consider that the dataset used by this model is 

quite large and that SVM is not preferred for large datasets due to the high 

computational costs and worse performance [4] associated with training. The increase 

in computational costs can be seen with the training time for this model being 

approximately 1 minute + compared to the sub 1 minute time of the other models 

tested. 

 Based on Table 5.1, we can see that the SVM RBF model has an accuracy of 

83.49% which can be interpreted as having relatively high correctness is prediction of 

all classes. The 85.44% precision score of the model suggests that the model can 

accurately identify the positive classes correctly based of all positively classified 

results. Next, the recall score of 83.49% suggests that the model can effectively 

capture a big portion of the positive instances of the dataset. Recall score is a vital 

score in instances where it is important to identify positive cases accurately. Finally, 
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the F1 Score of 81.34 % indicates there is a good balance between the Precision and 

Recall metrics. Since the data used has an imbalance between the positive and 

negative target values, F1 Score is a vital score since it considers the negative and 

positive instances of the results. 

 

Figure 5.1 Confusion Matrix of SVM RBF Model 

We can see that based on Figure 5.1, that the SVM RBF Model has classified 

the actual positive values accurately, but it has many false positives (more than the 

True Negative Values predicted), suggesting that due to the inherit data imbalance of 

the data, the model is choosing the majority target value(positive) instead of 

predicting accurately. This may affect the integrity of the correctly predicted values in 

the Predicted Positive – Actual Positive Values as most of it may be classified as so 

due to the data imbalance. When it comes to the other values, the model has 

performed quite well as it boasts a high TPR (Recall) of 83.49% which is moderately 

good for minimizing false negatives which is important as this would mean less cases 

where the model predicts no fire when there is actually a fire. The SVM RBF model 

has a FPR of 55% which is quite high and is not desirable. 
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Figure 5.2 ROC Curve of the SVM RBF Model 

 The figure above shows the ROC Curve of the SVM RBF Model which is a 

visualization for tradeoff between the true positive rate and the false positive rate. 

Generally, a ROC Curve that lies closer to the top left and an AUC score that is high 

is desirable. The SVM RBF model shows a decent AUC Score of 0.72, however the 

curve displayed by the model, while good, still has a lot of room for improvement. 

 The AUC Score and ROC Curve should be compared to the other models to 

choose the best possible model for the purpose of this project. 
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5.2 Results of KNN Model 

 

Evaluation Metrics Values 

Accuracy 0.9973 

Precision 0.9973 

Recall 0.9973 

F1 Score 0.9973 

Table 5.2 Tabulation of Results of KNN Model 

 In a previous section (4.2.2), it is known that this model is sensitive to cases 

where the dataset has certain issues, in particular, data imbalances and outliers/large 

ranges in the data. Thus, it is expected that the KNN model will have some difficulties 

in the training phase of the model. Once again, it should be noted that the 

performance of the results did not change much even after changing the number of 

neighbours value by a large amount during different iterations of training as well as 

experimenting with different proportions of training and testing splits for the data. 

Based on table 5.2, we can notice that there is an abnormality in the results on 

the KNN Model. It produces the exact same results for all evaluation metrics of the 

model after testing the model with the testing data. Some may attribute these results 

as an overwhelming success in the terms of the model’s ability to classify the target 

variable. However, due to the inherit problems in the dataset caused by the high 

sensitivity of the equipment used to collect the data, the data contains a lot of noise, 

outliers, and imbalances that may affect the training effectiveness of the KNN model 

which is already sensitive to these issues. This pattern of extremely high scores 

permeates throughout the other evaluation metrics such as the Confusion Matrix and 

the ROC Curve. Thus, it would be safe to assume this model is not a suitable fit for 

the classification purpose of this project.  
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It should be noted that when performing k-cross validation the scores from the 

validation process also repeat the similar pattern of extremely high scores across all 

the folds, on multiple ranges of number of folds. The mean of the fold scores stay 

consistently at 99% with a low standard deviation of 0.0011 suggesting high 

consistency between all the folds. A point of note is that the values provided are for a 

split of 5 in the k-cross validation, but the scores and standard deviation do not change 

drastically with increased or decreased number of folds. 

 

Figure 5.3 Confusion Matrix of KNN Model 

 Based of the confusion matrix in figure 5.3, it is apparent again that the model 

is performing too well as the model has performed quite well as it boasts a high TPR 

(Recall) of 99.73% which is quite good for minimizing false negatives classifications 

by the model and an even better FPR of 0.22% which is too good. 
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Figure 5.4 ROC Curve of KNN Model 

 

 Based on the Figure 5.4, we can see that the KNN Model tested has produced 

a perfect ROC Curve with a perfect AUC Score of 1.00. An AUC score of 1.00 

indicates that the model can accurately classify all the test data provided to the 

corresponding target variable. However, due to the model’s sensitivity to outliers, 

imbalances, and noise, it would be safe to assume that this AUC Score is not reliable 

and that other models should be considered. 

5.3 Results of MLP Model 

 

Evaluation Metrics Values 

Accuracy at 20th EPOCH  0.9420 

Precision 0.9377 

Recall 0.9841 

F1 Score 0.9603 

Table 5.3 Tabulation of Results of KNN Model 

 Based on the table above we can see the results of the MLP (Multilayer 

Perceptron) model is quite good, especially with the inherit issues with the dataset as 

mentioned in other sections. However, one thing to note is that there is a degree of 
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variety in the results of the model. The results tabulated are the mean results of the 

model performance over 5 separate and isolated training and testing session The range 

of the results is around 90.4% ~ 95.2%. 

Based on the above table 5.3, we can see that the results obtained the 

evaluation metrics gained from MLP (Multilayer Perceptron) Model are quite high, 

with an accuracy of 94.2% at 20th Epoch of training, with the accuracy increasing 

overtime as each epoch passes with occasional dips and rises. After each epoch, the 

loss value decreases steadily. Furthermore, the precision score for the MLP Model is 

93.77% indicates that the model is effective in ensuring less false positive errors 

which is useful for the purpose for this project as it would mean less cases where the 

fire is detected when there is no fire, which may cause unnecessary issues in real life 

scenarios. The MLP Model has a recall score of 98.41 % which is quite high and 

suggests that the model can accurately capture a large majority of the positive 

instances in the dataset. Next, the model has a F1 Score of 96.03%, indicating a good 

balance between precision and recall 

 

Figure 5.5 Confusion Matrix for MLP Model 
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Based of the Figure 5.5, we can see that the precision and recall scores viewed in the 

Table 5.3 are reflected in the Confusion Matrix by the low number of false negatives 

and false positives. For the purpose of this project, the number of false negatives 

should be as low as possible within a well performing model as it would indicate less 

cases where a fire is classified as no fire based on the smoke detector dataset. In that 

regard, the MLP model has performed quite well as it boasts a high TPR (Recall) of 

98.41% which is quite good for minimizing false negatives. The MLP Model provides 

a FPR of 16.25% which while could be improved upon is still generally acceptable. 

Overall, the model performs its classification tasks quite well and still has some room 

for improvement in terms of reducing FPR even further. 

 

Figure 5.6 ROC Curve of MLP Model 

Based of the ROC Curve in Figure 5.6, it is apparent the model has performed 

quite well with an AUC Score of 0.91 indicating it can effectively distinguish between 

positive and negative instances. Furthermore, based of the curve that sits quite close 

to the top left corner of the plot, it indicates the model’s performance is quite good. 
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5.4 Comparison of Model Results 

  

 

Based on the tables 5.1, 5.2 and 5.3, we can conclude several interesting 

findings regarding the model performance of the SVM RBF model, KNN model 

and the MLP model. Firstly, we can deduce based on the results of the KNN 

model that the model is unfit for the purpose of this project due to the unreliable 

results and the model’s performance that is too good to be true, even with 

performing k-cross validation to prevent overfitting. A possible cause of this 

phenomenon is data leakage which refers to a scenario where the training set 

unintentionally contains information of the test set, causing the model to be 

trained on the validation set and the model memorising the outcome instead of 

truly learning from the data provided [13]. This issue can be overcome by finding 

new test data for this KNN model, that is not a part of the original dataset. Thus, at 

the current point of this project, it is recommended not to use the KNN Model. 

 The next deduction that can be made from the results of the models are 

the MLP model performs better than the SVM RBF model. The results of the 

SVM RBF model are acceptable however the MLP model outperforms it in almost 

all ways as we can see based on the evaluation metrics and confusion matrixes, 

especially when it comes to the MLP model’s higher TPR and lower FPR scores. 

The SVM RBF model has a slightly lesser number of false negative 

classifications, which is good, however it is a marginally larger number of false 

positives as can be seen by its higher FPR. Furthermore, the MLP model also 

boasts a better AUC Score (0.91) than the SVM RBF model’s AUC Score (0.72), 

indicating a model that performs a reasonable amount better. These findings that 
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out the models tested for this project that the MLP is the best performing model 

and relates back unto the research objectives set out for this project, being to train 

a model effectively using the environmental data surrounding the smoke detector. 

 Project Model Benchmark Model 

Accuracy 0.8349 0.9317 

Precision 0.8544 0.9895 

Recall  0.8349 0.8021 

F1 Score 0.8134 0.8860 

Table 5.4 Comparison of Results of SVM RBF Model between Project and Benchmark 

 

 Project Model Benchmark Model 

Accuracy 0.9973 0.9135 

Precision 0.9973 0.9891 

Recall  0.9973 0.7474 

F1 Score 0.9973 0.8511 

Table 5.5 Comparison of Results of KNN Model between Project and Benchmark 

 

 Project Model Benchmark Model 

Accuracy 0.9420 0.9105 

Precision 0.9377 0.9560 

Recall  0.9841 0.7650 

F1 Score 0.9603 0.8499 

Table 5.6 Comparison of Results of MLP Model between Project and Benchmark 

 

   

Inferior Performance Flawed/Issue 

Performance 

Better performance  

Table 5.7 Color Coded Meanings 

 When we relate back to [6], which serves as a point of reference to this 

project due to its similar dataset, purpose, data collection method, and models 

used, it can be observed that the MLP model trained in this project surpasses the 

performance of the MLP model trained in that research. This can be see clearly 
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based on Tables 5.4, 5.5 and 5.6 which show the clear comparison between the 

model performance in the benchmark model and this project. We can see that our 

models perform better (except for KNN model which has an issue that has been 

discussed) in most or at least some regards than the benchmark model as can be 

seen with the color coded comparisons.Furthermore, the MLP model also 

outperforms all the other models trained in [6]. The high scores of the MLP model 

are quite exemplary considering the characteristics of the dataset, that would make 

training a model difficult.  

 In conclusion, based of all the results from the model training, as well 

as the results from [6], it can be concluded that the MLP model trained has 

performed very well in classifying the presence of fire based of the smoke 

detector dataset.  
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5.5 Feature Importance for Visualization 

 

 

Figure 5.7 Feature Importance of MLP Model 

 

The graph above showcases the Feature Importance of each attribute of the MLP 

model that has been chosen for the purposes of this project, These attributes will be 

used as a basis for the upcoming visualizations of the model and the dataset in 

PowerBI. Due to the PM and NC attributes using similar data just in different scales, 

the paper will be using the common smallest scale for both attributes which are 

PM1.0 AND NC1.0. Furthermore, we will also be using the Humidity [%], 

Temperature [C] and TVOC [ppb] attributes for the upcoming visualizations. 

5.6 Visualization 

 

 The PowerBI visualization based of the model consists of 3 distinct parts that 

are visualized in the PowerBI file. These parts are the Dataset Summary, Distribution 

of Key Attributes, and the Model Information. The dataset summary page consists of 

several visualizations that highlight the nature of the datasets and some information that 

highlights the fundamentals of the dataset. These are a count of each output of the model, 

a correlation heatmap showcasing the correlation of important variables as outlined in 
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5.5, a table that functions as a header of the dataset, and a diagram showcasing each of 

the attributes that make up the dataset.  

 The next part, Distribution of Key Attributes, aims to show the viewers the 

distribution in the form of boxplots for the important attributes. This is due to the initial 

heavy presence of outliers in the original dataset. This visualization would show the 

new distribution of the dataset. 

 The next part, which is Model Information, serves to showcase information 

regarding the model performance. This is done via key visualizations such as ROC 

Curve, Precision-Recall Curve, a table that shows the evaluation metrics of the model, 

a pair plot of important variables and the predicted outputs as well as a confusion matrix. 

Something that should be noted is that due to limitations of PowerBI, it is unable to plot 

a confusion matrix in the traditional python way, thus to achieve this goal, the use of 

PowerBI cards were used with some advanced filtering to get the desired results. 
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CHAPTER 6 

Conclusion 
 

6.1 Summary of Project 

 

 In conclusion to this project, it can be determined that the pre-processed data 

from Project I, and the insights from the EDA conducted during the duration of the 

project has been a vital step in ensuring that the data (after undergoing refinements in 

pre-processing) is suitable for the machine learning aspect of the research paper. The 

models chosen for this project are based of the 3 best performing models from the 

benchmark paper, have proven to have interesting results in the outcomes of the 

experiments with this project’s MLP Model outperforming the benchmark’s MLP 

model after finetuning the hyperparameters of the model to ensure the best possible 

results. Furthermore, the data from the modelling phase has been showcased in the 

visualization aspect of the project in the PowerBI file, that summarizes the Dataset 

Summary, Distribution of Key Attributes, and the Model Performance. 

 

6.2 Future Work 

 

 The project has achieved good results overall, but improvements can be made 

to further improve the project in the future. Firstly, instead of using a pre-made 

dataset, it may be more useful to use a new dataset that is created specifically for the 

purpose of this project with the use of good quality sensors, equipment, and 

environment to ensure the data does not have issues such as outliers or imbalances, 

like this data used currently. 
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Furthermore, another improvement that can be made with more 

experimentation and time is to arrive at the MLP model that has a lesser number of 

False   Positives as while it is still a good performing model, the high number of False 

Positives remains its only flaw as of now.  A False positive in this case would mean 

that the model predicts there’s a fire when there is none.  In a practical scenario this 

would cause owners of a smoke detector inconvenience as it would falsely identify 

presence of fire. 

 Finally, the biggest enhancement that can be made with the project is to 

implement the model and its capabilities into small devices that may carry out its 

functions in predicting presence of fire based on environmental factors. Then, it 

would visualize its results into an app or dashboard to enable viewers to understand 

the data more easier which would strengthen all of our goals and objectives we have 

set out of this project
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