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ABSTRACT 

 

With over 70 million deaf people worldwide, sign languages serve as means of communication 

and connection within Deaf communities. However, limited accessibility of sign language 

education poses barriers to social inclusion and awareness. This project proposes developing 

an innovative mobile application for interactive sign language learning to benefit both Deaf 

individuals and hearing loss individuals globally. The app aims to deliver courses methodically 

from basic vocabulary to advanced grammar, diverse learning materials like video 

demonstrations, quizzes and exercises. A major innovation of this project involves integrating 

computer vision and machine learning for real-time sign recognition and feedback during 

signing exercises. Machine learning algorithms using MediaPipe and deep learning will 

analyse users' hand motions to provide corrections for improving technique. Overall, this 

project strives to transform sign language learning through assistive technologies. This mobile 

application aspires to deliver innovative tools empowering deaf and hearing loss individuals 

globally to connect across social barriers.  
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CHAPTER 1  INTRODUCTION 

1.1 Project Background 

 

Figure 1. 1 Projected number of disabling hearing loss (in millions) [1] 

 

According to the World Health Organization (WHO), about 5% of the global population 

experiences some form of hearing loss [2]. According to the [1], in 2019, around 430 million 

people suffered from disabling hearing loss. It is predicted that by 2050, this number would 

have risen to almost 711 million. Delays in language acquisition, difficulties learning to read 

and write, and feelings of isolation are only some of the negative consequences of untreated 

hearing loss. 

Using a wide variety of hand shapes, orientations, movements, facial emotions, and 

other body movements, sign languages constitute a highly advanced visual-spatial language. 

They emerge naturally wherever communities of deaf people exist. There are over 300 distinct 

sign languages used globally by Deaf communities [3]. These include American Sign Language 

(ASL) which is primarily used in the United States and parts of Canada as shown in Figure 1.2, 

British Sign Language (BSL) in the UK, Australian Sign Language (Auslan), French Sign 

Language (LSF), among many others. Sign languages are fully developed natural languages 

with their own distinctive grammars, syntax rules, and vocabularies independent of the spoken 

or written language of their country or region [3]. Sign languages allow people who are deaf 

or hard of hearing to fully engage in social interactions and access education and employment. 

The ability to communicate effectively in sign language is a crucial link to the hearing world.  
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The recent breakthroughs in computer vision and machine learning enable sign 

language learning apps to incorporate real-time gesture detection into the learning process. 

These apps can recognize the signs a user is making and give them immediate, automated 

feedback on how well they're doing. Static learning materials cannot provide this level of 

engagement and individual feedback. Because of its portability, connectivity, video recording, 

and embedded sensors, mobile technology opens up new avenues for studying sign language, 

improving the educational experience by automatically recognizing signs and providing 

feedback using machine learning and computer vision techniques. Google's Mediapipe is an 

example of an open-source framework for making multimodal applied machine learning 

pipelines [4]. It offers machine learning solutions that work across platforms and can be 

modified for live and streaming video. Mediapipe was used in studies for sign language 

detection and recognition such as hand pose estimation. Integrating Mediapipe into a sign 

language learning app could allow accurate hand tracking and sign classification to detect 

errors and provide real-time feedback to users. 

 

1.1.1 Sign Language Learning Mobile Application 

The Sign Language Learning Mobile Application aims to improve sign language 

learning by filling the current gap in sign language education. This is a solution that focuses on 

individuals, educators, and communities, in order to help them in various ways. 

This sign language learning application will provide universal access to quality sign 

language education, eliminating geographical and socioeconomic barriers [5]. Besides, it will 

offer a comprehensive curriculum, covering a wide range of sign language topics and 

proficiency levels, ensuring that users can progress at their own pace. Furthermore, the 

application will employ interactive lessons, quizzes, and exercises to make learning sign 

language engaging and effective. Most importantly, it will integrate real-time sign language 

recognition and feedback, providing users with precise guidance as they learn. 

Our main goal for this project is to ensure that learning sign language is not only 

accessible, but also enjoyable and beneficial for people of all abilities, ages, and backgrounds. 

This commitment shows a dedication to supporting different languages, improving 

communication, and creating a society that is more inclusive and understanding. 
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1.1.2 Sign Language Detection and Recognition 

The goal of sign language detection and recognition systems is to automatically analyse 

video input containing sign language and interpret the signed communication through various 

stages of processing. 

The first stage of sign language detection is hand and body detection. This involves 

locating the person signing in the video frame and isolating the hand and arm regions from the 

background using computer vision algorithms like background subtraction, skin color detection 

and segmentation [6]. This establishes the regions of interest for subsequent analysis. This is 

then followed by the second stage, feature extraction. low level visual and motion features are 

extracted from the segmented hand and arm regions in each video frame. Common features 

include pixel values, edge orientations, optical flow vectors representing handshape and 

movement, coordinate positions [6]. 

After feature extractions, classification is then carried out. Machine learning classifiers 

leverage the extracted spatial and temporal features to recognize individual signs and sign 

components. Techniques such as convolutional neural networks, hidden Markov models, 

dynamic time warping, and recurrent neural networks are often employed [7]. After this, 

language modelling is needed. At the whole sentence or phrase level, context-dependent 

language models are applied to recognized words, meanings and produce the most probable 

translation based on grammatical rules and constraints of the sign language. The final output 

of a sign language recognition system is the transcription of the signed sentence or phrase into 

the written text of the corresponding spoken or written language.  
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1.2 Problem Statement and Motivation 

Traditional methods of sign language instruction such as in-person classes or printed 

materials have several limitations that reduce their effectiveness. Classes require students to 

adhere to fixed schedules, which can be inflexible for learners with busy routines. Traveling 

to and from physical locations for each lesson also increases time commitment and costs. This 

passive format decreases learner engagement and motivation over time. Therefore, the 

motivation of this project is to enable more individuals to learn sign languages, by developing 

a mobile application that overcomes the limitations of traditional methods. 

Second, the existing sign language learning apps aim to solve some issues of traditional 

sign language learning formats such as in class teaching, however, real-time recognition with 

feedback are not provided. Without intelligent assessment through computer vision and 

machine learning, apps cannot analyze a learner's signing and provide targeted feedback by 

highlighting the exact keypoints, showing using the correct and incorrect keypoints through 

visual cues. This lack of personalized instruction and corrections reduces the effectiveness of 

practice sessions within apps. Thus, this problem motivates the development of system to 

integrate AI and computer vision techniques for real-time sign language detection and 

recognition, the app can dynamically evaluate users' signing techniques and automatically 

generate tailored feedback.  

Besides, the existing system are mostly one-size-fits-all, which fails to tailor learning to 

different user profiles [11, 12]. Providing the same core curriculum for all learners, whether 

children or adults, beginners or advanced students, may not suit each learner's unique needs, 

preexisting knowledge, and goals. Without personalized profiles, apps cannot deliver effective 

instruction customized for individual profiles. Thus, this situation motivates the development 

of a system that offers personalized learning paths based on individual user profiles.  

Moreover, the existing sign language apps and translators are often separated, making 

it inconvenient for users. Users often face the inconvenience of having to download a separate 

translator app to access translation functionalities, resulting in a fragmented user experience. 

Furthermore, most existing systems lack consideration for combining learning and translating 

for user to experience a more realistic conversation. This makes it harder for users to learn and 

communicate naturally. This problem motivates the development of a unified system that 

integrates sign language learning and translation functionalities, providing users with a natural 

communication experience. 
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1.3 Objectives 

(a) To develop an interactive sign language learning mobile application 

One objective is creating curriculum-based courses covering core language 

competencies needed for conversational fluency and cultural awareness for levels 

ranging from beginner to advanced. The learning materials and features support users 

in building an extensive sign vocabulary, mastering grammar principles, and gaining 

signing speed and accuracy.  

An important objective is incorporating video demonstrations covering a wide 

range of vocabulary signs, sentences, dialogs, and deaf cultural elements. Filming 

native signers performing accurate signing provides an immersive learning aid. The 

video library needs significant scale and diversity representing different signers. 

Incorporating interactive modules like quizzes, challenges, and conversational dialogue 

simulations engages users with active signing practice while providing assessment data 

to the adaptive learning algorithms. Gamification dynamics can further spur 

participation. Social sharing integration enables community motivation. 

Enabling self-directed practice at the learner's own pace and schedule without 

restrictions imposed by a fixed curriculum timeline or classroom availability is an 

objective fulfilled by the mobile platform. The portability of the system also enables 

usage during brief periods of free time, while implementing content chunking 

techniques supports and accelerates learning progress. 

Speech to sign translation is also included to enable users to learn a more 

realistic conversation, enhancing their overall communication abilities. 

 

(b) To develop a sign language learning mobile application that provides real time 

feedbacks to users 

An advanced objective is developing real-time sign recognition and assessment 

powered by state-of-the-art deep learning algorithms to analyse signing accuracy. This 

provides personalized feedback on hand shapes, motions, positioning and timing to 

improve performance. Significant research and development is needed to technically 

implement reliable on-device sign language modelling and classification. 
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1.4 Project Scope and Direction 

The first component of the project scope is to develop an educational mobile 

application for sign language learning. This entails designing and building a smartphone app 

on Android platforms to teach users sign language skills. It should have a polished user 

interface following platform guidelines and best practices. The development process must 

ensure the app is performant, secure, accessible, and stable.  

A core element of the project scope is including learning modules within the app 

covering vocabulary, grammar, sentence structures, conversational skills, and deaf culture for 

novice through advanced signers. These modules should be organized into coherent courses 

and lesson plans to methodically build skills. The learning materials will utilize video 

demonstrations of signs, quizzes to reinforce memorization, exercises to practice signing, and 

explanatory text, images, and graphics. The modules must accommodate different learning 

styles and allow self-directed learning at the student's own pace. 

A major portion of the learning content will comprise video demonstrations showing 

fluent signers performing signs, phrases, and conversations. The videos should demonstrate 

proper technique, speed, and expressions from multiple camera angles for clarity. High-quality 

video production principles maximize the educational value. A large diverse library of video 

content will allow learners to immersely watch and absorb sign languages in practice. The 

videos can also facilitate assessments by having learners replicate the signing. 

Interactive learning modules such as quizzes and exercises are another development 

priority. These activities reinforce memorization, validate comprehension, build physical 

signing capability, and apply skills. Quizzes help learners self-assess the retention of 

vocabulary. Physical exercises focus on correctly shaping and moving the hands through sign 

repetitions and imitation challenges.  

One core advantage of a mobile app is enabling self-paced study at any time or place 

free of commitments interfering with an independent pace. The app experience gives control 

over when and how long to engage in lessons. Breaking content into bite-sized chunks also 

facilitates a flexible learning pace. As a supplemental or primary learning tool, the app 

promotes mastery through self-directed, repetitive practice to develop muscle memory. 

Another key scope of the project is to implement personalized user profiles, 

accommodating learners at different proficiency levels, including beginners, intermediates, and 
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advanced users. Each profile will offer tailored learning paths, content recommendations, and 

progress tracking based on the user's demonstrated skills and learning goals. 

Another significant component of the project scope is the integration of a speech-to-

sign translator within the mobile application. This feature enables users to input spoken 

language and receive real-time translations into sign language. The translator should accurately 

interpret spoken words and phrases into appropriate signs. 

The final major scope component is sign language recognition and real-time 

feedback powered by computer vision and machine learning techniques. Recording video on 

the mobile device during signing practice allows AI algorithms to analyse the user's hand 

shapes, motions, and body positions to evaluate accuracy and provide corrections in real-time. 

Deep learning models can classify signs and break down nuances like improper finger positions. 

This creates an intuitive practice environment for learners to refine their skills. The 

computation should happen on-device to avoid privacy concerns of uploading video. State-of-

the-art algorithms are necessary for responsive assessments rather than just binary right or 

wrong feedback. 
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1.5  Contribution 

The mobile app developed for sign language learning contributes to both society and 

Android users. Firstly, by making sign language learning more accessible to a larger audience, 

it promotes inclusivity in society. This encourages more polite and meaningful relationships 

by improving communication and comprehension between individuals who use sign language 

and those who do not. The app's user-friendly design, interactive learning modules, and 

personalized paths cater to Android users of all skill levels, making sign language learning 

engaging and achievable. 

Using technologies like computer vision and machine learning, the app's real-time sign 

language recognition capability is one of its main features. With the use of this tool, users can 

get instant feedback on the correctness of their signing, which aids in skill improvement. This 

feature allows users to receive immediate feedback on their signing accuracy, helping them 

refine their skills effectively. Android users can practice sign language with confidence, 

knowing they're getting precise guidance, improving education, and making the app valuable 

for both individuals and society as a whole. 

 

1.6 Report Organization 

 

This report is organised into 7 chapters:  

Chapter 1 is the introduction to sign language learning mobile application. Sections included 

are project background, problem statement and motivation, objectives, project scope and 

motivation and contribution. Chapter 2 is regarding the literature reviews; review was made on 

both existing Sign language learning Application and previous work on sign language 

recognition. Chapter 3 includes the System Methodology and approach such as the general 

workflow procedure, system design diagram and project timeline. Chapter 4 is the System 

Design, including system flowchart, database design, system block diagram and the component 

specifications, as well as the system function. System implementation details such as software 

and hardware setup, system operations and system function implementation details were 

recorded in chapter 5. System Evaluation and discussion were made in Chapter 6. Lastly, 

chapter 7 includes the conclusion and recommendation of the project.
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CHAPTER 2  LITERATURE REVIEW 

2.1 Review of Existing Sign Language Learning Application 

2.1.1 Sign School 

 SignSchool is a mobile application designed to help users learn American Sign 

Language (ASL). The core functions of SignSchool are lessons, vocabulary, and signing 

sessions [10]. 

The lessons’ function is where users can progress through structured ASL lessons. 

Within the lessons, there are videos showing an instructor demonstrating the signs 

accompanied by written explanations and example sentences as in Figure 2.1. The lessons start 

with basic vocabulary like introductions and greetings, and progress to more complex grammar 

topics. Users can take lessons at their own pace, repeating material as needed. Once a lesson 

has been completed, users can review a summary of the key signs and concepts. This provides 

a comprehensive way for users to learn ASL from the fundamentals up in an organized, step-

by-step manner. 

 

Figure 2. 1 Video Demonstration with Written Explanations of SignSchool App [10] 

 

The topics function allows users to browse and study ASL signs based on desired topics 

as shown in Figure 2.2. Users can spend time learning new vocabulary related to any topic that 

interests them, such as Jobs, hobbies, Music and more. 
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Figure 2. 2 Desired Topics section of SignSchool App [10] 

 

Strengths 

SignSchool also has many strengths as an educational tool for people seeking to begin 

their ASL journey through self-guided means. One major advantage is the consistent reliance 

on high-quality video lessons throughout the entire learning process. For a primarily visual 

language like ASL, seeing fluent signers model handshapes, motions, facial expressions and 

placement is absolutely essential since those kinetic elements cannot be conveyed through still 

images or text alone.  

Based on [9], one of the greatest strengths of SignSchool is that it offers materials across 

a wide range of difficulty levels to suit learners of all experience levels and learning styles, 

this is shown in Figure 2.3. Users can start with basic foundational lessons introduced at a 

beginning ASL level and progress sequentially through intermediate and advanced content. 

Within each level, concepts are broken down into easy-to-understand mini lessons that 

gradually increase in complexity. This scaffolding approach allows learners to build confidence 

with low-risk early successes before advancing. But it also respects more seasoned students by 

providing robust material above introductory basics. With full courses from absolute novice to 
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fluent signer, the breadth of difficulties ensures long-term engagement as skills improve over 

time.  

 

Figure 2. 3 Difficulty level selection of SignSchool App [10] 

 

As in Figure 2.4, SignSchool amplifies engagement and long-term retention through a 

collection of online games and quizzes [9]. Formative assessments utilize interactive 

flashcards, pictured vocabulary drills, and sequenced story reconstructing exercises. Learners 

achieve flow states merging focus with enjoyment through puzzle solving, matching, 

interpreting errors to correct and cooperative challenges. The assessments draw on various 

learning styles beyond isolated cramming to maximize real comprehension. 
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Figure 2. 4 Interactive Quiz of SignSchool App [10] 

Limitations 

The first major limitation of SignSchool is that it focuses solely on video-based 

independent learning rather than offering any in-person instructional opportunities. While 

the video lessons and demonstrations are very high quality, there are certain language 

acquisition benefits that cannot be replicated through an app alone. For one, users do not get 

the opportunity for immediate feedback if they are signing something incorrectly. In a 

classroom setting, a teacher can observe a student's motions and facial expressions up close 

and provide guidance on the spot.  

According to [8], the second key limitation is that SignSchool is designed exclusively 

for learning American Sign Language rather than expanding its scope to include other signed 

languages from around the world. With deaf communities and signed languages existing all 

over the globe, limiting instruction to only ASL means SignSchool has a relatively narrow 

target audience and language learning goals. While exposure to Deaf culture aspects through 

ASL lessons is valuable, true language learners may be looking to immerse themselves in the 

cultural practices and perspectives associated with other signed tongues. In today's 

interconnected world where international travel and cultural exchange are increasingly 

common, having a more international approach could boost SignSchool's appeal and give it 

more broad utility. Expanding the platform to gradually incorporate other major signed 
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languages over time, such as British Sign Language, French Sign Language, or Asian signed 

forms would significantly enhance its value for multifaceted language enthusiasts. 

 

2.1.2 Lingvano 

The core function of Lingvano is to teach American Sign Language (ASL) through 

interactive video lessons [11]. The lessons are organized into few vocabulary modules that each 

focus on a different theme such as greetings, family, feelings, actions, and more. For each sign, 

the user sees the word in English text, and then a video of a native ASL signer demonstrating 

the sign. Figure 2.5 shows this function. 

 

Figure 2. 5 Video Demonstration Function of Lingvano App [11] 

Strengths 

One of the major strengths of Lingvano is that it supports learning multiple sign 

languages [8], not just American Sign Language. This allows users to choose the sign language 

that is most relevant for their needs and locale. Lessons, vocabulary, and communication tools 

are available for languages such as British Sign Language. The ability to learn the local sign 

language opens up opportunities to interact with the deaf community anywhere in the world. It 

also has the benefit of teaching signs that may align more closely with those used in other 

neighboring countries for an even broader audience. 
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According to [12], Lingvano takes an engaging, bite-sized approach to lessons 

through the use of short instructional video clips and included learning games (Figure 2.6). 

The videos are only a couple minutes long, making lessons easy to fit into a quick study session. 

This prevents sign language acquisition from feeling like a large tedious task. Games like 

matching signs to their written words or fingerspelled equivalents reinforce learning in a low-

pressure, fun way. They help keep users coming back to practice more. The concise, game-

based format maintains interest and encourages regular practice for faster skill building over 

time. 

 
Figure 2. 6 Learning Games of Lingvano App [11] 

 

One feature that supports ongoing learning is the dictionary of vocabulary as in Figure 

2.7 that can be instantly accessed [8]. Rather than limiting users only to memorizing predefined 

lesson lists, the sign language dictionary opens up independent discovery. It includes a database 

of searched terms that can be looked up using English keywords. This provides students and 

advanced learners a valuable resource for understanding signs encountered in real 

conversations.  
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Figure 2. 7 Dictionary of Vocabulary in Lingvano App [11] 

 

A new strength is that Lingvano provides realistic sign language dialogue as shown 

in Figure 2.8. Rather than isolated words, users can engage in natural conversations. This 

immerses users in authentic language immersion, more closely mimicking real-world 

interactions. It allows assessment and improvement of comprehensive conversational 

competence rather than just memorization. The simulated dialogues strengthen preparation for 

communicating with Deaf communities. 

 
Figure 2. 8 Realistic Sign Dialogue in Lingvano App [11] 
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Limitations 

One limitation of Lingvano compared to in-person instruction is the lack of real-time 

feedback during practice. When recording and comparing signing exercises, users do not 

receive immediate guidance, correction or reinforcement from a native signing teacher. They 

must self-assess their abilities, which is not always reliable. Without real time recognition and 

feedback, mistakes may solidify before receiving clarification later on. This could potentially 

slow the learning process. 

While basic functionality is free to access, advanced features that elevate the learning 

experience like grammar lessons and unlimited conversations require a monthly subscription. 

However, the costs may not be financially feasible for all users. For individuals and families 

operating on tight budgets, this could present a limitation. This creates a barrier preventing 

some motivated learners from achieving higher competency. 

 

2.1.3 Summary of existing system 

Table 2.1 summarises all the existing Sign Language Learning Mobile Application mentioned 

in the previous subsection in terms of strengths and limitations. 

Table 2. 1 Comparison table of Existing Application 

Application Strength  Limitations 

SignSchool - Use of video lessons 

- wide range of difficulty 

levels to suit learners of all 

experience levels 

- consists of interactive 

games and quizzes 

- lack of real-time feedback  

- exclusively for learning 

American Sign Language 

only 

Lingvano - multiple sign languages 

- bite-sized approach, 

reinforce learning in a low-

pressure 

- use of video clips 

- Lack of real-time feedback 

- require monthly 

subscription 
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- include interactive learning 

games 

- consist of dictionary of 

vocabulary 

- provides realistic sign 

language dialogue 
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2.2 Review of Previous work on Sign language Detection and 

Recognition 

2.2.1 Sign Language Detection and Recognition using MediaPipe and SVM  

The paper [13] proposes a methodology for real-time sign language recognition using 

MediaPipe, for hand tracking and machine learning algorithms, specifically SVM (Support 

Vector Machine), for classification. Generally, the architecture proposed in this paper is 

divided into 3 main stages as shown in Figure 2.9: 

 

Figure 2. 9 Proposed architecture to detect handgestures and predict sign language finger-

spellings 

 

I) Pre-processing of Images using MediaPipe 

MediaPipe provides pre-trained machine learning models for detecting and tracking 

human body parts including hands. It uses two models: Palm Detection Model and Landmark 

Model. This model accurately localizes 21 3D hand-knuckle coordinates for all fingers, palm 

and wrist points even when the hand is partially visible [4]. The palm and hand detection 

approach simplifies hand tracking compared to directly detecting hands from the full image. 

By first estimating palm regions which are less complex, it provides better context and reduces 

the need for extensive data augmentation like rotations and flipping. This allows the model to 

dedicate more power for accurate landmark localization. 
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The pre-trained palm and hand detection models are applied to the different sign 

language image datasets. The 21 landmark points output for each image is stored in CSV format 

indexed by the alphabet or number folder. According to [13], only the x,y coordinates are 

retained for training the machine learning model later.  

II) Data Cleaning and Normalization 

The x,y coordinates extracted from all the dataset images are collected into one CSV 

file. This file is processed using pandas library in python to remove any null entries. Null entries 

occur when the hand is not clearly detected in some blurry images. Removing these null values 

prevents bias during model training [14]. 

The entries are then normalized to rescale the values to fit the system. The cleaned data 

file is split into 80% for training and 20% for validation of the machine learning model. 

III) Prediction using Machine Learning (SVM) 

Predictive analysis is performed by training and evaluating different machine learning 

algorithms, the results are shown in Figure 2.10, SVM gave the highest average accuracy of 

99% for most sign language datasets, outperforming the other algorithms. Based on [13], some 

reasons why SVM is effective are that it performs well in high dimensional spaces and large 

training data scenarios. The kernel used in this paper is Radial Basis Function (RBF) which 

maps inputs to higher dimensions for better separability. SVM works well when there is a clear 

margin of separation between classes, which is applicable for the sign language gestures. Hence, 

SVM is used to classify the different sign language classes. 

 
Figure 2. 10 Average accuracy obtained using machine learning and deep learning 

algorithms. [13] 

Quantitative analysis of the model is done by evaluating performance metrics like 

accuracy, precision, recall, F1 score and confusion matrix. According to Figure 2.11, the 

maximum accuracy of 99.29% is obtained for the Indian sign language alphabet dataset while 
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the minimum accuracy is 96.22% on the Turkey sign language numbers dataset.

 

Figure 2. 11 Performance analysis using SVM algorithm on different datasets [13] 

 

Strengths 

The proposed method has several benefits and strengths. It is able to achieve 

remarkably high average accuracy of 99% across multiple sign language datasets, 

demonstrating the robustness of this method.  

Besides, the lightweight nature of the model enables easy deployment on smartphones, 

making the sign language recognition solution highly accessible. 

Additionally, the method does not require any extra hardware like sensors or data 

gloves, making the solution very convenient and low-cost. It has potential to be expanded to 

recognize dynamic sign language videos containing word and sentence sequences, beyond just 

static alphabet and number images. 

Limitations 

The current approach has some limitations that could be addressed. It is restricted to 

identifying static individual gestures in images rather than continuous sign language in video 

format.  

Performance may deteriorate when used in complex backgrounds and varying lighting 

conditions compared to a controlled setup.  

Furthermore, any addition of new gestures to the model requires a retraining process.  

 

2.2.2 Sign Language Detection and Recognition using CNN and RNN(LSTM) 

The paper [15] proposes a model using convolutional neural network (CNN) and 

recurrent neural network (RNN) for American Sign Language (ASL) recognition from video 
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sequences. The proposed model takes video sequences as input and extracts both temporal 

and spatial features. A CNN is used to extract spatial features from each frame, recognizing 

the gestures spatially. Then an RNN called LSTM is used to extract temporal features by 

learning the sequence of gestures over time from the CNN outputs. The combined model is 

trained and evaluated on a custom ASL dataset. The overall architecture of this method is 

shown in Figure 2.12 below. 

 

Figure 2. 12 High Level System Architecture 

 

Video frames are fed into an Inception CNN pre-trained on ImageNet to extract spatial 

features. Inception was chosen as it is widely regarded as one of the best image classifiers. For 

gesture detection, the paper [15] proposes two approaches using the CNN outputs - either using 

the predictions from the SoftMax layer, which produces a normalized probability distribution 

over predicted classes, or using the output of the global pooling layer, which aggregates feature 

maps and produces a fixed-length output vector per image. The global pooling layer allows for 

more detailed features to be extracted and analysed by the subsequent RNN compared to the 

SoftMax predictions. The feature sequences extracted from either the SoftMax or pooling layer 

are then fed to an LSTM RNN to model temporal dependencies and classify the gesture 

sequences. 

For gesture classification, the paper discusses using an LSTM RNN architecture to 

classify the gestures based on the sequence of frames. Since the input sequences need to be of 

fixed length, all frame sequences are trimmed to the same length. Based on [18, 19], a LSTM 

network is used due to its ability to capture long-term dependencies in sequence data compared 

to simpler RNNs. The LSTM is trained on the CNN outputs from either the softmax layer or 

global pooling layer. The model is evaluated with varying numbers of gestures in the dataset, 

showing the SoftMax layer approach achieving higher accuracy compared to using the global 

pooling layer outputs (Figure 2.13).  
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Figure 2. 13 Performance With Varying Sample Sizes. [15] 

 

The test set is doubled via augmentation to gather more predictions. Accuracy is 

reported over two variations of the same gesture. With 10-150 gestures, the softmax approach 

achieves 90-93% accuracy while the pooling approach shows lower 55-58% accuracy. 

Strengths 

The RNN captures temporal relationships well for video-based gesture recognition. 

Besides, applying transfer learning removes the need for very large training sets. The modular 

pipeline in this approach also allows tuning each component's architecture separately. 

Limitations 

 This proposed approach may suffer loss of accuracy due to the varying facial features 

and skin tones. The accuracy has dropped when tested with different skin tone that has not been 

trained on. Besides, the variation of clothing also affects the accuracy. 

 

2.2.3 Sign Language Detection and Recognition using MediaPipe and 

RNN(LSTM)  

The overall architecture of the proposed method in paper [17] is as shown in Figure 2.14 

involves using a webcam as input to capture video of a person signing. The video frames are 

fed into the MediaPipe framework to detect human pose landmarks and hand landmarks on 

each frame. These landmarks are pre-processed and formatted as sequences of frames. The 

sequences are then input to a recurrent neural network model with LSTM layers for classifying 

the sign language gestures. 
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Figure 2. 14 Architecture of proposed Sign Language using MediaPipe and LSTM 

 

The video frames from the webcam are fed into Google's MediaPipe framework for analysis. 

MediaPipe provides pre-trained machine learning models for detecting face, hand, and human 

pose landmarks in images or video streams [4]. The raw outputs from MediaPipe consist of 

large arrays of 3D (x,y,z) coordinates for each landmark point on the detected face, hands, and 

body. A series of preprocessing steps are applied to format these landmarks into sequential data 

for input into the  

The pre-processed landmark sequences are fed into a Recurrent Neural Network (RNN) 

to classify the sign language gestures. RNNs are a family of neural networks well-suited for 

modelling sequential data [17]. Specifically, a type of RNN called Long Short-Term Memory 

(LSTM) is used, which avoids some of the vanishing gradient problems of basic RNNs [16]. 

The authors stack multiple LSTM layers to create a deep network architecture. neural network 

model. The authors in [17] implement a 6-layer neural network comprised of 3 LSTM layers 

and 3 Dense layers. This combines the sequence modelling of the LSTM layers with the 

classification outputs of the Dense layers. The first 5 layers use the ReLU activation function. 

This introduces non-linearities without being as computationally intensive as deeper LSTM 

layers. The final Dense layer uses SoftMax activation to squashes the outputs into probability 

scores for each class to predict the sign label. The Adam optimization algorithm is used during 
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training to iteratively tune the weights and biases of the network to minimize classification 

errors. 

Strengths 

Achieves high accuracy for small vocabulary continuous sign recognition. Besieds, this 

method handles multiple signers with some robustness to variations. Furthermore, MediaPipe 

provides efficient landmark tracking as input. Lastly, this method conducts comprehensive 

evaluation with multiple rounds of training and testing. 

Limitations 

 When the number of signers increases, the detection accuracy will be affected. Besides, 

different light conditions were also tested, low-light condition will cause a decrease in accuracy. 

 

2.2.4 Sign Language Detection and Recognition using Mediapipe holistic and 

RNN(LSTM)  

The paper [18] proposes a vision-based real time Bangla sign language recognition 

system using MediaPipe Holistic and LSTM. The goal is to develop a system that can convert 

Bangla sign language gestures into text to facilitate communication between deaf-mute 

individuals and ordinary people. The proposed methodology is as shown in Figure 2.15 below. 

 

Figure 2. 15 Architecture of proposed Sign Language using MediaPipe Holistic and LSTM 

MediaPipe Holistic is used to detect pose landmarks and hand landmarks from image 

frames [18]. The output provides X, Y, Z coordinates for 33 pose keypoints and 21 hand 

keypoints per frame. This enables accurate tracking of body and hand motions in real-time and 

is used to extract frame-wise keypoint data for model training and real-time testing. 
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LSTM (Long Short-Term Memory) is a type of recurrent neural network well-suited 

for sequence data like video [19, 20, 21]. It maintains an internal memory state that gets updated 

based on new inputs. Besides, it also has mechanisms to remember long-term dependencies in 

the data. Thus, it is suitable to be used to train a model to recognize sequential hand gesture 

patterns. It will first classify each frame's keypoints into one of the 15 trained gesture classes. 

The results of this methodology has achieved a high accuracy, which is 99.97% for training 

data and 98.88% for test data. 

Strengths 

This approach has achieved a high accuracy over 98% training and test accuracy with 

the LSTM model. Besides, it maintains performance even on unseen test data. Furthermore, 

the real-time performance of this method helps to recognize gestures from live video feed with 

low latency. 

Limitations 

Small Dataset is used in this paper, a small dataset of only 22500 frames across 15 

classes is used. Thus, it is prone to overfitting on the limited data samples. More varied training 

data needed for generalizable performance. This model trained only on 15 common words and 

phrases. It cannot recognize the large vocabulary of a complete sign language. 

 

2.2.5 Summary of the Previous work on Sign language Detection and Recognition 

Table 2.2 summarises all the Previous work on Sign language Detection and 

Recognition mentioned in the previous subsection in terms of strengths and limitations. 

Table 2. 2 Comparison table of previous work 

Methods Strengths Limitations 

MediaPipe + SVM - high average accuracy 

- lightweight 

- does not require any extra 

hardware 

- restricted to identifying 

static individual gestures 

- performance affected by 

complex background and 

varying light conditions 

- new gestures require 

retraining 
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CNN + RNN(LSTM) - well suited for video-based 

gesture recognition 

- large training sets not 

needed 

- allows tuning each 

component’s architecture 

separately 

- may suffer loss of accuracy 

due to varying facial 

features and skin tones. 

 

MediaPipe + RNN(LSTM) - high accuracy for small 

continuous sign recognition 

- handles multiple signers 

with some robustness to 

variations. 

- MediaPipe provides 

efficient landmark tracking 

- when number of signers 

increases, detection 

accuracy will be affected. 

- do not perform well on 

low-light condition 

MediaPipe Holistic + 

RNN(LSTM) 

- High accuracy 

- maintains performance 

even on unseen test data 

- real-time performance to 

recognize gesture from live 

video with low latency 

- Small dataset used, prone 

to overfitting on the limited 

dataset 

- trained only on 15 

common words and phrases, 

cannot recognize large 

vocabulary 
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CHAPTER 3  SYSTEM METHODOLODY/ APPROACH 

3.1 Methodology and General Workflow Procedures 

This project will be divided into six phases, which include project pre-development, model 

training for sign language detection and recognition, app development, content development, 

testing and refinement, and lastly the completed system. Figure 3.1 shows the overall 

development phase of the project. 

 

Figure 3. 1 Overall Development Phase 

3.1.1 Project pre-development 

Extensive research will be done to study the current state of sign language detection 

technologies. This will include reviewing academic papers on techniques such as hand key 

point detection using mediaPipe and sign classification using deep learning models. Existing 

publicly available datasets like ASL, BSL will be analysed for their suitability and coverage. 

Competitive analysis of leading apps in the space will provide insights into gaps to address. 

Finally, project objectives will be defined along with technical requirements based on available 
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solutions and user needs. A project methodology is defined in this phase, which is the prototype 

methodology that is shown in Figure 3.2. 

 

Figure 3. 2 Prototype Methodology 

In this methodology, the problem and opportunity through research on sign language 

are defined in the planning phase. Besides, the project goals, scope and requirements are also 

defined. In the analysis phase, solutions brainstorming, and competitive analysis of existing 

applications are conducted to define the features and priorities of the system. As for the design 

phase, a low-fidelity paper prototype for key screen and flow will be produced to get feedback 

from target user, followed by the implementation phase to continuously test the prototypes with 

user and iterate. Next, in the system prototype phase, we will build vertical slices of the app to 

include key features such as quizzes and recognition demos. This will help to gather feedback 

on look, feel and core functionality. After being satisfied with the prototype, an implementation 

phase is conducted to develop a full-fledged module by connecting the modules and integrating 

MediaPipe for computer vision. This will be refined through continuous integration and testing. 

Lastly, the system will gradually develop completed features for users and continue to improve 

based on data and usability issues. 

 

3.1.2 Model Training 

MediaPipe provides pre-trained models that will be leveraged for hand and keypoint 

detection. MediaPipe is an open-source framework developed by Google that contains 

powerful computer vision and machine learning models to solve various problems in real-time. 

For this project, MediaPipe's hand detection and multi-hand tracking models will be used. 

These models have been trained on large datasets to accurately detect hands present in images 

or video frames and track 21 3D key points per hand including wrist, palm center and finger 
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joints as shown in Figure 3.3. Being pre-trained, these MediaPipe models can run very 

efficiently on device without much overhead of customized training. 

 

Figure 3. 3 Detected hands and associated 21 keypoints [19] 

The detected hands and associated 21 keypoints will form the foundational input for 

the sign language recognition models. These keypoints capture the critical positional 

information about hand shape and configuration which is essential to distinguish different signs 

as shown in Figure 3.4. For example, the bend of specific finger joints can completely change 

the meaning of a sign. Therefore, instead of just using raw image pixels, focusing the model 

on these abstracted keypoint coordinates allows it to learn more relevant patterns. This project's 

custom sign language datasets will contain thousands of images of individual signs annotated 

with the corresponding hand keypoint data. These datasets will be used to train robust machine 

learning models for mapping specific hand poses to distinct signs.  

 

Figure 3. 4 Example of Keypoints capture using MediaPipe [20] 

  

 After collecting the list of keypoints, the data will be normalized. Then a deep learning 

model is trained. After the model has been trained, we assess its performance using validation 

set to make sure it is capable of accurately recognise the sign languages. We evaluate its 
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precision, recall, accuracy and F1 score to evaluate how well the model can recognise the 

sign language. The final optimized models can then be deployed for real-time sign recognition 

on incoming MediaPipe keypoint data streams. 

  

3.1.3 App Development 

Professional UI/UX designers will design intuitive, accessible screens following brand 

guidelines. In this phase, we will focus on building essential features with appropriate caching 

and error handling. A modular architecture will ensure flexibility and scalability. MediaPipe 

will be integrated for on-device keypoint tracking. Machine learning models optimized in prior 

phase will be deployed for real-time sign recognition.  

 

3.1.4 Content Development 

Lessons will be a key part of the learning content. They will be developed to cover 

foundational signs, grammar structures and build core vocabulary categorized by topic area. 

Both videos and texts will be created so users can engage with the content in their preferred 

format. creating lessons for multiple sign languages, translations will need to be carefully 

vetted by relevant language communities. 

 

3.1.5 Testing and Refinement 

Testing will be crucial phase to delivering a high-quality user experience. During 

testing, emphasis will be placed on identifying and fixing bugs. Unit testing will evaluate 

individual features to verify they are functioning as intended before integration testing. 

Analytics will also be analysed to discover any confusing elements within the app.  
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3.2 System Design Diagram 

3.2.1 System Architecture Diagram 

Model-View-Controller (MVC) architecture as shown in Figure 3.5 is implemented for 

the sign language learning application, the Model consists of the SQLite database for local data 

storage and the TensorFlow Lite model for computer vision processing. The SQLite database 

manages user data, while the TensorFlow Lite model analyzes sign language gestures to 

provide real-time feedback. The View, constructed using XML layouts, handles the user 

interface, capturing video, and displaying feedback. The Controller, implemented in Java, acts 

as an intermediary, managing user input, communicating with the Model for data processing, 

and updating the View accordingly.  

 

Figure 3. 5 System Architecture Diagram 
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3.2.2 Use Case Diagram and Description 

Based on Figure 3.6, there is only one main actor in this system, which is the user, and a total 

of 7 main use cases. Users will be divided into 2 groups, which are new users and registered 

users. Firstly, the registered account use case will be required by new users, and the log in 

account use case will be required by registered users to access the other use cases. After signing 

in, the first use case of the system is the select speech-to-sign translator, where the user will 

translate their speech to text, and then view the video that corresponds to the text. Next, 

selecting real-time recognition is the second use case, where users will choose between their 

device’s gallery or front camera to recognize their hand sign, followed by the prediction of sign 

class and comparison with correct data to display and highlight the key points as feedback to 

users. Another use case is when users select an interactive quiz. Users will select their desired 

category and view the video demonstration displayed, then users will select their answer and 

check the result. As for the use case where users select a learning module, users will also select 

a category and view the displayed video demonstration. Users may choose to try the real-time 

signing test where their key points will be compared and displayed on screen, and results will 

be calculated. The last use case is where users select user profile to view their personal 

information. Users may also enter new details to update their profile or select view progress to 

view their learning progress.  
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Figure 3. 6 Use Case Diagram 
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3.2.3 Activity Diagram 

Sign In and Sign Up 

Figure 3.7 shows the activity diagram of the sign in and sign up page. User will enter their 

username and password in the sign in page, and the system will retrieve the particular 

information from the database for verification. If the username and password match, user will 

be redirected to the main page. In the sign in page, user may also choose to proceed to the sign 

up page, where they will enter their username and password to be saved into the database as a 

new account.  

 
 

Figure 3. 7 Sign in and Sign Up Activity Diagram 
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User Profile 

Figure 3.8 shows the activity diagram of the user profile. When users enter this page, 

the system will first retrieve the previously saved information and display it on the screen. If 

user wish to modify any of the information, they may enter it and press the update button so 

that the system will update the database. 

 
 

Figure 3. 8 User Profile Activity Diagram 
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Learning Modules 

 When users enter the learning page, they are required to select a desired category, then 

the related data will be retrieved. Video will be displayed automatically for each module. When 

users reaches the last video of the category, the end button will be selected, and they will be 

redirected back to the learning page.  

 
 

Figure 3. 9 Learning modules activity diagram 
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Quiz 

 In the quiz module page, users will select a category, and the system will retrieve the 

related data, including 3 other incorrect answers that are selected randomly. The video with 4 

choices will be shown on the screen. If users select the correct answer, the buttons will turn 

green and they may proceed to the next screen. If user selects the incorrect answer, the buttons 

will turn red, and user may reselect their choice.  

 

Figure 3. 10 Quiz module activity diagram 
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Real-time Recognition 

 When users enter the real-time recognition page, they may choose camera or gallery for 

the recognition. If camera is chosen, the system will turn on the camera, and user may show 

their hand gestures in front of the camera. If gallery was chosen, user may select an image from 

their gallery. Then, the key points from each frame will be retrieved and a prediction of the 

class will be made using the deep learning model. The predicted class will be displayed. Based 

on the predicted class, each key point will be compared to the one in the correct key points of 

the particular class. If the key point matches, green key point will be displayed, while red key 

point will be displayed if it does not match.  

 

Figure 3. 11 Real-time recognition page activity diagram 
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Speech-to-Sign Translator 

 When user enters the Speech-to-Sign Translator page, they may select the “Speak” 

button to start their speech. The system will then utilize the Android SDK Speech Recognition 

API to recognize speech and translate speech to text. Using the text translated, the system will 

retrieve the corresponding video demonstration and display it to user. User may replay, pause, 

rewind or fast forward the video. 

 
Figure 3. 12 Speech to Sign Activity Diagram 
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3.3 Project Timeline 

 

Figure 3. 13 Project Timeline 
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CHAPTER 4  System Design 

4.1 System Flowchart 

 
Figure 4. 1 System Flowchart 
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4.2 Database Design 

Table: UserInfo 

Table 4. 1 Database Design (UserInfo table) 

Column Name Data 

Type 

Constraints Description Example value 

ID Integer Primary key, 

Autoincrement 

Unique 

identifier 

1 

USERNAME Text Not Null Username 

of the user 

Alexis_lee 

PASSWORD Text Not Null User's 

password 

12345 

EMAIL Text - Email 

address of 

the user 

alexis@gmail.com 

NAME Text - User's name Alexis Lee 

DOB Text - User's date 

of birth 

2002-09-21 

AGE Integer - User's age 22 

LEVEL Text - User's level Intermediate 

COMPLETED_MODULES Integer Default 1 Number of 

completed 

modules 

3 

COMPLETED_QIUZZES Integer Default 1 Number of 

completed 

quizzes 

5 
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4.3 System Block Diagram 

 Figure 4.2 shows the system block diagram of the system. This high-level overview of 

the system architecture represents the key components of the system and their interactions with 

the system. In this system, there are 6 main components: Sign in and sign up, Learning Module, 

Quiz, Real-time static recognition, speech-to-sign and user profile section. The overview, data 

flow and key interactions of each component will be discussed in chapter 4.4. 

 

 
Figure 4. 2 System Block Diagram 
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4.4 System Component Specifications 

 

Sign Up Screen 

Purpose: 

To allow new users to create an account in the application. Upon successful registration, the 

system will redirect user to sign in page. 

Dependencies: 

Depends on database system to store new user account information. 

Depends on navigation component to move users to the sign in page after successful 

registration. 

 

 

Sign In Screen 

Purpose: 

To allow registered users to log in to the application using their credentials. Upon successful 

log in, system will redirect users to Home Page. 

Dependencies: 

Depends on database system for user authentication. 

Depends on navigation component to move users to the main page after successful login. 
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Home Page 

Purpose: 

To provide a welcoming interface for users upon log in and to facilitate the navigation to the 

main functions of the system, including learning modules, quizzes, user profile management, 

real-time recognition, and speech-to-sign translation.  

Dependencies: 

Depends on navigation component to handle the transition between the Home Page and other 

sections of the app. 

 

 

Learning Modules 

Purpose: 

To allow users to access video demonstrations of hand signs in unlocked categories. Users can 

interact with the video player to control video playback. 

Dependencies: 

Depends on video player component and library to enable video playback and control 

functionalities. 
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Dynamic Signing Test 

Purpose: 

To allow users to assess their signing accuracy by comparing their hand key points with correct 

data, providing feedback through color-coded points (green for correct, red for incorrect) and 

display test results upon completion. Passed test will be redirected back to the Learning Module 

page. 

Dependencies: 

Depends on the functionality provided by the MediaPipe library for accurate hand key point 

detection. 

Depends on the device's camera API to capture real-time video input.  

 

 

Quiz Section 

Purpose: 

To allow users to assess their knowledge and understanding of sign language signs by 

presenting them with quiz questions related to unlocked categories. Users can choose their 

answers and receive immediate feedback on their selections. Upon selecting the correct answer, 

users can proceed to the next quiz question or unlock new categories based on their progress. 

Dependencies: 

Depends on video player component and library to enable video playback and control 

functionalities. 
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Real-time Static Sign Recognition 

Purpose: 

The purpose of the Real-time Static Recognition component is to enable users to recognize sign 

language signs either through live camera input or by selecting videos or images from the 

gallery. The system will use MediaPipe for hand key point extraction, feed the extracted key 

points into the recognition model, generate a predicted sign class, compare the user's key points 

with correct data, and provide feedback through color-coded points (green for correct, red for 

incorrect). 

Dependencies: 

Depends on the functionality provided by the MediaPipe library for accurate hand key point 

detection. 

Depends on the recognition model to predict the sign class. 

Depends on the device's camera API to capture real-time video input.  

 

 

Speech-to-Sign Section 

Purpose: 

The purpose of the Speech to Sign Translator component is to enable users to convert spoken 

language into sign language for improved accessibility. It utilizes the Android SDK Speech 

Recognition API to convert speech to text and then displays the corresponding sign language 

video based on the recognized text. 

Dependencies: 

Depends on the functionality provided by the Android SDK Speech Recognition API for 

speech to text conversion. 

 

  



CHAPTER 4 

48 
Bachelor of Computer Science (Honours)  

Faculty of Information and Communication Technology (Kampar Campus), UTAR 

 

User Profile Section 

Purpose: 

The purpose of the User profile component is to enable users to allow users to view and update 

their profile information within the application. Users may also view their learning progress in 

this page. It provides a user-friendly interface for users to manage their personal details easily. 

Dependencies: 

Depends on the SQLite database to store, retrieve, and update user information securely. 
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4.5 System Function 

The detailed function implementation will be discussed in chapter 5.6 based on the system 

function below:  

Table 4. 2 System Function Table 

Function 

ID 

Functions Description 

F001 Sign Up To register new account. 

F002 Login To verify user authentication before accessing the 

system using username and password 

F003 Edit User Profile To update user personal information 

F004 View Progress To track user completed learning and quiz modules 

F005 Learning Module To view and display video demonstration of sign 

based on categories. 

F006 Dynamic Signing Test 

(front camera) 

To detect and compare user’s real-time signing using 

device front camera, providing feedback by 

highlighting correct and incorrect points, as well as 

final results of user signing test. 

F007 Dynamic Signing Test 

(gallery) 

To detect and compare user’s signing using videos 

selected from device gallery, providing feedback by 

highlighting correct and incorrect points, as well as 

final results of user signing test. 

F008 Quiz Module To test user understanding of Learning Module using 

interactive User Interface 

F009 Speech to Sign 

Translation 

To translate user speech into video of sign that 

correspond to the speech recognized 

F010 Real time static 

recognition n feedback 

(front camera) 

To detect, recognize and compare user’s real-time 

signing using device front camera, providing 

feedback by highlighting correct and incorrect 

points, as well as final results of user signing test. 

F011 Real time static 

recognition n feedback 

(Gallery) 

To detect, recognize and compare user’s signing 

using videos selected from device gallery, providing 

feedback by highlighting correct and incorrect 

points, as well as final results of user signing test. 
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CHAPTER 5  SYSTEM IMPLEMENTATION 

5.1 Tools to Use 

5.1.1 Hardware Specification 

The hardware involved in this project is a computer and an android mobile device. The 

computer is used to develop the mobile application, which involves the machine learning and 

deep learning part for the functions in the application, especially the sign language detection 

and recognition function. As for the mobile device, it will be used for testing, to make sure that 

the user interface and functionalities defined are achieved in a real-world environment. Table 

5.1 and 5.2 shows the specifications of the devices.  

Table 5. 1 Specifications of computer 

Description Specifications 

Model Lenovo IdeaPad S340 

Processor Intel(R) Core (TM) i3-1005G1 

Operating System Windows 11 

Graphic Intel(R) UHD Graphics 

Memory 8GB DDR4 RAM  

Storage 256 SSD + 1TB HDD  

 

 

Table 5. 2 Specifications of Mobile device 

Description Specifications 

Model Galaxy S23 Ultra  

Processor Octa-core (1x3.36 GHz Cortex-X3 & 

2x2.8 GHz Cortex-A715 & 2x2.8 GHz 

Cortex-A710 & 3x2.0 GHz Cortex-

A510) 

Operating System Android 13, One UI 5.1 

Graphic Adreno 740 

Camera Front Camera: 12 MP 

RAM 12GB  

Storage 512 GB  
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5.1.2 Software Specifications  

The following software is needed to complete this project: 

 

I. Integrated Development Environment (IDE) – Android studio 

Android Studio will be the primary IDE for this project due to its powerful and integrated 

development features optimized specifically for building Android apps. It handles all aspects 

of the development cycle from the initial project setup to publishing releases. Developers can 

easily configure new projects with basic app scaffolding through Android Studio's unified UI. 

The IDE's built-in emulator simulator tests apps across different devices and resolutions 

without needing real hardware. Android Studio provides a fully featured environment that 

simplifies and enhances every aspect of creating high-quality Android apps for this project.  

 

II. MediaPipe 

Mediapipe is a framework built by Google for building multimodal applications. It provides 

solutions for hand and body tracking using machine learning. Some useful Mediapipe solutions 

in this project are the hands solution for detecting and tracking hands and fingertips in real-

time. 

 

III. Programming Languages  

The primary programming language used will be Java due to its long-standing use in Android 

development, robust features and cross-platform capabilities. Java allows building complex 

logic, algorithms and integrating machine learning models. It will power the core app functions, 

backend server development and data processing tasks. Besides, Kotlin will also be used for 

the real-time recognition part due to its seamless integration with the existing Java code.  

 

IV. Database Management System  

For the database, SQlite will be used to store user information. SQlite is a lightweight and 

embedded database system that provides simplicity and efficiency for mobile application 

development. 
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V. Android SDK Speech Recognition API 

Android devices come with a built-in speech recognition engine that performs the actual 

conversion of spoken words into text. This engine uses language models and algorithms to 

process audio input and generate text output. Some devices and Android versions support 

offline speech recognition, allowing recognition to occur locally on the device without an 

internet connection.  

 

VI. Jupyter Notebook 

Jupyter Notebook is a tool widely used for developing, training, and documenting machine 

learning models like sign language recognition models. Jupyter Notebook act as an interactive 

computing environment for training the sign language recognition model and then exporting it 

as a TensorFlow Lite (TFLite) model. 
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5.2 Hardware Setup 

Before running the android project in actual device, some setup should be done to turn on 

developer option in the device. 

 Firstly, in the device’s “Settings”, select the “About Phone”. Then, select “Software 

Information” as shown in Figure 5.1. 

 

Figure 5. 1 Device Setup (1) 
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Next, tap on the “Build Number” for 7 times to turn on developer options (Figure 5.2) 

 

Figure 5. 2 Device Setup (2) 

 

 After turning on the “Developer Options”, turn on the USB debugging as shown in 

Figure 5.3, then connect the PC to the device using USB cable.  

 

Figure 5. 3 Device Setup (3) 
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5.3 Software Setup 

Before developing the sign language learning mobile application, there are two software 

needed to be installed and downloaded in my laptop: 

1. Android Studio Giraffe 2022.3.1 

2. Jupyter Notebook (to run the deep learning model and export it as tflite file) 

 

Android studio Setup 

Firstly, to start a new project, the “Empty View Activity” was selected as shown in Figure 5.4. 

 

Figure 5. 4 Empty view activity 

 

 Then, the language is set to Java and the minimum SDK to run this application is API 

24 (“Nougat”), android 7.0 (Figure 5.5). 
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Figure 5. 5 Activity configurations 

 

 To run the project in a virtual android device, the hardware name 5.1’’ WVGA was 

selected the system with API level 24 was chosen. (Figure 5.6 and Figure 5.7). 

 

Figure 5. 6 Virtual Hardware configuration (1) 
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Figure 5. 7 Virtual Hardware configuration (2) 
 

 To run the project on an actual device, proceed to the physical section in the device 

manager, then turn on the phone settings, turn on developer mode and allow USB debugging 

from the computer as shown in Figure 5.8 

 

Figure 5. 8 Actual device configurations 
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5.4 System Requirements 

5.4.1 Functional 

Sign up: 

1. Users should be able to register an account. 

 

Log in: 

1. Users should be able to login to the application using valid username and password. 

 

Main Page: 

1. Users should be able to view their username and level. 

2. Users should be able to view bottom navigation bar. 

3. Users should be able to enter Learning Module Page. 

4. Users should be able to enter Quiz Page. 

5. Users should be able to enter Real-time Recognition Page. 

6. Users should be able to enter Speech-to-Sign Translation Page. 

 

Learning Module Page (Video Demonstration): 

1. Users should be able to view their unlocked categories. 

2. Users should be able to select a category. 

3. Users should be able to view video demonstrations of each sign in the chosen category. 

4. Users should be able to pause the video. 

5. Users should be able to replay the video. 

6. Users should be able to rewind the video. 

7. Users should be able to fast forward the video. 
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8. Users should be able to select and view next video. 

9. Users should be able to unlock new category. 

 

Learning Module Page (Real-time Signing Test): 

1. Users should be able to view the front camera of their device. 

2. Users should be able to choose to select video from Gallery. 

3. Users should be able to view the key points of their hand highlighted in Red or Green. 

4. Users should be able view a sample of correct key points on the screen. 

5. Users should be able to view their results at the end of the signing test. 

6. Users should be able to retry the signing test. 

7. Users should be able to proceed to the next sign. 

 

Quiz Page: 

 1. Users should be able to view their unlocked categories. 

2. Users should be able to select a category. 

3. Users should be able to view video demonstrations of each sign in the chosen category. 

4. Users should be able to pause the video. 

5. Users should be able to replay the video. 

6. Users should be able to rewind the video. 

7. Users should be able to fast forward the video. 

8. Users should be able to view 4 random options under the video demonstration. 

9. Users should be able to choose their answer. 

10. Users should be able to see the answer in Red or Green. 

11. Users should be able to select and view next quiz. 
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12. Users should be able to unlock new category. 

 

Real-time Recognition Page (Static Sign Recognition): 

1. Users should be able to view the front camera of their device. 

2. Users should be able to choose to select video or image from Gallery. 

3. Users should be able to view the key points of their hand highlighted in Red or Green. 

4. Users should be able view a sample of correct key points on the screen. 

5. Users should be able to view the predicted class of their sign. 

6. Users should be able to view the inference time of each frame. 

7. Users should be able to select the number of hands to be detected. 

 

Speech-to-Sign Translation Page: 

1. Users should be able to select the speak button to start speaking. 

2. Users should be able to view the recognized speech in text. 

3. Users should be able to view the video that corresponds to the text. 

4. Users should be able to pause the video. 

5. Users should be able to replay the video. 

6. Users should be able to rewind the video. 

7. Users should be able to fast forward the video. 

 

User Profile Page: 

1. Users should be able to view their pre-existing information. 

2. Users should be able to update their latest information. 

3. Users should be able to view their learning progress. 
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5.4.1 Non-Functional 

Performance: 

1. System should be able to respond to user actions within acceptable time limits. 

2. System should be able to predict the class of the detected hand sign accurately and effectively. 

 

Reliability: 

1. System should be able to provide effective error handling to handle unexpected situations. 

2. System should be able to provide meaningful error messages to users. 

3. System should be able to run smoothly. 

 

Security: 

1. System should be able to ensure that only authorized users can access the system. 

 

Usability: 

1. System should be able to ensure that the user interface is intuitive, easy to navigate and 

visually appealing. 

 

Integration and Compatibility: 

1. System should be able to integrate seamlessly with external APIs for functionality. 

2. System should be compatible with various devices to ensure wide user reach.  
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5.5 System Operation 

5.5.1 Sign-In and Sign-Up User Interface 

Figure 5.9 shows the application splash screen when user starts the application. Then a 

sign in page will be displayed for user to enter their username and password. After pressing on 

the sign in button, the username and password will be verified and redirected to the main page. 

User may also choose to proceed to sign up page. 

 

Figure 5. 9 Splash Screen and Sign in Screen 
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In the sign-up page as shown in Figure 5.10, user may enter their username and 

password for the new account. User should also choose their proficiency level, default level is 

set to “Beginner”. 

 

Figure 5. 10 Sign Up Page 
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5.5.2 Home Page User Interface 

For the main page (Figure 5.11), there will be 5 main choices which is the learning 

modules, quizzes, real-time recognition, user profile and speech-to-sign translator. User may 

also navigate to these pages using the bottom navigation bar. 

 

Figure 5. 11 Home Page 
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5.5.3 Learning Module (Basic Learning) User Interface 

 In the sign-up page, each user was initialized with a proficiency level, according to the 

level retrieved from database, user will have different number of modules unlocked initially as 

shown in Figure 5.12. Initially, Beginner level will have only the first module unlocked, while 

intermediate level will be able to unlock the first three modules, and Advanced level will have 

the first six modules unlock (Figure 5.12).  

 

Figure 5. 12 Initial Learning Module Page 
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When users select a module, a demonstration video will be shown, users are allowed to 

pause, replay, fast forward or rewind the video. If users wish to proceed to the next sign, they 

may select the next button. When users reach the end of the module, End button will be 

displayed.  

 

Figure 5. 13 Video Demonstration 
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 When users complete the last unlocked module, a new module will be unlocked (Figure 

5.14). The system will update the database with the latest progress of users. 

 

Figure 5. 14 Unlock Learning Module 
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5.5.4 Learning Module (Hand Sign Detection) User Interface 

 In the Learning Module, a hand sign detection and feedback function can be accessed 

by selecting the “Try Signing” button. When “Try Signing” button was selected, the system 

will turn on the front camera of the device as shown in Figure 5.15. 

 

Figure 5. 15 Hand Sign Detection and Feedback 
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When hand was detected, the system will start to retrieve each key points of the hand 

detected in each frame using Mediapipe. The generated key points will then be used to compare 

with the corresponding data to calculate the accuracy. Key points highlighted in green color 

are correct, while those highlighted in red are incorrect. After completing the sign, the result 

will be calculated using the result of all frames (dynamic sign requires a series of movement, 

total number of frames may vary). A threshold of 50.00 was set, if users achieved a result 

greater than the threshold, “Next” button will be displayed to proceed to the next sign. Users 

may also choose to retry the same sign. Figure 5.16 shows an example of a passing test. 

 
Figure 5. 16 Dynamic Sign Detection and Comparison (1) 
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 When users fail to achieve 50 marks, only retry button will be displayed, users must 

retry the same sign until they pass the test. Figure 5.17 shows a fail test, red points represent 

the incorrect points. 

 
Figure 5. 17 Dynamic Sign Detection and Comparison (2) 
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Besides using front camera to detect the sign, users may also choose the “Gallery” 

option on top (Figure 5.18). The system will then access the gallery, and users may choose to 

upload a file for detection and test.  

 

Figure 5. 18 Detection of sign from Gallery 
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5.5.5 Real time Sign Recognition and Feedback User Interface 

 In this module, static sign such as alphabets will be recognized using deep learning 

model. The system will receive each frame, when hand was detected in the frame, key points 

of the hands will be extracted using Mediapipe, following by preprocessing of these data before 

acting as an input of the recognition model. The predicted class from the recognition model 

will be displayed, along with the predicted left or right hand. Then, based on the predicted 

class, a comparison will be made between user’s sign and the corresponding data. A threshold 

is set, if the point differs from the correct data, the point will be highlighted in Red, else, correct 

point will be highlighted in Green. Besides, a demonstration of the correct sign will also be 

displayed as a reference for users (Figure 5.19).  

 

Figure 5. 19 Sign Recognition and Feedback 
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 The recognition module allows users to recognise a maximum of 2 hands in each frame. 

As shown in Figure 5.20, both hands with different predicted class will be displayed, along 

with the left or right hand). If users wish to recognise only one hand, they may select the minus 

button. Figure 5.20 shows the scenario when users select single hand recognition, only the first 

hand detected in the frame will be recognised.  

 

Figure 5. 20 Single hand recognition 
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 User may also choose to recognise images or videos from Gallery as shown in Figure 

5.21. 

 

Figure 5. 21 Recognition from Gallery 
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5.5.6 Speech-to-Sign Language Translator Interface 

 In the Speech-to-Sign translator page, users may select the “Speak” button to start the 

speech recognition. The speech will then be recognized and translate into text. Then, based on 

the text translated, the system will display the corresponding video demonstration of the sign, 

along with the translated text below the video. User can also replay, pause, fast forward or 

rewind the video. 

 

Figure 5. 22 Speech-to-Sign Translator 
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5.5.7 Interactive Quiz User Interface 

 Like Learning Module, the Interactive Quiz Module also unlocks different stages based 

on the proficiency level of users. When users select a quiz module, a demonstration video will 

be shown, along with 4 choices below, where one of them is the correct answer that corresponds 

to the video (Figure 5.23).  

 

Figure 5. 23 Interactive Quiz User Interface (1) 
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 After watching the video, users may choose one of the choices given, if the selected 

answer is correct, the choices will turn Green and a “Next” button will be displayed for users 

to proceed to the next question, else, the choices will turn Red, and user must retry until they 

select the correct answer as shown in Figure 5.24. When users complete the quiz, they will 

unlock a new quiz module, and their proficiency level will be updated in the database. 

 

Figure 5. 24 Interactive Quiz User Interface (2) 
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5.5.8 Profile User Interface 

 The user profile records the basic information of users, in this page, users may enter 

their information. When “Update Profile” button was pressed, the data in the fields will be 

updated in the database, and the data will be retrieved from database and be displayed as shown 

in Figure 5.25. 

 

Figure 5. 25 User Profile Interface 
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 In the Profile Page, a “View Progress” button was displayed for user to view their own 

learning Progress as shown in Figure 5.26. Users will see their number of completed Learning 

Modules and Quizzes, along with their achievements. 

 

Figure 5. 26 View Progress Interface 
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5.6 Function Implementation Details 

5.6.1 Sign in (F001) 

 The sign-up function plays a crucial role in user authentication and account 

management within the system.  

Function overview: 

The sign-up function is responsible for allowing new users to register accounts. Users will be 

required to enter information such as username, password and proficiency level. When user 

submits the sign-up form, a new account will be created, and the system will confirm successful 

registration with a confirmation message. After successful registration, users will be redirected 

to Sign in page. 

 

Imports required for database interaction: 

SQLiteDatabase is a class that can be used for reading and writing data. It provides methods 

like query(), insert(), update(), and delete() to perform database operations. SQLiteOpenHelper 

is a helper class used to manage database creation and version management. It includes 

methods like onCreate() for creating the database and onUpgrade() for upgrading the database 

schema. 

 

Database Interaction: 

Figure 5.27 shows the When users confirm the creation of a new account, the registration data 

will be processed. As shown in Figure 5.27, a new record will be created in the UserInfo table 

using the insert () method. 

 

Figure 5. 27 Database Interaction (Insert) 
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5.6.2 Sign in (F002) 

The Sign in function is a critical part of the system’s user authentication process, allowing users 

to access their accounts securely. 

Function Overview: 

The system requires users to enter their login credentials, which is the username and password. 

The entered credentials will then be verified against the stored user data to authenticate user’s 

identity. Upon successful validation, the system will redirect users to the Home Page, along 

with the username and proficiency level (Figure 5.28). Both username and level will be 

displayed in the Home Page. 

 

Figure 5. 28 Intent example code 

Database Interaction: 

To verify user’s identity, the system will retrieve user account information from the database 

as shown in Figure 5.29.  

 

Figure 5. 29 Database Interaction (Read) 
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5.6.3 Edit User Profile (F003) 

Function Overview: 

The system provides a user-friendly interface for users to input and update their profile details 

such as name, email, date or birth and age. 

Database Interaction: 

When users first enter the profile page, the system will retrieve the existing information from 

database as shown in Figure 5.30 using the query () method.  

 

Figure 5. 30 Database Interaction (query) 

After users confirm to update new information, the system will user the update () method to 

update data in the database. 

 

Figure 5. 31 Database Interaction (update) 
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5.6.4 View Progress (F004) 

Function Overview: 

The system provides an interface to view their learning progress. 

Database Interaction: 

When user enters the view progress page, the system will retrieve user’s completed modules 

and quizzes based on the username using the query () method. Then, based on the completed 

modules and quizzes, the opacity of the achievements is adjusted. The opacity of completed 

achievements will be set to fully visible. 
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5.6.4 Learning and Quiz Module (F005, F008) 

Function Overview: 

In the learning Module, users will choose their desired category to learn the sign based on video 

demonstration.  

Method: 

When user enters the learning module page, the system will retrieve the completed modules 

from the database using the query () method, the number of unlocked modules = completed 

modules + 1. User will then choose a category, based on the category, the system will retrieve 

videos that falls under the category. Before playing the videos, 

android.widget.MediaController needs to be imported, then MediaController will be set up as 

shown in Figure 5.32. The video will start automatically once it was loaded. MediaController 

allows users to play, pause, rewind or fast forward the video. For quiz module, the system will 

randomly generate 3 incorrect answers, along with one correct answer. 

 

Figure 5. 32 MediaController set up 

 

 When users completed all videos in the chosen category, if it is the first completion of 

the category, the system will update the completed modules or completed quiz in database 

using the update () method as shown in Figure 5.33. 

 

Figure 5. 33 Database Interaction (update) 
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5.6.6 Dynamic Signing Test (F006, F007) 

Function Overview: 

The dynamic signing Test can be completed in 2 ways, which is through device’s front camera, 

or by selecting videos from the device’s gallery. 

 

Libraries and Extensions: 

Figure 5.34 shows the libraries and extensions needed for the system to access CameraX's 

features and utilities for camera-related task. Mediapipe library was also used to for hand 

landmark detection. 

 

Figure 5. 34 CameraX and Mediapipe Libraries 

 

Camera Permission: 

To access the device’s camera, permission should also be declared in the manifest file. 

 
Figure 5. 35 Camera Permission 

 

Configurations: 

Before using the mediapipe for hand tracking purposes, the configuration options was set as 

shown in Figure 5.36. 
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Figure 5. 36 Mediapipe configurations 

 

Hand Key points Comparison and feedback: 

With proper libraries, extension and permissions, the system will turn on the device’s front 

camera when users start this function. From each frame received, mediapipe was utilized to 

extract the 21 key points from the detected hand. Then, the output of Mediapipe hand tracking 

model will be preprocess and normalized as shown in Figure 5.37, each key point will then be 

compared with the correct data. If the coordinate of the point exceeds or falls below the 

threshold, it will be considered as incorrect points, and will be displayed in Red. Else, correct 

points will be displayed in green. 

 

Figure 5. 37 Key Point preprocess and normalization 
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5.6.7 Speech to Sign Translation (F009) 

Function Overview: 

The speech to sign translator allows user to translate spoken language into video of the sign 

recognized.  

 

Permissions: 

Figure 5.38 shows the permission required for the system to record audio using the device. 

 

Figure 5. 38 Record Audio Permission 

 

Method: 

Using the Android Speech API, the system will translate user’s speech into text, then from the 

text recognized, corresponding video will be retrieved and display to user using 

MediaController. Figure 5.39 shows the method used to translate speech to text. 

RecognizerIntent class was used. RecognizerIntent is a class in Android that provides constants 

and methods for working with speech recognition functionality.  

 

Figure 5. 39 RecognizerIntent 
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5.6.8 Real time static recognition and feedback (F010, F011) 

Function Overview: 

This function enables static hand sign to be recognized and compared to provide feedback.  

 

Libraries required: 

To run the Tensorflow Lite model in Android studio, the libraries shown in Figure 5.40 needs 

to be implemented to ensure the functionality and performance of the model. 

 

Figure 5. 40 Tensorflow Lite Libraries 

 

Method: 

A sequential neural network classifier model was built using TensorFlow’s Keras API. First, 

each frame from the device’s front camera will act as an input for the MediaPipe’s hand 

tracking model. The output of the hand tracking model, which is a list of x and y coordinate 

will be preprocessed and normalized, this will then be the input for the recognition model. The 

output of the model is the class of the sign detected. Based on the predicted class, the system 

will retrieve the corresponding correct data of the sign, comparison will then be made to 

determine the final color of each point.   
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5.7 Concluding Remark 

The system implementation is a series of procedures that are performed to develop the system 

according to the system design. Section 5.1 above shows the tools, setup and configurations 

that are implemented in the system. This chapter also shows the implemented User Interface 

along with the system operation. Lastly, chapter 5.6 also shows the detailed function 

implementation with relevant code snippet.  
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CHAPTER 6  SYSTEM EVALUATION AND DISCUSSION 

6.1 System Testing and Performance Metrics 

 In this chapter, black box testing will be conducted to determine the performance of 

each module. 

 Firstly, for the sign up and sign, testing will be conducted to verify that users can 

successfully sign up with valid credentials and sign in using their registered credentials, both 

valid and invalid input will be tested. Next, the navigation from the main menu and bottom 

navigation bar to each main function will be tested to ensure seamless transitions can correct 

routing. Besides, the learning module will be verified through the video demonstration 

playback, real-time hand sign detection and comparison accuracy, verification will also be 

made to verify that learning modules are locked or unlocked based on user proficiency levels. 

As for the quiz module, testing will be conducted on the quiz question generation, random 

choice selection and locking or unlocking levels based on user proficiency. Furthermore, the 

real-time hand sign detection and recognition module will be testing through the accuracy using 

sample sign gestures, correct feedback will also be verified. User Profile will be verified based 

on user profile creation, update and viewing functions, user progress should also be accurately 

tracked and displayed. Lastly, testing will be conducted to verify the speech-to-text translation 

accuracy and corresponding video displayed. 

 Besides basic function testing, the performance metrics, timing, and efficiency of the 

deep learning model for static sign recognition will also be evaluated. The performance metrics 

used to evaluate the model’s performance includes accuracy, precision, recall, F1 score and 

confusion matrix. The time taken by the model to process the input data and generate 

predictions will be measured in the inference test.  
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6.2 Testing Setup and Results 

6.2.1 Sign In Function Testing 

Table 6. 1 Sign in Function Testing 

No. Test Case Test Data Expected 

Output 

Actual Output Result 

(pass/fail) 

1 Starts the 

application 

- System display 

splash screen, 

then requests 

username and 

password. 

The system 

display splash 

screen, then 

requests 

username and 

password. 

Pass 

2. Enters valid 

username and 

password 

Username: alexis 

Password: 12345 

System directs 

user to home 

page. 

System direct 

user to home 

page. 

Pass 

3. Enters non-

existent 

username  

Username: alex 

Password: 12345 

System 

prompts “User 

not found”. 

System 

prompts “User 

not found”. 

Pass 

4 Enters 

invalid 

password 

Username: alexis 

Password: 123 

System 

prompts 

“Incorrect 

Password”. 

System 

prompts 

“Incorrect 

Password”. 

Pass 

5 Username 

not entered 

Username:  

Password: 12345 

System 

prompts 

“Please fill in 

all fields”  

System 

prompts 

“Please fill in 

all fields” 

Pass 

6 Password not 

entered 

Username: alexis 

Password: 

System 

prompts 

“Please fill in 

all fields” 

System 

prompts 

“Please fill in 

all fields” 

Pass 

7 Selects the 

“Sign Up 

Now” link 

- System directs 

user to Sign 

Up page 

System directs 

user to Sign 

Up page 

Pass 
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6.2.2 Sign up Function Testing 

Table 6. 2 Sign up Function Testing 

No. Test Case Test Data Expected 

Output 

Actual Output Result 

(pass/fail) 

1 Enters valid 

username, 

password and 

selects a 

proficiency 

level 

Username: alex 

Password: 12345 

Level: Intermediate 

System directs 

user to Sign in 

Page, create 

new user 

record in 

database. 

System directs 

user to Sign in 

Page, create 

new user 

record in 

database. 

Pass 

2 Enters 

existing 

username 

Username: alexis 

Password: 12345 

Level: Intermediate 

System 

prompts 

“Username 

already exists”. 

System 

prompts 

“Username 

already exists”. 

Pass 

3 Username 

not entered 

Username:  

Password: 12345 

Level: Intermediate 

System 

prompts 

“Please fill in 

all fields”  

System 

prompts 

“Please fill in 

all fields” 

Pass 

4 Password not 

entered 

Username: alex 

Password: 

Level: Intermediate 

System 

prompts 

“Please fill in 

all fields” 

System 

prompts 

“Please fill in 

all fields” 

Pass 

5 Level not 

selected 

Username: alex 

Password: 12345 

System set 

default level to 

Beginner 

System set 

default level to 

Beginner 

Pass 
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6.2.3 Main Page Function Testing  

Table 6. 3 Main Page Function Testing 

No. Test Case Test Data Expected 

Output 

Actual Output Result 

(pass/fail) 

1 Selects 

Learning 

Modules 

button  

- System Directs 

user to the 

Learning 

Modules Page. 

System Directs 

user to the 

Learning 

Modules Page. 

Pass 

2 Selects Quiz 

Modules 

button 

- System Directs 

user to the 

Quiz Modules 

Page. 

System Directs 

user to the 

Quiz Modules 

Page. 

Pass 

3 Selects Real-

Time 

Recognition 

button 

- System Directs 

user to the 

Recognition 

Page. 

System Directs 

user to the 

Recognition 

Page. 

Pass 

4 Selects User 

Profile button 

- System Directs 

user to the 

User Profile 

Page. 

System Directs 

user to the 

User Profile 

Page. 

Pass 

5 Selects 

Speech-to-

Sign 

Translator 

button 

- System Directs 

user to the 

Speech-to-Sign 

Translator 

Page. 

System Directs 

user to the 

Speech-to-Sign 

Translator 

Page. 

Pass 

6 Presses the 

application 

logo  

- System Directs 

user to Main 

Page. 

System Directs 

user to Main 

Page. 

Pass 
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6.2.4 Bottom Navigation Bar Function Testing  

Table 6. 4 Bottom Navigation Bar Function Testing 

No. Test Case Test Data Expected 

Output 

Actual Output Result 

(pass/fail) 

1 Selects 

Learning 

Modules 

button  

- System Directs 

user to the 

Learning 

Modules Page. 

System Directs 

user to the 

Learning 

Modules Page. 

Pass 

2 Selects Quiz 

Modules 

button 

- System Directs 

user to the 

Quiz Modules 

Page. 

System Directs 

user to the 

Quiz Modules 

Page. 

Pass 

3 Selects Real-

Time 

Recognition 

button 

- System Directs 

user to the 

Recognition 

Page. 

System Directs 

user to the 

Recognition 

Page. 

Pass 

4 Selects User 

Profile button 

- System Directs 

user to the 

User Profile 

Page. 

System Directs 

user to the 

User Profile 

Page. 

Pass 
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6.2.5 Learning Module Function Testing  

Table 6. 5 Learning Module Function Testing 

No. Test Case Test Data Expected Output Actual Output Result 

(pass/fail) 

1 Enters 

Learning 

Module 

page  

Username: alexis 

Completed 

modules: 4 

System retrieve 

number of 

completed 

modules of user 

from database, 

display 5 

unlocked levels. 

System retrieve 

number of 

completed 

modules of user 

from database, 

display 5 

unlocked levels. 

Pass 

2 Selects a 

category 

Category: 

Animals - bird 

System displays 

corresponding 

videos with the 

name (bird) 

below. 

System displays 

corresponding 

videos with the 

name below. 

Pass 

3 Selects 

pause video 

button 

Category: 

Animals - bird 

System pauses 

the bird sign 

video. 

System pauses 

the bird sign 

video. 

Pass 

4 Selects 

rewind 

video 

button 

Category: 

Animals - bird 

System rewinds 

the bird sign 

video. 

System rewinds 

the bird sign 

video. 

Pass 

5 Selects the 

fast 

forward 

button 

Category: 

Animals - bird 

System fast 

forwards the bird 

sign video. 

System fast 

forwards the bird 

sign video. 

Pass 

6 Selects the 

play button 

after video 

finishes. 

Category: 

Animals - bird 

System replays 

the bird sign 

video. 

System replays 

the bird sign 

video. 

Pass 



CHAPTER 6 

96 
Bachelor of Computer Science (Honours)  

Faculty of Information and Communication Technology (Kampar Campus), UTAR 

 

7 Selects the 

“next” 

button 

Category: 

Animals 

Current sign: bird 

Next sign: cat 

System refreshes 

the page with the 

next sign - cat 

System refreshes 

the page with the 

next sign - cat 

Pass 

8 Selects the 

“End” 

button in 

the last 

sign of the 

category 

for the first 

time. 

Category: 

Animals 

Sign: Tiger (last) 

Status: First time 

completion. 

 

Completed 

modules: 4 

Next Category: 

Food 

 

System directs 

user to the 

learning module 

page, update the 

completed 

module in 

database to 5, 

unlock the next 

category-Food 

System directs 

user to the 

learning module 

page, update the 

completed 

module in 

database to 5, 

unlock the next 

category-Food 

Pass 

9 Selects the 

“End” 

button in 

the last 

sign of the 

category. 

Category: 

Animals 

Sign: Tiger (last) 

Status: Second 

time completion. 

 

Next Category: 

Food 

 

System directs 

user to the 

learning module 

page. 

System directs 

user to the 

learning module 

page. 

 

 

Pass 

10 Selects the 

“Try 

Signing” 

button 

Category: 

Animals 

Sign: bird 

System turns on 

the front camera 

of user’s device 

System turns on 

the front camera 

of user’s device 

Pass 

11 Starts 

showing 

sign using 

front 

camera 

Category: 

Animals 

Sign: bird 

System detects, 

compares and 

display hand key 

points and starts 

to calculate the 

System detects, 

compares and 

display hand key 

points and starts 

to calculate the 

Pass 
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results of each 

frame.  

results of each 

frame. 

12 Selects 

“Gallery” 

Category: 

Animals 

Sign: bird 

System accesses 

and displays the 

device’s gallery. 

System accesses 

and displays the 

device’s gallery. 

Pass 

13 Selects a 

video from 

Gallery 

Category: 

Animals 

Sign: bird 

 

Selected video: 

bird.mp4 

System plays the 

selected video, 

detects, compares 

and display hand 

key points and 

starts to calculate 

the results of 

each frame. 

System plays the 

selected video, 

detects, compares 

and display hand 

key points and 

starts to calculate 

the results of 

each frame. 

Pass 

14 Displays 

incorrect 

points 

Category: 

Animals 

Sign: bird 

Key points: 

incorrect 

System 

highlights 

incorrect key 

points in Red 

Color.  

System 

highlights 

incorrect key 

points in Red 

Color. 

Pass 

15 Displays 

incorrect 

points 

Category: 

Animals 

Sign: bird 

Key points: 

correct 

System 

highlights 

incorrect key 

points in Green 

Color. 

System 

highlights 

incorrect key 

points in Green 

Color. 

Pass 

16 Passes the 

test 

Category: 

Animals 

Sign: bird 

Result: 80.00 

System display 

results, along 

with a “retry” 

and “next” 

button. 

System display 

results, along 

with a “retry” 

and “next” 

button. 

Pass 

17 Fails the 

test 

Category: 

Animals 

Sign: bird 

Result: 30.00 

System display 

results, along 

with a “retry” 

and hides the 

“next” button. 

System display 

results, along 

with a “retry” 

and hides the 

“next” button. 

Pass 
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18 Selects 

“retry” 

button 

Category: 

Animals 

Sign: bird 

 

System turns on 

the camera and 

start detecting 

and comparing 

the bird sign 

again. 

System turns on 

the camera and 

start detecting 

and comparing 

the bird sign 

again. 

Pass 

19 Selects the 

“next” 

button 

Category: 

Animals 

Sign: bird 

 

Next sign: cat 

System turns off 

the camera, 

directs user to the 

next sign- cat. 

System turns off 

the camera, 

directs user to the 

next sign- cat. 

Pass 
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6.2.6 Quiz Module Function Testing  

Table 6. 6 Quiz Module Function Testing 

No. Test Case Test Data Expected Output Actual Output Result 

(pass/fail) 

1 Enters Quiz 

Module 

page  

Username: alexis 

Completed 

quizzes: 4 

System retrieve 

number of 

completed 

quizzes of user 

from database, 

display 5 

unlocked levels. 

System retrieve 

number of 

completed 

quizzes of user 

from database, 

display 5 

unlocked levels. 

Pass 

2 Selects a 

category 

Category: 

Animals - bird 

System displays 

corresponding 

videos with 4 

random choices 

below. 

System displays 

corresponding 

videos with 4 

random choices 

below. 

Pass 

3 Selects 

pause video 

button 

Category: 

Animals - bird 

System pauses 

the bird sign 

video. 

System pauses 

the bird sign 

video. 

Pass 

4 Selects 

rewind 

video 

button 

Category: 

Animals - bird 

System rewinds 

the bird sign 

video. 

System rewinds 

the bird sign 

video. 

Pass 

5 Selects the 

fast 

forward 

button 

Category: 

Animals - bird 

System fast 

forwards the bird 

sign video. 

System fast 

forwards the bird 

sign video. 

Pass 

6 Selects the 

play button 

after video 

finishes. 

Category: 

Animals - bird 

System replays 

the bird sign 

video. 

System replays 

the bird sign 

video. 

Pass 
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7 Selects the 

incorrect 

answer 

Category: 

Animals – bird 

Selected answer: 

fish 

System display 

answer in red 

color, then 

display a “retry” 

button 

System display 

answer in red 

color, then 

display a “retry” 

button 

Pass 

8 Selects the 

correct 

answer 

Category: 

Animals – bird 

Selected answer: 

bird 

System display 

answer in green 

color, then 

display a “next” 

button 

System display 

answer in green 

color, then 

display a “next” 

button 

Pass 

9 Selects the 

next button 

Category: 

Animals 

 

Current sign: bird 

Next sign: cat 

System refreshes 

the page with the 

next sign - cat 

System refreshes 

the page with the 

next sign - cat 

Pass 

10 Selects the 

“End” 

button in 

the last 

sign of the 

category 

for the first 

time. 

Category: 

Animals 

Sign: Tiger (last) 

Status: First time 

completion. 

 

Completed quiz: 4 

Next Category: 

Food 

 

System directs 

user to the quiz 

module page, 

update the 

completed quiz 

in database to 5, 

unlock the next 

category-Food 

System directs 

user to the quiz 

module page, 

update the 

completed quiz 

in database to 5, 

unlock the next 

category-Food 

Pass 

11 Selects the 

“End” 

button in 

the last 

sign of the 

category. 

Category: 

Animals 

Sign: Tiger (last) 

Status: Second 

time completion. 

 

Next Category: 

Food 

System directs 

user to the quiz 

module page. 

System directs 

user to the quiz 

module page. 

Pass 
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6.2.7 Profile Page Function Testing  

Table 6. 7 Profile Page Function Testing 

No. Test Case Test Data Expected Output Actual Output Result 

(pass/fail) 

1 Enters 

Profile 

page with 

no data 

saved 

previously 

Username: alexis 

Full Name: 

Email: 

Date of Birth: 

Age: 

System displays 

input fields for 

Full name, 

Email, Date of 

Birth and Age 

System displays 

input fields for 

Full name, 

Email, Date of 

Birth and Age 

Pass 

2 Enters 

Profile 

page with 

previously 

saved 

information 

Username: alexis 

 

Full Name:  

Alexis Lee 

 

Email: 

alexis@gmail.com 

 

Date of Birth: 

21/9/2002 

 

Age: 22 

System retrieves 

and auto fills the 

existing data in 

each field. 

System retrieves 

and auto fills the 

existing data in 

each field. 

Pass 

3 Enter new 

information 

Age: 22 

New Age: 25 

System updates 

the record in 

database and 

display “Profile 

update 

successfully”. 

System updates 

the record in 

database and 

display “Profile 

update 

successfully”. 

Pass 

4 Selects 

“View 

Progress” 

Username: alexis 

Completed 

modules: 4 

Completed quiz: 5 

System displays 

user’s progress, 

along with the 

achievements 

below. 

System displays 

user’s progress, 

along with the 

achievements 

below. 

Pass 
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6.2.8 Real-time Recognition Function Testing  

Table 6. 8 Real-time Recognition Function Testing 

No. Test Case Test Data Expected Output Actual Output Result 

(pass/fail) 

1 Enters the 

recognition 

page 

- System turns on 

the front camera 

of the device. 

System turns on 

the front camera 

of the device. 

Pass 

2 Starts 

showing 

sign using 

front 

camera 

(Single 

hand) 

Sign shown: “A” 

Hand: Right 

 

Number of hands 

(Settings): 2 

System detects 

hands, display 

the predicted 

class as A-Right, 

sample of correct 

sign and the key 

points of user’s 

hand. 

System detects 

hands, display 

the predicted 

class as A-Right, 

sample of correct 

sign and the key 

points of user’s 

hand. 

Pass 

3 Starts 

showing 

sign using 

front 

camera 

(Both 

hand) 

Sign shown 

(Right) : “A” 

 

Sign Shown 

(Left): “B” 

 

Number of hands 

(Settings): 2 

System detects 

each hands, 

display the 

predicted class as 

A-Right and B-

Left, sample of 

each correct sign 

and the key 

points of user’s 

hand. 

System detects 

each hands, 

display the 

predicted class as 

A-Right and B-

Left, sample of 

each correct sign 

and the key 

points of user’s 

hand. 

Pass 

4 Selects 

“Gallery” 

- System accesses 

and displays the 

device’s gallery. 

System accesses 

and displays the 

device’s gallery. 

Pass 

5 Selects a 

video from 

Gallery 

Sign Shown: “A” 

Selected video: 

a.mp4 

System plays the 

selected video, 

detects hands, 

display the 

predicted class as 

System plays the 

selected video, 

detects hands, 

display the 

predicted class as 

Pass 
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A-Right, sample 

of correct sign 

and the key 

points of user’s 

hand. 

A-Right, sample 

of correct sign 

and the key 

points of user’s 

hand. 

6 Selects an 

image from 

Gallery 

Sign Shown: “A” 

Selected video: 

a.png 

System plays the 

selected image, 

detects hands, 

display the 

predicted class as 

A-Right, sample 

of correct sign 

and the key 

points of user’s 

hand. 

System plays the 

selected image, 

detects hands, 

display the 

predicted class as 

A-Right, sample 

of correct sign 

and the key 

points of user’s 

hand. 

Pass 

7 Displays 

incorrect 

points 

Sign: “A” 

Key points: 

incorrect 

System 

highlights 

incorrect key 

points in Red 

Color.  

System 

highlights 

incorrect key 

points in Red 

Color. 

Pass 

8 Displays 

incorrect 

points 

Sign: “A” 

Key points: 

correct 

System 

highlights 

incorrect key 

points in Green 

Color. 

System 

highlights 

incorrect key 

points in Green 

Color. 

Pass 

9 Changes 

the number 

of hands to 

“1” 

First sign shown 

(Right): “A”  

 

Second sign 

Shown (Left): “B” 

 

Number of hands 

(Settings): 1 

System detects 

only the first 

hand shown, 

display the 

predicted class as 

A-Right, and the 

key points of 

user’s hand. 

System detects 

only the first 

hand shown, 

display the 

predicted class as 

A-Right, and the 

key points of 

user’s hand. 

Pass 
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6.2.9 Speech-to-Sign Translator Function Testing  

Table 6. 9 Speech-to-Sign Translator Function Testing 

No. Test Case Test Data Expected Output Actual Output Result 

(pass/fail) 

1 Selects the 

“Speak” 

button 

Speech:  

“Thank you” 

System starts the 

speech to text 

translator, 

display the text 

translated- 

“Thank you”. 

System starts the 

speech to text 

translator, 

display the text 

translated- 

“Thank you”. 

Pass 

2 Finish 

speaking 

Speech:  

“Thank you” 

System displays 

the sign video 

that correspond 

to the translated 

text. 

System displays 

the sign video 

that correspond 

to the translated 

text. 

Pass 

3 No 

matching 

video 

Speech: 

“Congratulations” 

System prompts 

“no matching 

videos found” 

System prompts 

“no matching 

videos found” 

Pass 

4 Selects 

pause video 

button 

Speech:  

“Thank you” 

Video: 

thankyou.mp4 

System pauses 

the bird sign 

video. 

System pauses 

the bird sign 

video. 

Pass 

5 Selects 

rewind 

video 

button 

Speech:  

“Thank you” 

Video: 

thankyou.mp4 

System rewinds 

the bird sign 

video. 

System rewinds 

the bird sign 

video. 

Pass 

6 Selects the 

fast 

forward 

button 

Speech:  

“Thank you” 

Video: 

thankyou.mp4 

System fast 

forwards the bird 

sign video. 

System fast 

forwards the bird 

sign video. 

Pass 

7 Selects the 

play button 

Speech:  

“Thank you” 

System replays 

the bird sign 

video. 

System replays 

the bird sign 

video. 

Pass 



CHAPTER 6 

105 
Bachelor of Computer Science (Honours)  

Faculty of Information and Communication Technology (Kampar Campus), UTAR 

 

after video 

finishes. 

Video: 

thankyou.mp4 
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6.2.10 Static Sign Recognition Model’s Performance Evaluation  

To evaluate the performance of the recognition model, a classification result and confusion 

matrix has been produced to visualize the results clearly (Figure 6.1).  

 

Interpretation of Metrics: 

• Precision: Measures the accuracy of positive predictions. 

• Recall: Measures the ability of the model to correctly identify positive instances. 

• F1-Score: Harmonic mean of precision and recall, providing a balanced measure. 

• Support: Number of actual occurrences of each class in the dataset. 

• Accuracy: Measures the overall correctness of predictions across all classes. 

• Macro Average: The average precision, recall, and F1-score across all classes, without 

considering class imbalance. 

• Weighted Average: The weighted average of precision, recall, and F1-score, 

considering class imbalance. 

The model achieves an overall accuracy of 90%, indicating that 90% of predictions across all 

classes were correct. Based on the classification report and confusion matrix, the model 

demonstrates a strong performance with high precision, recall and F1-scores for most classes. 

Overall, the model’s accuracy of 90% and balanced metrics across classes suggests that it 

performs well. 

 

Figure 6. 1 Confusion Matrix and Classification report 
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To measure the efficiency of the real-time recognition function, inference and measure 

timing are performed. Based on the results in Figure 6.2, the execution time is 0.003 seconds, 

indicating that the code block, including invoking the TensorFlow Lite interpreter and 

performing inference only took 3 milliseconds to complete. This suggest that the inference 

process is fast enough to provide real-time or near-real-time responses. Overall, the inference 

testing indicates the efficient process and responsiveness of the system.  

 

Figure 6. 2 Execution time of model 
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6.3 Project Challenges 

During the development of the mobile application using Android Studio, challenges 

were encountered due to limited familiarity with the Android Studio environment. Despite the 

availability of online resources, significant time was required to attain a comprehensive 

understanding of its functionalities. Therefore, effective time management for self-learning 

proved essential. 

Additionally, in the initial stages, the recognition module was developed using Python 

with OpenCV and a webcam due to greater familiarity with these technologies. However, 

compatibility issues arose with the webcam, necessitating a transition to another PC to resolve 

the issue. This highlights the importance of considering minimum hardware requirements 

before commencing a project. 

Furthermore, integrating the Mediapipe framework and recognition model into Android 

Studio posed challenges. Limited online resources were available regarding the integration 

process, with only example codes provided on the official page. Consequently, considerable 

time was dedicated to comprehending the complex code structure of the framework and model 

integration.  
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6.4 Objectives Evaluation 

After conducting test and validation on the system’s functionalities, evaluation of each 

objective was made based on the outcomes: 

Objective (a): Develop an interactive sign language learning mobile application. 

This objective has been successfully achieved. The curriculum-based courses have 

effectively covered the main categories of sign language ranging from beginners to advanced 

levels. The inclusion of video demonstration has significantly contributed to users’ sign 

vocabulary mastery. User interactions with the interactive modules such as quizzes leads to an 

improved sign learning progress, the user progress function highlight the effectiveness of these 

modules in facilitating learning and assessment. Besides, the speech to sign translation feature 

has proven to be beneficial in helping users to learn realistic conversations and enhance their 

overall communication abilities.  

 

Objective (b): Develop a sign language learning mobile application that provides real-

time feedback to users. 

The real-time sign recognition and assessment using deep learning algorithms and 

computer vision have proven to be reliable and effective. The real-time feedback provided by 

the system helps users to improve their signing accuracy and performance over time, this 

contributed significantly to users’ learning experience and progress.  

 

6.5 Concluding Remark 

 In this chapter, the evaluation of the system is conducted to assess its overall 

performance and determine whether it successfully meets the system objectives and goals. The 

process of evaluation involves the testing of the system’s functionalities to verify each 

component performs as planned. Every aspect of the system’s functioning is assessed through 

extensive user case testing to guarantee that the system accurately and effectively completes 

the assigned tasks. The evaluation results achieve a highly satisfactory result, highlighting they 

system’s readiness for deployment and use in real-world scenarios.  
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CHAPTER 7  CONCLUSION AND RECOMMENDATION 

7.1 Conclusion 

To sum up, this Sign Language learning mobile application with real-time feedback 

utilizing computer vision and machine learning techniques improves the accessibility of 

education. Traditional sign language learning methods such as in-person classes and printed 

materials face limitations in flexibility and interactivity. Although existing sign language 

learning application improves the conveniency, they still lack personalized feedback due to the 

absence of computer vision and machine learning.  

 This project addresses the shortcomings of inflexible in-person classes and printed 

materials by integrating interactive quizzes, video demonstrations and real-time feedback. It 

plays a crucial role in improving social inclusion of the Deaf Community. This project aims to 

develop a mobile application using the Model-View-Controller (MVC) architecture. It strives 

to enable real-time feedback on sign language gestures to overcome the limitations of the 

existing learning application. The project’s objectives include creating a bit-sized learning 

modules with proper video demonstration, interactive quizzes and real-time recognition 

modules to enable self-directed practice. 
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7.2 Recommendation 

 Apart from the implemented feature, the sign language recognition could be enhanced 

by adding dynamic sign recognition. Dynamic sign recognition involves capturing and 

interpreting continuous hand gestures. By implementing dynamic recognition, this system can 

provide a more accurate and detailed feedback to users, improving user experience and learning 

outcomes. This would greatly improve the application’s ability to assist users in developing 

sign language proficiency. 

 Another valuable enhancement that could be made to this system is to integrate Sign-

to-Speech translation capabilities into the system. While the current project focuses on Speech-

to-Sign translation, adding Sign-to-Speech translation would offer a comprehensive two-way 

communication capability. Implementing Sign-to-Speech translation requires dynamic sign 

language recognition capabilities, which aligns with the recommendation for dynamic 

recognition mentioned above.  

 Last but not least, another recommendation for future development of this system is to 

incorporate face detection and recognition along with hand landmark detection. In sign 

language communication, facial expressions are essential for expressing emotions and 

grammatical meaning. By combining both face and hand recognition, the application can 

provide a more accurate interpretation of sign language recognition.  
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