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ABSTRACT 

 

RISC-V is an open instruction set architecture that defines the set of instructions that 

a machine can understand. Since it is an open ISA, RISC-V is free to implement 

without having to pay royalties. VisionFive 2 is a RISC-V single board computer 

with an integrated GPU that has improved processor work frequency and multimedia 

processing capabilities compared to its previous version, VisionFive 1. VisionFive 

has been one of the competitors of Raspberry Pi [1]. Over the span of years, users 

have been comparing different coprocessors to understand the relative performance 

of these devices. This can help them understand which coprocessor is the best for a 

specific workload. By comparison and performance benchmark users can also find 

potential improvements to the device. PTS benchmarking also known as Phoronix 

Test Suite benchmarking is an open-source benchmarking software that is widely 

used to assess performance of Linux systems [2]. This thesis aims to perform PTS 

benchmarking to measure and evaluate performance of Starfive Visionfive 2, 

Starfive Visionfive 1 and Raspberry Pi 4B.
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Chapter 1 

Introduction 

In this chapter, we present the background and motivation of our research topic, 

problem statement, our contributions to the field, and the outline of the thesis. 

 

1.1  Project Background 

VisionFive, built on the RISC-V architecture, takes open-source to the next level by 

giving developers more freedom and ability to create and construct industry-leading 

solutions [3]. Compared to ISA such as x86-64 that are proprietary, RISC-V has 

potential to improve as open-source tends to have an advantage on the flexibility of 

development processes, more iteration and lower cost. VisionFive 2 is a development 

board that aims to achieve high performance with low-cost and it is a full open-source 

RISC-V single board computer [3]. VisionFive 2 is equipped with JH7110, which is a 

powerful system-on-chip (SoC) that has greater power efficiency. It is also equipped 

with the IMG-BXE-4-32-MC1 graphics processor which supports the newest API 

trends, including Vulkan 1.3, and is optimized for RISC-V as the target application 

processor. 

In the past, comparison between these processors has also been done to evaluate their 

interoperability and perform standardization to benchmark these processors. As 

application of the RISC-V architecture starts to increase, it bears valuable insight and 

great potential as a research project. This thesis will be using PTS benchmark to 

evaluate and compare performance of VisionFive 2, VisionFive 1, Raspberry Pi 4b and 

the Intel UP Board. 

 

1.2.1 Problem Statement 

There is a substantial knowledge gap about the performance capabilities and constraints 

of embedded computer systems such as Raspberry Pi, Intel UP Board and notably in 

the context of the StarFive VisionFive development board, where its ISA infrastructure 

is significantly different than other ISAs in the market. Although these single board 

computers are a strong platform for numerous applications like computer vision, 

artificial intelligence, and robotics, neither academics nor developers have access to 
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extensive performance testing data. Hence, by providing quantitative insights about the 

VisionFive board, users can utilize it effectively and creates potential for innovative 

projects for diverse industries. 

Currently, existing documentation lacks in-depth analysis and just provides summary 

performance numbers for different workloads and circumstances. As a result, 

developers can encounter confusion when deciding which use cases are suited for the 

VisionFive board, which results in less-than-ideal application implementations and 

untapped performance potential. 

Compiler flags play a pivotal role in influencing code generation, optimization, and 

execution on a hardware platform. Currently, there exists a gap in the understanding of 

which compiler flags yield the best performance outcomes for SiFive-based systems. 

This shortcoming hinders effective software creation and prohibits programmers from 

making the most of the SiFive architecture's potential.  

Next, measuring power consumption and efficiency of SiFive processors under various 

workloads and operational circumstances can bring insight into building sustainable 

solutions using RISC-V architecture boards. 

In the machine learning (ML) applications field, the lack of comprehensive benchmarks 

statistics related to RISC-V architecture Single Board Computers (SBCs) is 

a significant issue. By conducting experiments in the field, we can achieve a better 

understanding of hardware selection, algorithm optimization, and system design for 

ML workloads on RISC-V platforms. 

The problem statement of this project is to explore the capabilities and limitations of 

VisionFive 2 through benchmarks and comparison of the benchmarks on various 

embedded boards. Performance metrics such as CPU, memory, GPU, cache, 

multimedia encoding, machine learning, filesystem, database, python, web server and 

computational fluid dynamics performance as well as power consumption and different 

compiler flag optimizations options will be measured. These procedures will identify 

the strengths and weaknesses of this board, enabling us to realize the potential and 

weaknesses of the board. 

 

1.3   Motivation 

The motivation for this study derives from the growing importance of open-source 

hardware and the requirement for comprehensive performance evaluation in embedded 
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computer systems. As VisionFive 2 represents a substantial improvement in RISC-V 

architecture, it is critical to fully understand its strengths and limits. We hope to give 

developers and academics with useful insights by doing testing and comparisons with 

other prominent embedded boards such as the Raspberry Pi 4B and Intel UP. 

Furthermore, our evaluation of compiler flag optimizations and power consumption 

measurements adds to our research by providing insights into improving system 

performance and energy efficiency for SiFive-based devices. This component of our 

research helps to advance sustainable computing techniques.  

Moreover, our assessment of performance in machine learning applications enables 

some insights and better system design optimization for machine learning workloads. 

Over the course of decades, instruction sets have been constantly changing, and the 

fundamental issue is that firms have been relying on ISAs held by companies [4]. As a 

consumer, we don't have a lot of choice in making technological decisions, which puts 

us in a bind. RISC-V can overcome this issue due to its flexibility and diversity when 

compared to proprietary ISAs. 

By improving this board, it becomes a step closer to showcase to the market and draw 

small businesses into implementing RISC-V architecture since it has a low cost and 

fordevelopers to construct systems that have is closer to client requirements. 

 

1.4   Project Scope 

The project's main output will be a thorough examination of power consumption, 

covering single-thread to four-thread workloads and measuring the energy requirements 

of the CPU at various degrees of computational intensity. The project will also examine 

and record the effects of compiler flag settings, including, among others, the parameters 

-O1, -O2, -O3, -march=rc64gc, and -mcpu=sifive-u74. The Phoronix Test Suite 

benchmarks will be included, along with additional selected benchmarks, to further 

improve the project's thorough evaluation of SiFive processor performance. 

Some tests and their performance metrics [17] : 

• AOBench: Render time (lower is better), frames per second (higher is better). 

• CacheBench: Memory read/write latency, memory bandwidth. 

• Coremark: Total number of iterations per second (higher is better). 

• Dolfyn: Floating-point operations per second (FLOPS), simulation time. 



CHAPTER 1 – INTRODUCTION 

Bachelor of Computer Science (Honours) 

Faculty of Information and Communication Technology (Kampar Campus), UTAR 

4 

 

• FFTE: Execution time (lower is better), memory bandwidth. 

• FLAC: Encoding/decoding speed (higher is better). 

• GraphicsMagick: Image processing time, operations per second. 

• Himeno Benchmark: Execution time (lower is better), performance score. 

• Perl Benchmark: Time taken for various Perl language operations. 

• PostMark: Transactions per second, throughput, latency. 

• Tinymembench: Memory read/write latency, memory bandwidth. 

• WebP Image Encode: Encoding time for WebP images. 

• t-test1: Execution time (lower is better), memory usage. 

• PyPerformance: Time taken for various Python language operations. 

• PHPBench: Time taken for various PHP language operations. 

• Numpy: Execution time for various numerical operations. 

• OpenCV: Image processing capabilities. 

• NCNN: Measures the performance and efficiency of neural network inference tasks. 

 

1.5 Project Objectives 

Performance assessment using the Phoronix Test Suite, the project aims to carry out an 

exhaustive assessment of the SiFive processor's performance. To gain a comprehensive 

understanding of the processors' capabilities, highlight their strengths, and pinpoint 

areas for development, this review includes testing across a variety of workloads. 

Power consumption test scaling from single thread to four threads, the project seeks to 

examine power consumption, concentrating on both real-time power fluctuations and 

customary static data. The initiative intends to provide practical insights to industries 

for improving power efficiency across various workloads or projects by evaluating 

power usage trends. 

Testing different compiler flag optimization settings, through compilation and testing, 

the project seeks to determine the best compiler flag settings for SiFive CPU, especially 

RISC-V compilation flag settings. The goal is to identify combinations that improve 

performance by analyzing various flag settings and different workloads. 
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1.6 Contributions 

The project's integration of power consumption testing, compiler flag evaluations, and 

benchmarking using the Phoronix Test Suite has important ramifications for the field 

of computers and technology. This initiative has the potential to alter how we approach 

hardware and software optimization, influencing the future of computer systems in an 

era where resource efficiency and sustainable practices are at the forefront of 

technological growth. 

The techniques used to evaluate the performance of SiFive processors is the Phoronix 

Test Suite. This is advantageous for academics and developers looking to improve 

programs and opens the door for more transparent and knowledgeable processor 

selection, which eventually leads to increased system efficiency and lower energy 

usage. 

In addition, power consumption test using a real time power meter to measure the 

average energy consumed on workloads scaling from single thread to four threads can 

help users comprehend how SiFive processors use power under diverse workloads and 

their power consumption patterns. The project's emphasis on power efficiency is fully 

in line with global initiatives to reduce energy use and promote environmentally 

friendly and sustainable computing methods. 

Through performance benchmarking and optimization, developers and engineers can 

construct powerful and efficient embedded vision and AI systems, such as robotics and 

IoT devices by utilizing the integrated GPU of the VisionFive V2. Findings in this 

research can create a substantial impact in fields including industrial automation, 

healthcare, security and more. By improving this board, VisionFive 2 can compete with 

other RISC-V architectures, as a result creates additional options for computer vision 

and AI applications. 

 

1.7 Background Information 

An understanding of an instruction set architecture (ISA) is crucial to understanding the 

relevance of RISC-V. ISA defines a processor design and specifies how instructions are 

encoded and performed. Historically, the computing industry has been dominated by 

processor architectures like x86 and ARM. In a UC Berkeley research project, the 

researchers developed a reliable ISA, and is now run by RISC-V International. Contrary 
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to proprietary ISAs, RISC-V is open source and values collaboration and openness, 

enabling programmers to modify processors to suit requirements. In addition, it 

encourages innovation and cooperation between businesses, researchers, and 

enthusiasts. 

The RISC-V ecosystem includes a wide range of applications, from embedded devices 

to supercomputers, opening the door for processor architectures that are optimized for 

purposes. 

The Phoronix Test Suite is a powerful tool for evaluating hardware and software 

performance concurrently with the RISC-V revolution. By providing a comprehensive 

set of tests that cover many facets of system performance, from compute throughput to 

graphics rendering, the Phoronix Test Suite streamlines benchmarking. As part of the 

project, the VisionFive 2 board's RISC-V processors will be rigorously benchmarked 

using the Phoronix Test Suite. These benchmarks offer numerical understandings of the 

processor's performance under various workloads and conditions. Power consumption 

test will be performed by running tests in phoronix test suite while using a power meter 

to measure. 

The project also investigates compiler flag optimizations. Compilation flags control 

how source code is converted into machine code, affecting things like memory 

utilization and execution speed. Compilation flags are a crucial factor to consider 

because they have a substantial impact on performance during software development. 
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Chapter 2 

Literature Review 

 

2.1 Previous Works on Performance Benchmarking RISC-V processor using 

CoreMark 

CoreMark benchmark is a CPU benchmark that exercises the hardware by running 

programs. It uses synthetic benchmarks, which are code developed for the specific 

benchmark. Compared to Dhyrstone, it has the similar tests except more additional tests 

were done by using CoreMark. One of the past research projects has used this 

benchmark to evaluate the Wally RISC-V processor [5]. This method evaluates the 

processor performance according to a scoring called CoreMark Scoring, it stands for 

the number of iterations completed per second when running the benchmark. CoreMark 

benchmark measures performance of a processor core by running basic arithmetic and 

data operations. Hence, the operations in the program that are used for testing includes 

finding and sorting the linked list (memory test), matrix manipulation (multiplier and 

adder test), State machine (test branch logic) and CRC (exercises general processor). 

After compiling the program, the memory file is loaded into the processor and the 

workload is simulated using ModelSim. The measured performance is 2.42 CM/MHZ 

and the cycles/instruction (CPI) before cache implementation is 1.69 CM/MHZ [5]. The 

outcome of the benchmark is they were able to identify bugs in the system and 

implemented improvements through bug fixes and microarchitectural optimizations. 

However, the Wally RISC-V processor has not been able to reach the average score of 

a standard level processor which is 4.42 CM/MHz, and some performance bottlenecks 

were remained unsolved.  

Previously, Starfive officially released their CPU performance benchmark results on 

VisionFive 2 using CoreMark and Dhrystone, achieving a score of 5.09 CM/MHz on 

CoreMark and 2.64 CM/MHz on Dhrystone [6]. 



CHAPTER 2 – LITERATURE REVIEW 

Bachelor of Computer Science (Honours) 

Faculty of Information and Communication Technology (Kampar Campus), UTAR 

8 

2.2 Previous Works on Performance Benchmarking RISC-V processor using 

QEMU Virtual Platform Tool 

For this research, ten different benchmarks were done to test the performance of RISC- 

V processors on QEMU [7]. QEMU are based on two different processors that runs on 

Ubuntu 18.04. The source file type used are C and CPP, while the necessary ISA 

consists of Integer, Multiply and Floating-point. The benchmarks done are as follows: 

Fibonacci sequence, Dhrystone, Linpack (test floating-point performance of comptuer 

system), Speed of basic mathematical operations, Matrix multiplication, Signal filter 

(test digital signal processing performance), Simple neural network, Image process, 

Fast Fourier transform (test performance of executing a quick Fourier transform 

algorithm) and Data compression. 

Platforms available that are based on RISC-V that can be used as a “virt” platform to 

run tests are Microchip PolarFire SoC Icicle Kit, Shakti C Reference Platform, SiFive 

HiFive Unleashed and Generic Virtual Platform [7]. However, the source code of these 

platforms lacks a cache design. 

They also attempted to run the benchmarks on QEMU without an operating system. 

However, there are errors that can occur when address is larger then 0x8000_0000, 

hence the article set the actual address of memory at 0x8200_0000 [7]. Also, the run 

time of the benchmark was not tested as they have not found a method to test it. After 

that, they used a debugger named GNU symbolic debugger as a test tool.  

The benchmarks are put in the Linux system simulated by QEMU, and the results were 

measured using the RV32GC or RV64GC platform [7]. The table below is their 

Dhrystone results.  

 

Figure 2. 1 Dhrystone results on RV34GC and RV64GC ISA 
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2.3 Previous Work on Performance Benchmarking RISC-V processor StarFive 

VisionFive 2 

According to a review by Jeff Geerling, the firmware had to be upgraded by running a 

special buildroot image and logging in with SSH to install the latest OS [8]. A bug was 

also found on the HDMI, as the GPU should be able to handle 4K, but it was not 

working with monitor. Eventually he had to use Atomos Ninja V, a high-quality 

monitor and recorder with the size of a handheld camera. Jeff suggested that the test 

results may vary in the future due to the newness of RISC-V platform. It resulted a 

single-core score of 78 and a multi-core score of 276 [9]. The figure below shows the 

Geekbench 5 scores for VisionFive 2 compared to Raspberry Pi 4 and Raspberry Pi 3 

B+. 

 

Figure 2. 2. Geekbench 5 scores and comparison of VisionFive 2 with Raspberry Pi 4 

model B and Pi 3 B+ 

 

It shows that VisionFive 2 is significantly slower. The results further shows that 

VisionFive 2 scored low on image processing tests. However, the model used for the 

image-based test is old and not optimized for the chip on the board [8]. Linpack test on 

floating point performance failed due to problems with compiling the Python 

cryptography library. IO performance of M.2 slot was measured at a speed of only 
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250MB/sec, whereas the built in microSD card slot was measured at a speed of 

24MB/sec, which is slower than Pi 4. One of the highlights of VisionFive 2 is that it is  

 

the first RISC-V computer with an intergrated GPU, however experience from users 

show that Single Board Computers can hardly get GPU to do anything in Linux, and 

the results show just that. However, there are users that already posted about succeding 

to get the AMD graphics card to work by using a PCle x16 adapter. The power 

consumption/efficiency is measured to be using 3W at idle and 5W fully stressed. 

 

According to a review by James A. Chambers, although it has tested to have a great 

performance score, the board was criticised due to the lack of built-in WiFi and the boot 

loader’s inability to support monitor/HDMI [10]. The table below shows some 

benchmark results done by James [11]. Samsung 960 EVO is used as SSD and StarFive 

VisionFive 2 as system board. 

According to a review by Jonathan Bennett, the board lacks utility on OS and software  

support [12]. A major challenge is most of the PTS tests failed to run and install due to 

the newness of the RISC-V platform. For tests that succeeded to run, it shows that the 

performance is still weak compared to Raspberry Pi 4. However, the performance is 

expected with the possibility to improve as software becomes more mature. 

Figure 2. 3. Power consumptions of VisionFive 2, Pi 4 Model B, Pi 3 B+, in idle and 

fully stressed. 
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2.4 RISC-V Compiler Performance: A Comparison between GCC and 

LLVM/clang 

The author of this study ran tests to compare the functionality of the two CPU 

architectures, RISC-V and ARM. Utilizing two well-known compilers, GCC and 

LLVM/Clang, the study's main objective was to assess the effects of different 

compilation optimization settings (-O0, -Os, -O1, -O2, -O3). Dhrystone and Coremark 

were used as the benchmark tests for the research [13]. 

 

The studies revealed some interesting results, one of which was that LLVM/Clang had 

lower performance and even crashed during compilation. This shows that LLVM/Clang 

might not be ideal for code compilation on these boards or needs additional 

optimization [13]. 

 

The -O0 and -Os optimization levels were the subject of another interesting finding. 

These optimization levels on the RISC-V architecture led to decreased performance 

Table 2. 1. Benchmark done on StarFive VisionFive V2 with Samsung 960 EVO as SSD 
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when compared to ARM. It was also odd that when using GCC, the -Os optimization 

level was slower than -O0. This implies that specific optimization levels can affect 

RISC-V differently than ARM due to architectural differences [13]. 

 

The experiments with LLVM/Clang demonstrated that optimization levels above -O0 

did not significantly improve performance. This suggests that for LLVM/Clang, the 

level of optimization may not have a significant effect on the speed at which code is 

executed on these boards. It's important to note that LLVM/Clang had trouble 

compiling Coremark for RISC-V, which is a critical limitation in this case. The 

difference in performance between the -O1 and -O2 optimization levels for Dhrystone 

was negligible, indicating that for this benchmark, performance may not be 

considerably impacted by the optimization level employed. But when applying -O3 

optimization, ARM outperformed RISC-V far more, demonstrating that ARM was 

more susceptible to high degrees of optimization [13]. 

 

Overall, the study emphasizes how crucial it is to consider both the compiler choice and 

the precise optimization settings when working with diverse processor architectures as 

RISC-V and ARM. It also highlights the need for more research into the efficiency and 

compatibility of LLVM/Clang for RISC-V compilation [13]. 

 

2.5 Limitations of Previous Studies 

In the previous studies using CoreMark benchmark, while the benchmark makes no 

assumptions about the architecture used, it fails to test memory enough [5]. Besides, the 

workload is synthetic and not realistic enough, which might raise integrity concerns 

about the benchmark. Synthetic workloads, which are produced artificially for testing, 

have shortcomings. Due to their lack of complexity and replication of user behavior, 

they might not adequately reflect real-world scenarios. System optimization may not 

match actual performance and can cause results to become bias. Limited coverage and 

impractical resource-intensive workload production are two possible outcomes. There 

are scaling and adaptability issues, and benchmark results may not be completely 

reliable. To resolve these problems, a hybrid approach combining synthetic and real-

world workloads is frequently utilized to provide a more thorough and precise 

evaluation of system performance. 
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The benchmark itself is not enough the test the performance of the board as CoreMark 

only targets CPU performance specifically rather than a broad- based embedded 

software workload. Previously, Starfive officially released their CPU performance 

benchmark results on VisionFive 2 using CoreMark and Dhrystone, achieving a score 

of 5.09 CM/MHz on CoreMark and 2.64 CM/MHz on Dhrystone [6]. Although 

CoreMark are often recognized to be more reliable than Dhrystone, we should test 

different benchmarks as they can produce different results which can give us different 

insights. The concern of insufficient benchmark tools in previous research highlights 

the need for a more thorough approach to performance evaluation. It implies that the 

constraints in benchmark variety and comprehensiveness may lead to an incomplete 

understanding of system performance. The proposed approach emphasizes the 

selection of a varied collection of benchmarking instruments to solve this shortcoming. 

These tools need to accommodate a variety of workloads and use cases, ensuring that 

the performance evaluation is comprehensive and indicative in any environment.
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Chapter 3  

System Model 

 

3.1 Design Specifications 

The benchmarking of RISC-V processors, specifically the VisionFive 2 board, and 

evaluation of their performance under varied workloads and compilation flag settings 

are the foundation of the project's methodology. We have developed a multi-step 

process to achieve this: 

 

Firstly, we will perform benchmark selection and configure these benchmarks to be 

able to run on the VisionFive 2 board. Then, experiment is conducted on the 

performance, compilation flag settings and power consumption of the board. After that, 

the data is recorded and will proceed to analyze it and interpret the findings to get useful 

insights. The data is then visualized using graphs, charts, and tables to provide clear 

representation of performance variations. Based on the analysis, recommendations are 

stated to form optimization strategies. 

 

Putty will be used to connect with the board and execute commands remotely. For 

power consumption test, a PZEM-OO4T module will be used to measure the energy, 

and a python script from TheHWcave that provides an interface to monitor the metrics 

obtained from the power meter. During the power consumption test, the top command 

is executed to view the tests executed in different number of threads. 

 

Phoronix test suite will provide the benchmark tests, Examples of system performances 

are iterations per second, floating-point operations per second, execution time, 

performance scores and more depending on the benchmark. 
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3.2  Hardware Specifications 

3.2.1  VisionFive V2 

 

3.2.2  VisionFive V1 

Table 3. 1. Specifications of VisionFive V2 
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3.2.3  Raspberry Pi 4b 

Below are the hardware specifications for Raspberry Pi 4b: [14] 

Broadcom BCM2711, Quad core Cortex-A72 (ARM v8) 64-bit SoC @ 1.8GHz 

8GB LPDDR4-3200 SDRAM 

2.4 GHz and 5.0 GHz IEEE 802.11ac wireless, Bluetooth 5.0, BLE 

Gigabit Ethernet 

2 USB 3.0 ports; 2 USB 2.0 ports. 

Raspberry Pi standard 40 pin GPIO header (fully backwards compatible with previous 

boards) 

2 × micro-HDMI ports (up to 4kp60 supported) 

2-lane MIPI DSI display port 

2-lane MIPI CSI camera port 

4-pole stereo audio and composite video port 

H.265 (4kp60 decode), H264 (1080p60 decode, 1080p30 encode) 

OpenGL ES 3.1, Vulkan 1.0 

Micro-SD card slot for loading operating system and data storage 

5V DC via USB-C connector (minimum 3A*) 

5V DC via GPIO header (minimum 3A*) 

Power over Ethernet (PoE) enabled (requires separate PoE HAT) 

Operating temperature: 0 – 50 degrees C ambient 

Table 3. 2. Specifications for VisionFive 
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3.2.4  Intel UP Board 

Below are the specifications for the Intel UP Board [15]: 

Table 3. 3 Specifications of Intel UP Board 

 

 

3.2.5  PZEM-004T Module 

Below are the specifications for the PZEM-004T Module [16]: 

 

Table 3. 4 Specifications of PZEM-004T Module 
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3.3  Benchmarking tools and performance metrics 

The Phoronix Test Suite is an effective tool for measuring and assessing system 

performance. It makes benchmarking easier with its user-friendly UI and automated 

operations. Its modular architecture enables the integration of new test profiles and 

suites, giving users an extensive range of benchmarking options. The suite 

stores extensive data and provides a variety of analytical tools for interpreting results. 

Overall, the Phoronix Test Suite is a helpful tool for researchers, industry professionals, 

and enthusiasts who seek to analyze and optimize system performance. 
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 CPU Benchmarks 

AOBench AOBench is a lightweight ambient occlusion renderer, 

written in C.  The size of 2048 x 2048 is being used by 

the test profile. 

 

In order to assess the CPU's computational 

performance, the benchmark calculates how long it 

takes the CPU to finish rendering.  

 

The benchmark involves ray tracing and rendering, 

which are common tasks for comparing the 

performance of various processors and graphics cards. 

 

Coremark Coremark is a common benchmark for measuring the 

performance of central processing units (CPUs) in 

embedded systems. 

 

Coremark is a collection of activities that include list 

processing, matrix manipulation, state machine 

emulation, and fundamental arithmetic operations 

which are typical operations in embedded systems. 

 

The benchmark measures the time it takes for a 

processor to execute the set of tasks. The primary 

metric used in Coremark is the number of iterations of 

the benchmark that can be completed per second. 

 

Himeno The Himeno benchmark evaluates computer systems' 

performance in solving the pressure Poisson equation 

with the point-Jacobi method. 

 

The Himeno benchmark typically measures a system's 



CHAPTER 3 – SYSTEM MODEL 

Bachelor of Computer Science (Honours) 

Faculty of Information and Communication Technology (Kampar Campus), UTAR 

   20 

 

performance in terms of the execution time required to 

solve the pressure Poisson equation for a given grid 

size and convergence criterion. Lower execution times 

indicate improved performance. 

 

FFTE FFTE, created by Daisuke Takahashi, is a package 

designed for computing Discrete Fourier Transforms 

(DFTs) of sequences with lengths that are powers of 2, 

3, and 5. FFTE places significant demands on the CPU 

in terms of computational resources, memory 

bandwidth, and cache utilization. 

 

The performance metric for this benchmark is 

MFLOPS (million floating point operations per 

second). MFLOPS is the rate at which a processor or 

algorithm can do floating-point arithmetic operations 

per second. 

 

Perl Benchmark The Perl benchmark suite for pod2html and the Perl 

interpreter compares the performance of multiple Perl 

utilities as well as the Perl interpreter itself. 

 

Perl benchmarking's performance metric is execution 

time, which is measured in seconds. Lower execution 

times indicate improved performance. 

 

Pod2html measures the time it takes for the CPU to 

convert POD files to HTML. Perl interpreter 

test estimates the time it takes the CPU to run Perl 

scripts using the Perl interpreter.  

 

Memory Benchmarks 
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Tinymembench Tinymembench is a benchmarking tool for system 

memory (RAM). It measures many elements of 

memory performance, such as read, write, and copy 

speeds. 

 

Tinymembench measures bandwidth for sequential 

read, write, and copy operations. Higher bandwidths 

(MB/s) indicate better memory performance. 

 

RAMspeed SMP RAMspeed SMP is a benchmark that performs a 

series of memory copy operations with integer data. 

Operations involve copying blocks of memory from 

one area to another within the RAM. 

 

The key performance metric of RAMspeed SMP is 

memory copy bandwidth, which is measured in 

megabytes per second (MB/s). Higher bandwidth 

indicates better memory performance. 

 

Cache Benchmarks 

Cachebench CacheBench runs a series of memory access patterns to 

stress different levels of cache hierarchy. It does this by 

accessing memory in a controlled manner, using 

different stride patterns, block sizes, and access modes.  

 

CacheBench's performance metrics is memory and 

cache bandwidth, which is measured in megabytes per 

second (MB/s). Higher bandwidth indicates 

better performance. 

 

GPU Benchmarks 
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GraphicsMagick GraphicsMagick performs various image processing 

operations on a high-resolution JPEG image. These 

operations include converting colors to the HWB color 

space, rotating the image, applying sharpening filters, 

adding swirl effects, adding Gaussian noise, resizing 

the image, and enhancing the image. 

 

The performance metric of this benchmark is "iterations 

per minute." This metric indicates how many times the 

benchmarked operations can be performed on the 

sample image in one minute. Higher values indicate 

better performance. 

 

OpenCV The OpenCV (Computer Vision) library's built-in 

performance tests cover a wide range of computer 

vision workloads. 

 

• Core: Tests OpenCV's functions and utilities.  

Features 2D: Tests algorithms for feature recognition, 

extraction, and matching.  

 

• Image Processing: Tests various image processing 

operations, including filtering, transformation, and 

enhancement.  

 

• Video Processing: Tests video-related operations such 

as capture, processing, and analysis.  

 

• Object Detection: Tests algorithms for detecting 

objects in images or video streams.  
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• DNN: Tests Deep neural network models and inference 

performance.  

 

• Stitching: Tests image stitching algorithms for creating 

panoramas from multiple images.  

• Graph API: Evaluates the performance of OpenCV's 

graph API for graph-based algorithms. 

 

The performance metric is the execution time of each 

test, measured in milliseconds, lower execution times 

indicate better performance. 

Machine Learning Benchmarks 

NCNN NCNN is a high-performance neural network inference 

framework developed from Tencent, targeted for 

embedded systems and other platforms. 

 

NCNN's performance metric is the time taken to 

execute inference on a given input data or batch of data, 

measured in milliseconds. Higher inference speeds 

indicate faster processing and better real-time 

performance. 

 

Filesystem Benchmarks 

PostMark This is a test of NetApp's PostMark benchmark 

designed to simulate small file testing like the tasks 

endured by web and mail servers. This test profile will 

set PostMark to perform 25,000 transactions with 500 

files simultaneously with the file sizes ranging between 

5 and 512 kilobytes. 
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The performance metric measured is transactions per 

second (TPS), where higher amounts indicate better 

performance. 

Multimedia Encoding Benchmarks 

FLAC Audio Encoding 

(Audio Encoding) 

The benchmark measures the time required to encode a 

sample WAV file to FLAC (Free Lossless Audio 

Codec) audio format ten times using the best preset 

settings. The performance metrics is seconds where 

lower execution time indicates better performance. 

WebP Image Encode  

(Image Encoding) 

This test uses the cwebp program to encode an example 

JPEG image into WebP format with different quality 

and compression options. The test image is a sample 

JPEG with dimensions of 6000x4000 pixels.  

 

The performance metric is the encoding process's 

throughput in terms of megapixels processed per 

second (MP/s). Higher throughput suggests 

better performance. 

 

Database Benchmarks 

SQLite Speedtest SQLite Speedtest is designed to test the performance of 

various database operations, such as inserts, updates, 

selects, and deletes, with an increased problem size of 

1,000. 

 

The performance metric is the total time taken by 

SQLite to execute the benchmark test with the 

increased problem size of 1,000 measured in seconds 

where lower execution time indicate better 

performance. 

 

Programming Language Benchmarks 
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PyPerformance PyPerformance is the standard Python performance 

benchmark suite, testing different aspects of Python's 

performance across tasks and workloads. 

 

• go: Measures time required to execute a simple "go" 

command in Python.  

 

• 2to3: Measures the performance of Python's 2to3 tool, 

which translates Python 2 code to Python 3 code.  

 

• raytrace: Measures the time required to render a scene 

using ray tracing techniques.  

 

• crypto_pyaes: Measures the time required to complete 

cryptographic operations using the PyAES library.  

 

• python_startup: Measures the Python interpreter's 

startup time. 

 

• nbody: Measures the time required to model the 

gravitational interaction between astronomical bodies.  

 

• Chaos: Measuring the time required to simulate python 

chaotic systems.  

 

• float: Evaluates the performance of floating-point 

arithmetic operations in Python.  

 

• json_loads: Measures the time required to parse JSON 

data, which converts JSON-formatted data into Python 

objects.  
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• regex_compile: Measures the speed of compiling 

regular expressions in Python using the re.compile() 

function.  

 

• pathlib: Measures the time required to perform various 

file path operations using Python's pathlib package. 

 

Performance metrics is time where lower execution 

time indicates better performance. 

 

Web Server Benchmarks 

PHPBench PHPBench is a PHP benchmark suite. It runs tests to 

evaluate different elements of the PHP interpreter. 

PHPBench is used to compare hardware, operating 

systems, PHP versions, PHP accelerators and caches, 

compiler parameters, and more. Higher score indicates 

better performance. 

 

Computational Fluid Dynamics Benchmarks 

Dolfyn The Dolfyn test profile measures the execution time of 

the computational fluid dynamics demos included with 

Dolfyn. 

 

The performance metrics is seconds, where lower 

execution time indicates better performance. 

Other System Performance Benchmarks 

T-Test1 T-test1 is a basic memory allocator benchmark. Users 

can choose to run the benchmark single-thread or 

double-thread. The performance metrics is seconds 

where lower execution time indicates better 

performance. Note the overall time does include the 

warmup time of the custom t-test1 compilation. 
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Machine Learning Models Tested 

Mobilenet MobileNet is a convolutional neural network (CNN) 

model created for mobile and embedded vision 

applications. It uses depth-wise separable 

convolutions to reduce computational complexity 

while retaining high accuracy. 

 

Mobilenet V2 MobileNetV2 is an enhancement to the original 

MobileNet architecture, incorporating inverted 

residuals and linear bottlenecks to improve 

performance. 

 

Mobilenet V3 MobileNet v3: MobileNetV3 refines the architecture 

by focusing on improving the speed-accuracy trade-

off using neural architecture search (NAS) techniques. 

 

Shufflenet-V2 ShuffleNetV2 is another efficient CNN design that 

uses channel shuffling and pointwise group 

convolution to minimize computing costs. 

 

mnasnet MnasNet is a mobile-friendly neural architecture 

discovered by automated neural architecture search 

methods, aim to achieve high accuracy while 

minimizing computational cost. 

 

Efficientnet-b0 EfficientNet is a series of CNN models that delivers 

cutting-edge accuracy through highly efficient 

architectural scaling methods. 

 

blazeface BlazeFace is a lightweight face detection model 

designed for mobile and embedded devices that 
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prioritizes speed and accuracy in face identification 

tasks. 

 

googlenet GoogleNet, also known as Inception-v1, is a deep 

CNN architecture which make optimal use of 

computational resources by employing different filter 

sizes at each layer. 

 

Vgg16 VGG16 is a deep CNN architecture known for its 

simplicity and efficiency. It has 16 convolutional 

layers and is commonly used as a baseline for many 

computer vision tasks. 

 

Resnet18, Resnet50 ResNet (Residual Network) is a deep CNN design that 

uses skip connections to solve the vanishing gradient 

problem. ResNet18 and ResNet50 represent variations 

with 18 and 50 layers, respectively. 

alexnet AlexNet is one of the first deep CNN architectures, 

having won the ImageNet Large Scale Visual 

Recognition Challenge (ILSVRC) in 2012. 

 

Yolov4-tiny YOLO (You Only Look Once) is a popular object 

detection technique with real-time performance. 

YOLOv4-Tiny is a lightweight version designed for 

speed. 

 

Squeezenet_ssd SqueezeNet is a CNN architecture that is optimized for 

efficiency with a small number of parameters. 

SqueezeNet SSD is a model optimized for object 

detection tasks that employ single shot multibox 

detection (SSD). 
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Regnety_400m RegNet is a family of effective CNN architectures that 

prioritize performance and scalability under a range of 

resource limitations. 

 

Vision_transformer Vision Transformer (ViT) is a transformer-based 

architecture for computer vision problems. It replaces 

traditional convolutional layers with self-attention 

mechanisms. 

 

FastestDet FastestDet is a lightweight and effective object 

detection model designed for real-time inference on 

mobile and edge devices, 

 

 

3.4  System workflow 

 

 

Figure 3. 1 Performance Benchmark Workflow 

 

After selection of benchmarks, the dependencies for the benchmark are required to be 

installed for the benchmark installation. In this process, the selected benchmarks can 

be batched together to undergo the whole workflow instead of doing it one by one. 

After the benchmarks are installed, it will be executed and the results are stored. Results 

will be viewed to compare it with other boards that are benchmarked with the same test. 

In compilation flags testing, before benchmark execution, optimization is configured 
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before benchmark is executed. Lastly, the data will be visualized to get a better 

understanding of the results obtained. 

 

Figure 3. 2 Power consumption test workflow 

 

During power consumption test. The benchmark setup consists of downloading 

dependencies and installing the tests. After selecting the number of tests to run 

concurrently, the benchmark will be executed. During execution, the data is monitored 

and recorded using a python script called TheHWcave PowerMeter. The data will be 

stored inside a csv file. Data post-processing is required to delete inaccurate data that 

is measured during the test. After analysis and comparison, the data of power 

consumption scaling from one thread to four threads are visualized using graphs.
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Chapter 4  

EXPERIMENT 

 

4.1  Intel UP Board Setup 

4.1.1   Installing Ubuntu OS on Intel UP Board 

The operating system that will be used in this project is Ubuntu 22.04. First, download 

the desktop image from the ubuntu releases website, then the image is burned into a 

flash drive using a software called balenaEtcher. After the operating system is installed 

on the board, the sudo apt update command is executed to get the latest updates. 
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4.2  Starfive VisionFive V2 Setup 

Insert a micro-SD card into the computer through a micro-SD card reader, or by a built-

in card reader on a laptop. 

 

Download the latest Debian image from the link provided in the quick start guide. 

 

The image selected for this project is 202308, choose sd folder and download the image 

which is in img.bz2 compressed format, use 7-zip to extract the image. 
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Then, use BalenaEtcher software to flash the Debian image to a micro-SD card. 

 

After that, insert the micro-SD card into starfive visionfive v2. Ensure the boot mode 

is set to sdio, like this: 

 

Turn on power and connect display. 

 

After logging into debian, we need to extend the partition on sd card. 

 

Use the following command to list available elements. 

~# df -h 

Example output: 

Filesystem      Size  Used Avail Use% Mounted on 

udev            3.7G     0  3.7G   0% /dev 
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tmpfs           793M  3.1M  790M   1% /run 

/dev/mmcblk1p4  2.0G  1.9G   88M  96% / 

tmpfs           3.9G     0  3.9G   0% /dev/shm 

tmpfs           5.0M   12K  5.0M   1% /run/lock 

tmpfs           793M   32K  793M   1% /run/user/107 

tmpfs           793M   24K  793M   1% /run/user/0 

 

Run fdisk command fdisk /dev/mmcblk<x> and key in the prompt as follows: 

root@starfive:~# fdisk /dev/mmcblk1 

 

Welcome to fdisk (util-linux 2.38.1). 

Changes will remain in memory only, until you decide to write them. 

Be careful before using the write command. 

 

GPT PMBR size mismatch (4505599 != 62929919) will be corrected by write. 

This disk is currently in use - repartitioning is probably a bad idea. 

It's recommended to umount all file systems, and swapoff all swap 

partitions on this disk.  

Command (m for help): d 

Partition number (1-4, default 4): 4   

 

Partition 4 has been deleted. 

 

Command (m for help): n 

Partition number (4-128, default 4): 4 

First sector (34-62929886, default 221184): 

Last sector, +/-sectors or +/-size{K,M,G,T,P} (221184-62929886, default 62928895): 

 

Created a new partition 4 of type 'Linux filesystem' and of size 29.9 GiB. 

Partition #4 contains a ext4 signature. 

 

Do you want to remove the signature? [Y]es/[N]o: N 
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Command (m for help): w 

 

The partition table has been altered. 

Syncing disks. 

 

Resize the /dev/mmcblk<X>p4 partition by running the resize2fs command to fully 

utilize the unused block. 

 

Example output: 

root@starfive:~# resize2fs /dev/mmcblk1p4 

resize2fs 1.46.6-rc1 (12-Sep-2022) 

Filesystem at /d[  295.372617] EXT4-fs (mmcblk1p4): resizing filesystem from 535291 

to 7838464 blocks 

ev/mmcblk1p4 is mounted on /; on-line resizing required 

old_desc_blocks = 1, new_desc_blocks = 4 

[  295.993163] EXT4-fs (mmcblk1p4): resized filesystem to 7838464 

The filesystem on /dev/mmcblk1p4 is now 7838464 (4k) blocks long. 

 

To verify the new size of partition, we can execute command df -h. 

Tp root@starfive:~# df -h 

Filesystem      Size  Used Avail Use% Mounted on 

udev            3.7G     0  3.7G   0% /dev 

tmpfs           793M  3.1M  790M   1% /run 

/dev/mmcblk1p4   30G  1.9G   28G   7% / 

tmpfs           3.9G     0  3.9G   0% /dev/shm 

tmpfs           5.0M   12K  5.0M   1% /run/lock 

tmpfs           793M   32K  793M   1% /run/user/107 

tmpfs           793M   24K  793M   1% /run/user/0 

 

Next, there are some packages that are not available through apt-get, and is provided 

by StarFive, to install these dependencies we can use following command: 
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wget https://github.com/starfive-tech/Debian/releases/download/v0.8.0-engineering-

release-wayland/install_package_and_dependencies.sh 

chmod +x install_package_and_dependencies.sh 

sudo ./install_package_and_dependencies.sh 

4.3 Performance Benchmarking 

4.3.1 Using PuTTy to establish SSH connection. 

To access the terminal of the boards directly from my laptop, I downloaded PuTTy to 

establish SSH connection. Firstly, I get the IP address of the board by using command 

ifconfig. The IP address usually starts with 192.168.X.X. 

Then, at the terminal from my laptop, use command ssh [username]@[ip_address], 

password will be asked upon login. 

 

4.3.2 Installing Phoronix Test Suite 

To install the phoronix test suite, go to the phoronix test suite website. Since the OS 

installed on Intel UP Board is Ubuntu/Debian, that package will be downloaded. After 

extracting the archive, open it in terminal and type the sudo command for the 

installation sudo ./install.sh and the installation will be done. To access the test suite, 

simply type the command phoronix-test-suite in the terminal, and a list of command 

and instructions can be found. 

 

4.3.3 Installing a test. 

To install a test in phoronix-test-suite, we can execute command phoronix-test-suite 

interactive to run and install a test through an interactive dashboard or execute 

command phoronix-test-suite benchmark [benchmark_name] and will proceed to install 

and execute the test. 
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Figure 4. 1 Installing a test. 

To benchmark a batch of tests, we can execute command phoronix-test-suite build-

suite, and it will prompt user to build a custom test suite. 
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Figure 4. 2 Creating a test suite. 

4.3.4 Running the benchmark. 

Before beginning the benchmarking process, we will set the initialization level to 3 by 

using the following command: 

sudo init 3 

This step will prevent any potential interference or inconsistencies that may occur 

throughout the benchmarking process and create a stable and regulated environment, 

which improves the accuracy and dependability of our benchmarking results.  

 

Once the initialization level has been set up, we may proceed to run the created test 

suite. To start the benchmarking process for the full suite, run the following command: 

'phoronix-test-suite benchmark [test-suite].'  
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Figure 4. 3 Running a batch of tests. 

Individual tests within the suite can also be run individually. To run tests separately, 

use the following command. 

phoronix-test-suite benchmark [test-name] 

4.4 Power Consumption Test 

4.4.1 PZEM-004T Driver installation 

First, get the PL2303 Prolific Driver installer and run the installer. After installation, 

run these commands in the terminal. 

 

Figure 4. 4 Registering an ActiveX Control 

 

Running the software. 
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Figure 4. 5. Running PZEM014 Master 

 

Before setting the COM port, plug in the USB from the PZEM-004T Module. 

To set COM port, go to the search bar beside Windows and type device manager, then 

expand ports (COM & LPT) section, find the prolific driver and its COM port, set the 

COM port to that prolific driver’s COM port. 

In the power consumption test later, we will use a python script from TheHWcave to 

measure the power consumption. The interface will show data after typing the COM 

port, during the test was executed, we can press the record button and the metrics below 

will be recorded into a csv file. 

 

 

Figure 4. 6. Python script for interface of measuring power consumption 
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The average power consumption for the benchmark, measured in Watt can be obtained 

from the csv file. 

4.5 Compilation Flag Optimizations 

To run the tests with compiler flag optimizations, -O1, -O2 and -O3, we can put the 

tests into a batch first, then execute the following commands. The following commands 

will run the batch of tests in -O1, -O2, and -O3 optmization settings. 

 

CFLAGS="-O1" CXXFLAGS="-O1" TEST_RESULTS_NAME="result-name" 

phoronix-test-suite batch-benchmark batch-01 

CFLAGS="-O2" CXXFLAGS="-O2" TEST_RESULTS_NAME="result-name" 

phoronix-test-suite batch-benchmark batch-01 

CFLAGS="-O3" CXXFLAGS="-O3" TEST_RESULTS_NAME="result-name" 

phoronix-test-suite batch-benchmark batch-01 

 

To use the command lines for RISC-V options, open file systems in starfive visionfive 

and show hidden folders. Then navigate to. phoronix-test-suite/pts/test-profiles and 

select the tests to be optimized. Open the install.sh of the test and make modifications 

to include the compiler flags -march=rv64gc and -mcpu=sifive-u74, for example: 

Before configuration: 
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Figure 4. 7. Install.sh file of Himeno Benchmark before configuration 

 

After configuration: 

 

 

Figure 4. 8. Install.sh of Himeno Benchmark after optimizations 
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4.6 Analysis and Reporting 

 

The analysis of benchmarking results and conclusions generated from the obtained data 

is a methodical procedure that seeks to extract useful insights. Initially, the tests are 

conducted repeatedly to ensure the result's accuracy and relevance to the benchmarking 

study's objectives. Raw data is processed into structured formats and turning it into 

useful figures or averages relevant to the performance evaluation criteria. Maintaining 

consistency and accuracy throughout this process allows for reliable analysis and 

conclusions. 

 

Benchmarking studies rely heavily on comparative analysis, which allows for the 

comparison of results across multiple test instances, hardware configurations, and 

software versions. Visualizations such as histograms, box plots, and scatter plots are 

used to show comparative analysis results, making them easier to analyze and 

understand. 

 

Root cause analysis is used to evaluate any outliers or unexpected results discovered 

during the benchmarking process. Examining further into the underlying reasons of 

such abnormalities can provide insights into performance bottlenecks or system 

performance concerns. 

 

The results are presented with the use of graphs and visuals to improve understanding. 

The analysis's main findings and conclusions are briefly discussed and backed up 

by statistics to give more perspective. The benchmarking study's key conclusions are 

summarized in the report, along with any ramifications for further research or choice.
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Chapter 5  

Results 

 

5.1  Benchmark results and result analysis 

The results below are tests that are conducted on intel up board, starfive visionfive 

board, starfive visionfive v2 board and raspberry pi 4b. 

 

5.1.1  CPU Benchmark result 

Overall, the Raspberry Pi 4B performs well across a variety of CPU benchmarks. The 

Intel UP board also performs well across all benchmarks, notably in floating-point 

computations. The StarFive v2 board runs well, however it falls behind the Raspberry 

Pi 4B and Intel UP in most benchmarks. The StarFive v1 board has the lowest 

performance across all benchmarks, indicating that its CPU is less powerful than the 

other boards.  

 

Considering the difference in core count between the StarFive v1 board (2 cores) and 

the other boards (quad-core), it is clear why the StarFive v1 board consistently performs 

lower across the benchmarks. The StarFive v1 board's capacity to handle multi-threaded 

tasks is inherently limited because it only has two cores, as opposed to quad-core boards. 

 

Despite this limitation, the results highlight the advancements made to the StarFive v2 

board over its predecessor. These enhancements are significant given the shift from a 

dual-core to a quad-core design.  

 

However, despite these improvements, the StarFive v2 board still trails the Raspberry 

Pi 4B and the Intel UP board in most benchmarks, which may be due to variables other 

than core count, such as architecture differences clock speeds, and optimizations. 
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Figure 5. 1 AOBench Results 

 

Figure 5. 2 Coremark Results 
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Figure 5. 3 FFTE Results 

 

Figure 5. 4 Himeno Results 
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Figure 5. 5 Perl Benchmark Interpreter Results 

 

 

Figure 5. 6 Perl Benchmark Pod2html Results 

 

5.1.2  Memory Benchmark Result 
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memory benchmarks showing significant improvement to its predecessor. However, it 

still trails the Intel UP and Raspberry Pi 4B in memory performance. 

 

 

Figure 5. 7 Tinymembench Results 

 

 

Figure 5. 8 RAMspeed SMP Results 
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5.1.3  Cache Benchmark Result 

Moving on to cache benchmarks, in the read benchmarks, the Raspberry Pi 4B 

outperforms all other boards significantly. Following closely behind is the StarFive v2, 

which outperforms its predecessor and achieves competitive read speeds. The Intel UP 

board also performs well in reading operations being slightly behind StarFive v2. In 

contrast, the StarFive v1 has lower read performance than the other boards. 

 

The Intel UP board leads the writing benchmarks, closely followed by the Raspberry 

Pi 4B. The StarFive v2 board also has good write performance when compared to Intel 

UP board and Raspberry Pi 4B and showing significant improvements over the 

StarFive v1. 

 

In read-modify-write operations, the Raspberry Pi 4B outperforms Intel UP, by twice 

the speed. However, the StarFive v2 performs significantly worse in this benchmark 

when compared to previous benchmarks like read operations and writing operations, 

with a score that is just half the speed of the Intel UP. Meanwhile, the StarFive v1 board 

ranks bottom in read-modify-write performance among the four boards. 

 

Overall, the Raspberry Pi 4B shows superior performance in this benchmark, while the 

performance of Intel UP and StarFive v2 board in read and write operations is equally 

matched, StarFive v2 board unexpectedly performs worse in read-modify-write 

operations. However, it outperforms its predecessor and is able to achieve a good 

performance in read and write operations. 
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Figure 5. 9 Cachebench Results 

 

5.1.4  GPU Benchmark Result 
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Figure 5. 10 GraphicsMagick Results 
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Figure 5. 11 OpenCV Results (1) 

 

Figure 5. 12 OpenCV Results (2) 
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both the Intel UP and StarFive v2 in filesystem performance, while the Raspberry Pi 

4B demonstrates comparatively lower performance among the boards. This highlights 

the strength of Starfive VisionFive V2 in small file transactions under simultaneous 

access. It indicates a filesystem with a high throughput, low latency, efficient 

concurrency support, efficient space utilization, robustness, and reliability in ensuring 

data integrity. 

 

Figure 5. 13 Postmark Results 
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Figure 5. 14 FLAC Audio Encoding Results 

 

In the WebP Image Encoding benchmark, we observed that Raspberry Pi 4B is 

consistently outperforming the other boards, followed by the Intel UP. While starfive 
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Figure 5. 15 WebP Image Encode Results (1) 
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Overall, in both FLAC audio encoding and WebP image encoding benchmarks, the 

Raspberry Pi 4B demonstrates a better performance, followed by the Intel UP, showing 

their efficiency in executing multimedia encoding tasks. The StarFive VisionFive v2 

board shows some improvement compared to v1, but it still lags significantly behind 

the leading boards, showing its limitation in multimedia encoding. The disparity in 

performance between the boards may be attributed to differences in CPU performance, 

memory bandwidth, and optimization of the FLAC encoding algorithm for each 

platform. 

 

5.1.8  Web Server Benchmark Result 

In the PHPBench benchmark, the Raspberry Pi 4B demonstrates the highest 
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Figure 5. 16 WebP Image Encode Results (2) 
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Figure 5. 17 PHPBench Results 
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Figure 5. 18 Dolfyn Results 
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Figure 5. 19 SQLite Speedtest Results 
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Figure 5. 20 Pyperformance Results (1) 

 

Figure 5. 21 Pyperformance Results (2) 
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Figure 5. 22 Pyperformance Results (3) 

 

Figure 5. 23 Pyperformance Results (4) 
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better than Raspberry Pi 4B and being only several seconds behind in performance 

when compared to Intel UP Board. 

 

Figure 5. 24 T-Test1 Results 
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conducted a test to measure its single thread power consumption and compare it to when 

one of its cpu is switched off. We observed that even with only one CPU active during 

the tests, the power consumption is almost consistent when both CPUs are active. This 

indicates that there is a problem of inefficieny in the board's power consumption. 

 

This phenomenon may be caused by issues such as power management implementation 

and static power consumption. StarFive v1 may have a power management 

implementation that does not effectively reduce power consumption when one CPU 

core is idle. Inefficient power management algorithms or hardware configurations 

could contribute to this behavior. Certain components of the StarFive v1 platform, such 

as the memory subsystem, system-on-chip (SoC) components, may consume a 

significant amount of power even when CPU cores are idle. This static power 

consumption could contribute to the observed minimal difference in power 

consumption between one and two active CPU cores. 

 

Overall, the consistent power consumption of StarFive v1 across different CPU 

configurations suggests potential opportunities for improvement in power management 

and efficiency. Addressing these issues could lead to better energy efficiency and 

reduced power consumption, enhancing the overall performance of the platform. 
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Figure 5. 25 IDLE Average Power Consumption 

 

Figure 5. 26 AOBench Average Power Consumption 
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Figure 5. 27 Dolfyn Average Power Consumption 

 

Figure 5. 28 FLAC Audio Encoding Average Power Consumption 
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Figure 5. 29 Perl Benchmark – Pod2html Average Power Consumption 

 

Figure 5. 30 T-Test1 Average Power Consumption 
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Figure 5. 31 StarFive VisionFive V1’s Average Power Consumption 
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It's worth noting that the StarFive v2 comes with a graphics processor and supports 

Vulkan, a graphics API noted for its speed and efficiency. Despite these benefits, the 

results indicate that the performance difference between the target CPU and the target 

Vulkan GPU is relatively small. This shows that the StarFive v2's CPU performance 

has the potential to compete with or even outperform its GPU counterpart in certain 

cases. 

 

In summary, while the Intel UP board performs better overall, the StarFive v2 board is 

a formidable competitor, particularly when compared to the Raspberry Pi 4B. Its huge 

improvement over its predecessor, as well as its CPU performance, makes it a 

potential alternative. Further exploration may be required to understand the details of 

performance between the CPU and GPU components in various settings. 

 

Figure 5. 32 Mobilenet Results 
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Figure 5. 34 Mobilenet V3 Results 
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Figure 5. 33 Mobilenet V2 Results 
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Figure 5. 35 Shufflenet-V2 Results 

 

Figure 5. 36 mnasnet Results 
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Figure 5. 37 Efficientnet-b0 Results 

 

 

Figure 5. 38 Blazeface Results 
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Figure 5. 39 Googlenet Results 

 

Figure 5. 40 VGG16 Results 
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Figure 5. 41 Resnet18 Results 

 

Figure 5. 42 Alexnet Results 
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Figure 5. 43 Resnet50 Results 

 

Figure 5. 44 Yolov4-tiny Results 
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Figure 5. 45 Squeezenet_ssd Results 

 

 

Figure 5. 46 Regnety_400m Results 
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Figure 5. 47 Vision_transformer Results 

 

 

Figure 5. 48 FastestDet Results 
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including CPU performance evaluation, memory operations, graphics processing, file-

system performance, multimedia encoding, web server operations, database operations, 

Python code execution, and machine learning activities. However, there are potential 

overlooked use cases that can provide new insights into the boards' capabilities across 

a wide range of application scenarios. These include IoT and embedded systems 

applications, high-performance computing (HPC), edge computing, real-time 

multimedia processing, and big data analytics. These use cases have specific 

performance needs that may not have been fully addressed during the project. 

 

Furthermore,  the machine learning benchmarks is limited due to the lack of PyTorch 

functionality on the StarFive v2 board. While PyTorch is a widely used and popular 

framework for machine learning applications, its absence from the StarFive v2 board 

restricts potential insights and comparisons. A possible solution to this issue is to port 

PyTorch to the board. PyTorch would be ported by altering the framework to run 

efficiently on the StarFive v2 board's hardware architecture, allowing researchers to use 

its capabilities for machine learning. However, porting PyTorch can be a time-

consuming and complex process. Therefore, while porting PyTorch could address the 

compatibility issue, it may introduce additional challenges and resource requirements 

to the project. 

 

Moreover, it is important to note that benchmarking tests often provide an overview of 

performance at a specific point in time. Long-term testing to analyze aspects like 

reliability, stability, and performance degradation over time may have fallen outside the 

scope of the project. This limitation should be considered when analyzing the project's 

results and conclusions.  

 

Another challenge encountered during the project was a lack of information about 

compilation settings such as -O1, -O2, -O3, -mcpu=sifive-u74, and -march=rv64gc. 

Despite using these flags, the results did not improve, indicating the need for additional 

research into the optimization settings or potential limitations of the hardware and 

software configurations. 

 

Overall, while the project provides significant insights into the performance of 



CHAPTER 5 - RESULTS 

 

Bachelor of Computer Science (Honours) 

Faculty of Information and Communication Technology (Kampar Campus), UTAR 

   77 

 

hardware boards across multiple workloads, addressing these challenges and 

considering other use cases could improve the benchmarking study's 

comprehensiveness and applicability.
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Chapter 6  

Conclusion 

 

6.1 Conclusion 

The benchmarking study conducted on the Intel UP Board, StarFive VisionFive V1 and 

V2 Boards, and Raspberry Pi 4B offers a detailed assessment of their performance 

across a spectrum of computational tasks and workloads. Here's a deeper dive into the 

key findings: 

 

StarFive VisionFive V2 shown significant improvements in CPU performance, making 

it a formidable competition alongside the Raspberry Pi 4B and Intel UP Board. While 

it lags slightly in memory and cache performance, its competitive GPU capabilities 

make it a good choice for graphics-intensive applications. However, limitations in 

multimedia encoding indicate areas for development. StarFive VisionFive V2 excels in 

filesystem performance, especially for short file transactions, demonstrating efficient 

concurrency support and data integrity. In database operations, it competes closely with 

the Raspberry Pi 4B but falls slightly short of the Intel UP board. In the Python 

benchmark using PyPerformance, the StarFive V2 board outperforms V1, but both 

versions still lag behind the Intel UP and Raspberry Pi 4B, showing their limitations 

in Python-related workloads. Nonetheless, in benchmarks such as t-test1, StarFive 

VisionFive V2 shows tremendous improvement, placing slightly behind the Intel UP 

board in performance. 

 

The power consumption tests performed on the Intel UP board, Raspberry Pi 4B, 

StarFive VisionFive V1, and StarFive VisionFive V2 provided interesting findings. The 

Intel UP board has the lowest overall power usage. While StarFive V2 consumes 

significantly more power during single-threaded jobs than the Raspberry Pi 4B, it has 

lower power consumption in multi-threaded applications. Despite underperforming in 

benchmarks, StarFive V1 has reduced power consumption. However, we noticed small 

power consumption differences between single-threaded and multi-threaded operations 

in StarFive V1, additional testing shows consistent power use regardless of CPU 
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configuration, indicating potential power management inefficiencies. This shows that 

StarFive V1's power management implementation and efficiency could be improved, 

perhaps improving overall performance and energy efficiency. 

 

During machine learning benchmarks, while the Intel UP board outperforms others 

significantly, the StarFive v2 was able to outperform Raspberry Pi 4B. Despite StarFive 

v2's GPU support, its CPU performance remains competitive, with the potential to 

outperform GPU performance in some cases. Overall, StarFive v2's significant 

improvement and CPU capability in this field make it a viable option, necessitating 

additional research into CPU-GPU performance dynamics. 

 

In conclusion, the benchmarking study underscores StarFive VisionFive V2's 

emergence as a formidable computing platform, offering competitive performance 

across various tasks. Besides, it showcased a significant improvement compared to its 

predecessor, StarFive VisionFive V1. Its continued evolution and optimization efforts 

hold promise for a wide range of applications, making it a compelling choice for 

developers and researchers seeking robust and efficient computing solutions. 

 

6.2 Recommendations 

Based on the challenges and limitations faced during the project, as well as potential 

overlooked use cases, some recommendations can be considered for future research in 

this field. 

 

To acquire a more comprehensive understanding of the boards' capabilities, 

benchmarking in application scenarios such as IoT and embedded systems, high-

performance computing (HPC), edge computing, real-time multimedia processing, and 

big data analytics can be considered. This will provide insights into how the boards 

work in real-world use cases, allowing users to make more informed decisions based 

on their specific requirements. 

 

Given the lack of PyTorch capabilities on the StarFive V2 board, porting PyTorch to 

the hardware architecture is a considerable option. This would allow researchers to use 

PyTorch's capabilities for machine learning projects while also enabling comparisons 
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with other PyTorch-compatible boards. However, it is important to keep in mind that 

porting PyTorch may introduce additional challenges and resource requirements into 

the project. 

 

Future works may conduct long-term testing to examine factors such as reliability, 

stability, and performance degradation over time. This will provide information about 

the boards' long-term performance and assist users in determining if they are suitable 

for long-term use in a wide range of applications. 

 

Graphics processing benchmarks in OpenGL, OpenCL, and Vulkan to test the StarFive 

V2 board's graphics processor capabilities have potential as the board has accessibility 

to these utilities. Benchmarking graphics processing will provide useful information 

about its performance for graphics-intensive activities. 

 

Conduct additional research on optimization parameters such as compilation flags (-O1, 

-O2, -O3, -mcpu=sifive-u74, -march=rv64gc) and experiment on other compilation 

flags allows further comprehension of their impact on performance. Investigate the 

potential limitations of the hardware and software configurations and consider alternate 

strategies for optimization to improve benchmark results. 

 

By addressing these recommendations, the benchmarking study can become more 

comprehensive, providing valuable insights into the performance and capabilities of the 

hardware boards across a wider range of applications and workloads.
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Appendix C – Benchmark Results of StarFive VisionFive V2 
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Appendix D – Benchmark Results of Raspberry Pi 4B 
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Appendix E – Power Consumption Test 
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