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ABSTRACT 

 

Addressing the diverse learning preferences of students who benefit from visual, textual, or 

auditory cues, we developed Lecture Digest - to automatically summarize lecture videos into 

multiple types of lecture summary. Lecture Digest provides the option of viewing text 

summaries, navigating to important sections of the video by clicking chapters, and interacting 

with chat assistance. In text summarization, we use Google's Speech-to-Text technology to 

convert spoken words in videos into written text before the transcription feeds into GPT-3.5 to 

extract important points based on semantic understanding. Meanwhile, in video 

summarization, we use a custom gesture recognition system based on the MediaPipe 

framework to recognize hand gestures that can signify important key points. The intuition is 

that speakers would normally perform some distinguishable hand gesture when emphasizing 

important points. Then, we mark the timestamp of this landmark into the video for the user to 

easily skip ahead and rewind to these important segments. Lastly, a chat module acts as a virtual 

tutor, enabling students to engage deeply with the video content. Users can query the module 

to pull up information related to the video, review frequently asked questions, and utilize 

interactive tools like flashcards and quizzes to test their understanding. The experimental 

results on 60 UTAR students from different faculties showed that all of them are satisfied with 

the functionalities provided by the Lecture Digest application, proving it to be an effective tool 

in boosting the student’s academic performance.  
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Chapter 1 Introduction 

 

In this chapter, the problem statement and motivation, project scopes and objectives, 

contributions, report organization are discussed.  

 

1.1  Problem Statement and Motivation 

In today's fast-paced educational environment, students face time constraints when studying 

and revising their course materials due to the hectic schedules in the semesters. Poor time 

management and last-minute study habits, compounded by multiple exams clustered together, 

contribute to anxiety before examination, especially for truant and daydreaming students. The 

emergence of COVID-19 pandemic has transformed the teaching and learning style into online 

style [1]. Lecture videos, whether in pre-recorded or live style or not, become an assistance 

tool for students in studying. According to [2], students prefer to return multiple times to certain 

points in the video to review the important concept. However, reviewing entire video can be 

time-consuming.  

 

Hence, students choose to speed up the playback of the lecture videos to shorten the duration 

of whole video [3]. Nevertheless, it reduces effectiveness in studying, as students’ minds are 

overloaded with large amount of information within a short period, making them not able to 

digest and absorb the knowledge properly [3].  Therefore, a summarizer tool is brought into 

play to address the issue above, where it synthesizes summary of the lecture video in different 

perspectives while preserving the important points at the same time. However, there is lack of 

summarizer tool which can be used to summarize the lecture videos as most of the existing 

tools generate summary based on the text or YouTube videos only.  

 

This thesis aims to introduce a user-friendly lecture summarization app that help students to 

understand the lecture content in fast pace. This project is designed to efficiently condense 

extensive lecture materials into concise summaries, facilitating better comprehending and 

revision of important course material. The app offers diverse kinds of summaries, including 

text summaries, chapters for easy navigation to specific parts of the video, and chatbot 

functioned as a virtual tutor. This make the app to be a versatile and creative tool to enrich the 

learning process. Ultimately, this initiative strives to create a productive and engaging 

educational experience to the individuals involved in learning process. 
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1.2  Objectives 

The objectives of this project are: 

1. To develop a lecture digest – to automatically summarize long lecture videos into 

text summary and short video summary. 

This project aims to deliver a novel lecture digest application composed of multiple 

features. The application accepts a lecture video as input and then present users with 

three options, such as extract key points from the lesson, generate chapters for easy 

navigation to important section of the video and provide an interactive chat assistance 

to the users.  

 

2. To develop a text summarization method using Google Speech-to-Text for 

transcription and GPT-3.5 Turbo model for summarization 

The application can generate key points based on the video transcription. Specifically, 

Google Speech-to-Text API will convert the lecture videos into transcription and the 

transcription will be fed into the Open AI GPT-3.5 turbo model to generate key points. 

The returned key points will be displayed in bullet points. 

 

3. To train a custom hand gesture recognition model based on MediaPipe API using 

transfer learning to recognize important points in the lecture video 

The Lecture Digest app uses MediaPipe Gesture Recognizer API to identify gestures 

made by lecturer in the video, as the gestures represent the intention of lecturer in 

emphasizing key points. The timestamp of the corresponding detected gesture is 

extracted and aligned with the chapters generated by GPT-3.5 Turbo model. When the 

user clicks on the chapters, the user should be navigated to corresponding part of the 

video. MediaPipe Model Maker is used to train the gesture recognition model.  

4. To develop a chatbot tutor for user to interact and ask questions based on the 

lecture video 

This chatbot tutor operates in real-time, offering immediate responses to user inquiries. 

It provides four types of assistances to users, such as generating frequently asked 

questions (FAQ), answer to user’s questions (QnA), creating flashcards and conducting 

quiz.  
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1.3  Project Scope and Direction  

The scope of the project is to develop a mobile lecture summarization app designed to 

automatically condense lengthy lecture videos into text and video summaries. This endeavor 

aims to generate summaries closely aligned with the core contents of the lectures by integrating 

various methods, including transcript-based key points recognition, gestures recognition, and 

chat assistance.  Advanced technologies such as computer vision, prompt engineering, Speech-

to-Text (STT) and Large Language Model (LLM) are employed to construct the necessary 

features and models for the final application.  

At the end of this project, an Android-based application is delivered. The system accepts 

various types of lecture videos as input and perform summarization based on the lecture 

content. The system generates key points from and mark important chapters on the lecture 

video. Other than that, the system is featured with a chatbot that can answer to user queries, 

generates frequently asked questions, producing flashcards, and conducting quizzes. The 

project’s success will be evaluated based on the app usability, user experience, together with 

the response generation efficiency and accuracy. 

 

1.4 Contributions 

This lecture digest app hopes to bring wide impact to the educational field by enhancing the 

learning efficiency in both traditional and online learning environments. The application will 

provide several contributions to the students.  

1. Time saving 

The lecture digest application streamlines the learning process by condensing lecture 

content into key points, helping students grasp essential concepts quickly. Moreover, 

the generation of video chapters aligned with timestamps highlighting key moments in 

the video enables students to navigate lengthy recordings efficiently, thus eliminate the 

time of reviewing the entire video. 

 

2. Personalized learning  

This multi-featured application is designed to cater to students' preferences in learning 

materials as it provides various functionalities such as text summaries, chapter 

generation, and chat assistance. The students can engage with the content in a way that 

aligns their personal preferences, paces and needs. Text summaries distill complex 
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lecture content into key points that facilitate efficient comprehension. The video 

chapters organize the video into sections, providing students ease navigation to specific 

topic of interest. Additionally, the virtual tutor in this app provides extra guidance to 

the students, as well as allowing them to seek clarification and deepen their 

understanding.  

 

3. Engagement  

The application's interactive features, such as conversation assistance and quizzes, 

create a dynamic learning environment that engages students actively, fostering deeper 

understanding and retention of the material. By encouraging active participation, the 

application promotes a more engaging learning experience that can enhance motivation 

and overall learning outcomes. 

 

4. Improved retention 

By engaging in dialogues with chatbots, students actively participate in learning 

processes. This can help them to enhance memory retention compared to passive 

methods such as reading textbooks, watching videos without interactive components.  

 

1.5  Report Organization 

This report is divided into 7 chapters. Chapter 1 discusses the problem statements and 

motivation, project scope and objectives, as well as the contribution of the project. In Chapter 

2, literature review and previous works by the other authors are presented. Chapter 3 and 

Chapter 4 discuss about system methodology and system design that is used to develop the 

application. Chapter 5 presents the system implementation and Chapter 6 discusses about the 

system evaluation. Lastly, Chapter 7 concludes the project, and recommendations are provided 

for future improvement.
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Chapter 2 Literature Review 

 

2.1 Speech-to-Text Technology 

Speech-to-Text involves a computational linguistic process that recognizes and convert spoken 

language into textual form. This step serves as the initial stage for the summarization task which 

rely on transcription as its foundation.  

2.1.1 Open-Source Speech-to-Text  

• Deep Speech 

Mozilla Deep Speech [4] is an end-to-end speech recognition model that is constructed through 

the utilization of deep learning techniques. It is excellent in learning and adapting to various 

languages and dialects. Mozilla Deep Speech demonstrates proficiency not only in processing 

clear speech, but also in handling the background noise of the input audio. User data undergoes 

encryption while using this system, ensuring the utmost privacy and security of user 

information. Hence, it proves to be beneficial for adoption by businesses or individuals who 

handle with confidential data. However, the model is not generalized, as it performs vary in 

different environments [5]. 

 

• SpeechBrain 

SpeechBrain [6] is an all-in-one speech toolkit built on PyTorch. It is designed for various 

speech processing task. SpeechBrain includes the functionalities such as speech recognition, 

language modeling, audio enhancement and separation, spoken language understanding, multi-

microphone processing and etc. It can perform high quality of speech-to-text transcription 

across various applications, such as dictation, voice search and voice-controlled interface, 

proving its flexibility in different use cases [4]. However, it poses potential privacy concerns 

or issues [4].  
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2.1.2 Paid Speech-to-Text API 

Amazon Transcribe [7], Google Speech-to-Text [8], and Microsoft Azure Speech-to-Text [9] 

are the three leading Speech-to-Text APIs to convert speech into text. They provide nearly 

similar features to the users, as shown in Table 2.1. Google Speech-to-Text stands out for its 

robust performance with the ability to handle noises and run locally on the devices as long as 

the audio data is available in the device. 

Table 2.1: Feature comparison of Paid Speech-to-Text API 

Feature Amazon 

Transcribe 

Google Speech-to-

Text 

Microsoft Azure 

Speech-to-Text 

Real time & Batch 

transcription 

Yes Yes Yes 

Noise handling Accuracy of the 

output will be 

affected with 

presence of noise 

Able to handle 

noises from 

different 

environment 

without noise 

cancellation 

Need to create 

custom model to 

handle the noise 

Formatting Number 

transcription, 

capitalization, 

punctuation, 

profanity filter 

Profanity filter, 

punctuation, 

number 

transcription, 

capitalization  

Number 

transcription, 

capitalization, 

disfluency 

removal, 

punctuation, 

profanity filter 

Multiple language 

support, Speaker 

diarization & 

Customization 

Yes Yes Yes  

Supported input 

type  

Live audio, 

recorded audio, 

video 

Microphones, 

audio files  

Microphones, 

audio files, blob 

storage  
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Deployment  Cloud-based - Cloud-based or 

on-premises 

- Able to run 

locally on any 

devices 

regardless of 

internet 

connectivity as 

long as the 

voice data 

resides the 

device  

Cloud-based or 

on-premises using 

containers 

 

Based on the Table 2.2, the package offered by Google Speech-to-Text is the most cost-

effective, especially for existing users who can access a free tier of service and only incur 

charges when their usage exceeds certain limits. Furthermore, the fact that Google Speech-to-

Text charges users only for successful processing can be advantageous, as it ensures that users 

are billed only for the results they obtain. In contrast, Amazon Transcribe and Microsoft Azure 

Speech-to-Text appear to charge users irrespective of whether the processing is successful, 

which could potentially result in higher costs for users. 

Table 2.2: Pricing comparison of Paid Speech-to-Text API 

 Amazon Transcribe Google Speech-to-

Text 

Microsoft Azure 

Speech-to-Text 

Pricing policy Pay-as-you-go Pay-as-you-go Pay-as-you-go 

New sign up Free services for 12 

months with 

monthly 60 audio 

minutes analysis 

$300 credits for 

access of services, 

with free monthly 60 

minutes audio 

transcription and 

analysis 

$200 credit for free 

access of services 

within 30 days 



CHAPTER 2 

Bachelor of Computer Science (Honours) 
Faculty of Information and Communication Technology (Kampar Campus), UTAR 
    8 
 

Standard pricing  Billed monthly 

depends on the 

pricing rates and 

discounts vary by 

region, begin with 

$0.024 per minute 

- $0.024 and 

$0.016 per 

minutes beyond 

60 minutes for 

the recognition 

with and without 

data logging 

respectively.  

- $1 per usage 

hour 

- $2.50 per audio 

hour for speech 

translation 

- $5 per 1000 

transaction for 

speaker 

verification 

- $10 per 1000 

transaction for 

speaker 

identification 

 

 

Pricing factor Seconds of audio 

transcribed per 

month, billed in one 

second increments, 

minimum request 

charge of 15 seconds 

Amount of audio 

successfully 

processed by the 

service in every 

month, measured in 

second increments 

Hours of audio sent 

to the service, billed 

in second increments 

 

Comparing open source with paid speech to text models, open-source solutions outperform 

with the ability of customization and adaptation to specific use case, while paid services is 

typically used in general-purpose conditions. The current speech-to-text models can be time 

consuming due to their reliance on huge number of labelled datasets.  
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2.2 Google MediaPipe Framework 

MediaPipe is an open-source framework developed by Google. It provides pre-trained models 

in detecting and tracking hand landmarks and poses. MediaPipe framework can be used to 

perform several tasks such as object detection, gesture recognition, image segmentation, hand 

landmark detection and etc [10]. MediaPipe performs gesture recognition by integrating 

different models together, which are palm recognizer that analyzes the hand image it captures, 

a hand landmark model that generate 3D key points of the hand and a gesture recognizer that 

classify the 3D hand key points into distinct gestures [11]. The hand landmark model infers 21 

key points of the hand from a single frame through regressions, which is as shown in Figure 

2.2.  

 

Figure 2.1: Key points that are inferred by MediaPipe hand landmark model 
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2.3 Gesture Recognition 

Based on foreign psychological statistics, individuals rely on 55% of their body language and 

gestures, 38% on vocals and 7% on verbal language to communicate their thoughts and 

emotions [12]. In educational videos, educators frequently employ gestures in educational 

videos to underscore important points or draw attention to significant information visible on 

the screen [13]. The gestures provide signaling cues that can diminish the processing of 

irrelevant information during learning, given that the educational materials incorporate visual 

or auditory cues that emphasize important elements or structure of the content. 

There are several hand gestures that is useful in the presentation or speech. The box gesture 

involves placing palms facing at mid chest level to frame an argument or idea, which is 

effective at the start of a presentation, during a summary or when introducing the lesson topic 

[14]. Another two gestures, known as holding a ball and pyramid hands, signals the authority 

when the speaker is speaking or listening, illustrating understanding and attention [14]. 

Peng et.al. [15] mentioned that beat gesture is always used by the lecturer during the lesson, as 

it establishes the speech rhythm and effectively capture learners’ attention by emphasizing the 

verbal information. Additionally, the utilization of deictic gesture notably intensifies the 

learner’s focus on the lecturer, directing their attention towards important visual cues through 

pointing. Consequently, this leads to enhanced cognitive processing of relevant educational 

information [13]. 

Point gesture is often used by the speaker to indicate specific topic on the board or slide, as 

well as to draw student’s attention to a particular topic [16]. Conversely, the spread gesture is 

independent of lecture content, but it serves as pedagogic commentary, with the extent and 

duration of spread indicating the difficulty level of the material.  In the study of Tian and 

Bourgeuet [17], they discovered that numbering, pointing, circle and ball gestures are related 

to teaching as each of them directs attention, explains steps and emphasizes key concepts 

respectively. The ball gestures were highlighted as a potential clue for video summarization, 

indicating that the instructor is emphasizing key points.  

Nevertheless, interpreting gesture for video summarization can be subjective and context 

dependent. Different viewers may interpret same gesture differently, as seen in the work of 

[16], where the formal identifies pointing as the gesture for stressing key points and the latter 

mentioned that pointing means leading to right direction. 
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Figure 2.2: Six gestures useful for making emphasis. Top row: “Box”, “Pyramid” and 

“Beat” gesture. Botton row: “Pointing”, “Circle” and “Balling” gesture. 

 

2.4 Existing Summarization Tools 

2.4.1 Text Summarization Tools 

• ChatGPT 

ChatGPT [18] is a versatile tool capable of summarizing text in various languages while 

preserving key concepts and vital details. It performs summary work by understanding and 

responding to user input, where the users need to input keywords in the prompts to instruct 

ChatGPT to summarize text. As shown in Figure 2.2, user can type “Please summarize the text 

…”, followed by the text they want to summarize, optionally with their desired summary length 

or format. ChatGPT can generate summaries quickly upon receiving the input [19]. 

Nevertheless, it occasionally struggles to meet user demands and process queries efficiently 

due to the high volume of daily queries [19]. ChatGPT also face challenge in providing a broad 

overview of a topic, such as fields summarization. In such case, Wikipedia outperforms 

ChatGPT as ChatGPT sometimes presents incorrect information as truth [19].  

 

Figure 2.3: Text summarization with ChatGPT  
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• SciSummary  

SciSummary [20] is designed specifically for summarizing scientific related contents from 

research papers or journal articles. It utilizes GPT-3.5 and GPT-4 models to perform 

summarization task. Users can upload articles, plain text or URL for summarization, 

additionally able to customize the summary by specifying its length (short, medium, long) and 

language (English, Chinese, French, German, etc.). SciSummary offers various summarization 

options, allowing users to choose between generating a synopsis, key points, simplified 

content, or identifying research opportunities. The summarized results are conveniently stored 

in a dashboard, and users receive email notifications with the summarized content once the 

process is complete. A notable feature of SciSummary is its support for bulk summarization, 

enabling users to upload and summarize multiple files simultaneously [20]. Figure 2.4 shows 

the summarization result of a research paper by using SciSummary.   

 

 

Figure 2.4: Research paper summarization with SciSummary   

• Artifact  

Artifact [21] is a news aggregator that leverages artificial intelligence (AI) to provide 

personalized recommendations regarding subjects, news sources, and authors based on the 

reader's preferences. Recently, it introduced a new summarization tool that utilize artificial 

intelligence to generate summaries, aiding readers to grasp high-level points of an article 

before delving into the full text. What sets this summarization style apart is its adaptability, 

allowing users to create simpler "Explain like I'm five" summaries, emoji-based summaries, 

poetic summaries, or summaries tailored to the Gen Z style [22]. However, the Artifact Team 

mentioned that the AI that perform summarization task might make mistakes, so readers should 

verify that the summary aligns with the full text from time to time [22]. Figure 2.5 shows the 

summarization of an article by using Artifact.   
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Figure 2.5: Article summarization with Artifact 

 

2.4.2 Video Summarization Tools 

• YoutubeDigest  

YoutubeDigest [23] is a browser extension that utilize ChatGPT to summarize YouTube 

videos, requiring users to have a ChatGPT account as a prerequisite. YouTube Digest offers 

summaries in various languages, including English, Chinese, German, French, Italian, etc. The 

summary can be exported as PDF, DOCX or plain text for future reference [23]. Besides that, 

it provides flexibility in summary format, allowing users to choose between a single paragraph, 

article, or a set of bullet points, with the option to specify a maximum number of bullet points 

if desired.  However, YoutubeDigest is specifically designed for summarizing YouTube video, 

meaning that it does not support summarization of videos from other sources. Figure 2.6 shows 

the YouTube video summarization using YouTube Digest.  

 

Figure 2.6: YouTube video summarization with YouTube Digest  
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• NoteGPT  

NoteGPT [24] is another browser extension that use ChatGPT to summarize and take the notes 

on YouTube videos. It provides two methods to summarize the YouTube videos, one via an 

OpenAI API Key, where the API key establishes a connection between NoteGPT and 

ChatGPT, and the other redirects users to the ChatGPT website, where the transcript from 

YouTube videos is automatically pasted into the GPT prompt to generate a summary. Users 

can regenerate summary until they achieved their expected result. However, NoteGPT users 

need to have a ChatGPT account to use this extension, which is similar to YoutubeDigest [25]. 

It can be used on various devices but does not support the collaboration with other users [24]. 

Figure 2.7 shows that NoteGPT is summarizing a TED Talk video, and the summary result 

will be displayed on ChatGPT, as shown in Figure 2.8.     

  

Figure 2.7: TED Talk video summarization with NoteGPT  

 

Figure 2.8: Display of summary result in ChatGPT  
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• Mindgrasp  

Mingrasp [26] produces text- and audio-based summaries, allows user to download and listen 

to the generated summaries using the listen feature. Users simply need to upload video files or 

paste YouTube links, and Mindgrasp will analyse and generate the summary text, as shown in 

Figure 2.9. Users have the option to read the video transcript and view the notes created by 

Mindgrasp side by side. Moreover, it is versatile in that it accepts various video types. 

However, it has language limitations, as it supports only four languages: English, German, 

Spanish, and French.  

 

Figure 2.9: YouTube video summarization with Mindgrasp  
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2.4.3 Audio Summarization Tools 

• PodPulse 

PodPulse [27] is an AI-powered tool designed to condense podcasts into concise and engaging 

summaries. Users can grasp essential points and valuable knowledge without having to listen 

to hours of audio content. Users can select podcasts from the app’s database or request 

summaries on-demand by pasting podcast URLs from platforms like Apple Podcasts, Google 

Podcasts, or YouTube Podcasts. The summaries and takeaways from the podcasts acquired 

from database are reviewed by human, ensuring the accuracy of the AI-generated results. 

However, it only supports English podcasts and cannot summarize content in other languages. 

Figure 2.10 shows the summarization of the PodPulse podcast using PodPulse.   

 

Figure 2.10: Podcast summarization with PodPulse 
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Chapter 3 System Methodology/Approach 

 

3.1 System Architecture Diagram  

 

Figure 3.1: System Architecture Diagram 

There are three main modules in this Lecture Digest application, each of them functions 

differently. Text summary module generates the video summary in text. The audio track is 

extracted from the video and passed to Google Speech-to-Text to produce a transcription. This 

transcription is subsequently passed to the GPT-3.5 turbo model to generate a text summary. 

Chapter generation module generates video chapters through gesture recognition by using 

MediaPipe Gesture Recognizer. The Gesture Recognizer first detects the hand in the video 

frame and then detects the landmarks. Upon detecting the landmark, it performs gesture 

classification, marking the corresponding timestamp of the landmark into the video for users 

to easily skip ahead and rewind to these important segments. The title for important chapters 

through the GPT-3.5 Turbo model and align with the extracted timestamps. For a chat module 

which acts as a virtual tutor, the transcription along with the user prompt is passed to the GPT-

3.5 model to generate the answer. The chatbot produces different types of assistance, such as 

generating frequently asked questions, quizzes, flashcards, and QnA session. 
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3.2 Use Case Diagram 

 

Figure 3.2: Use Case Diagram 

Figure 3.2 illustrates the functionalities offered by the Lecture Digest application to users. 

Users can upload lecture videos to the app and choose to view the video summary in text or 

video. They can access to specific video chapters that represent important section of the video. 

Additionally, users can interact with the application by asking questions about the video, 

viewing key terms, accessing frequently asked questions relevant to exams, and taking quizzes 

to test their understanding. Users can also provide feedback regarding the quality and 

usefulness of the application.  
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3.3 MediaPipe Gesture Recognition Model Architecture 

 

Figure 3.2: MediaPipe Gesture Recognition Model Architecture 

MediaPipe Model Maker is a tool to customize pre-existing machine learning models. It uses 

transfer learning techniques to retrain the existing models with new dataset, thus taking less 

time to train new model. MediaPipe Model Maker retrain the gesture recognition model by 

rebuilding the classification layers based on new dataset. The network they used to perform 

gesture recognition is CNN architecture that consists of five convolutional layers and one fully 

connected layer. The first convolutional layer consists of 32 Gaussian filters with the dimension 

of 3x3, followed by 64, 128, 256 and 512 of Gaussian filters with the same dimension (3x3).  

The fully connected layer in the final stage is a feed forward neural network that performs 

classifications on the gestures. In this project, new dataset is fed into pretrained gesture 

recognition model and there will be 9 output classes of gestures (circle, steeple, point, one, two, 

three, four, five, none) to be recognized. The "none" label which consists of the gestures not 

classified under any other specific category is required by MediaPipe Model Maker to retrain 

the gesture recognition model. 
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3.4 MediaPipe Gesture Recognizer Pipeline 

 

Figure 3.3: MediaPipe Gesture Recognizer Pipeline 

MediaPipe Gesture Recognizer API is used to recognize the gesture in the video frame based 

on the gesture recognition model. Figure 3.3 shows pipeline of Gesture Recognizer. The palm 

detection model identifies the area containing hands within the entire input image and then 

crop the image. Subsequently, the hand landmarks detection model detects the hand landmarks 

on the cropped image. The gesture recognizer then classifies the gesture based on the hand 

landmarks. During video frame processing, the Gesture Recognizer localizes hand regions in 

subsequent frames using the bounding box established by the detected hand landmarks in the 

current frame. Therefore, the time taken to trigger the palm detection model is reduced. The 

output comprising four key components: hand landmarks in image and world coordinates, 

handedness (left or right hand), and the gesture category.  
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3.5 Generative Pre-trained Transformer (GPT) Architecture 

 

Figure 3.4: GPT Architecture  

Figure 3.4 shows the GPT-3.5 Turbo model architecture. GPT-3.5 Turbo model is a multimodal 

Large Language Model (LLM). It consists of multiple layers of neural networks (recurrent 

layers, feedforward layers, embedding layers, and attention layers) that work together to 

process the input text and generate output predictions [28]. The input of GPT is a sequence of 

N words (tokens), while output is a sequence of prediction for the last word of the input 

sequence. 

 

The flow of GPT-3.5 is as below:  

1. The input text is tokenized into word using byte-level Byte Pair Encoding (BPE) 

tokenization. Each token is transformed into a high dimensional vector representation through 

embedding. The embedding process encapsulate the meaning and structure of the input text.  
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2. As the transformers by nature do not know the orders of the tokens, the positional encoding 

is added to the input embeddings to provide information about the token’s positions. 

 

 3.The encoder analyses the input text and create a series of Hidden states to preserve the 

context and meaning of the text data. The encoder applies self-attention that computes attention 

scores to weight the importance of different tokens. Multiple head attention which consists of 

more than one self-attention that are performed simultaneously is used by GPT model to 

capture different types of relationships. Afterwards, the feed forward neural network is applied 

to each token separately to capture complex interactions between tokens. 

 

4. The input block is added to its output and the result is normalized after the multi-attention 

and feed forward process. The decoder produces sequential outputs by focusing on the words 

generated earlier in the sequence. The outputs are change to numbers through positional 

encoding. 

 

5. The linear layer is then transforming the output embeddings to original input space. After 

that the SoftMax function generates probability distribution for each output token in the 

vocabulary and finally produce output tokens with probabilities. 
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Chapter 4 System Design 
 

4.1 System Block Diagram 

 

Figure 4.1: System Block Diagram 

 

Lecture Digest consists of three main modules: a text summary module, a chapter generation 

module, and a chat module, along with an additional rating feature for users to provide 

feedback. 

Text summary module offers lecture summaries in text format. In contrast, chapter generation 

module provides video chapters that highlights the key moments of the lecture. The chat 

module comprises 4 submodules: a frequently asked questions module, flashcards module, 

QnA module, and quiz module. These submodules allow users to access frequently asked exam 

questions, request important terminologies, inquire about the video, or engage in quizzes 

respectively.  
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4.2 System Components Specifications 

 

Figure 4.2: Flow of Lecture Digest application  

Figure 4.2 shows the general flow of Lecture Digest application.  

The application accepts a lecture video as input. Upon receiving the video input, it proceeds 

with a super resolution step to enhance the video quality. This step is optional, where it is 

exclusively applied to the blurry videos. Subsequently, the video will be passed to preprocess.  

Figure 4.2: Lecture Digest Flow 

The application has three main modules, text summary module, chapter generation module 

and chat module. The flow of each module is discussed in the following section.  

4.2.1 Video Super-resolution 

As some students might sit very far behind the lecture class, so the video that filmed by them 

might not be clear. However, the resolution of the video is important to identify the gesture of 

lecturer in chapter generation module. This stage is optional, as it is exclusively applied to the 

blurry videos. After receiving the video, the system will check the resolution of the video. If 

the resolution is 240p and below, TecoGAN API is invoked to upscale the video. The input 

video will be upscaled by 4x, so the returned video will be clearer.  If the video is beyond the 

resolution threshold, TecoGAN will not be called. After enhancing the video resolution with 

TecoGAN, the edges of the objects within the video become sharper. 

 

Figure 4.3: Original Video 
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Figure 4.4: Enhanced Video 

4.2.2 Video Preprocessing 

This step is used to generate transcription of the video which will be used for different purposes 

in different modules.  

 

Figure 4.5: Video Preprocessing Flow 

4.2.2.1 Audio Extraction 

Google Speech-to-Text API accepts audio as input to transcribe the spoken words. Hence, 

before obtaining the transcription of the lecture video, the audio track needs to be extracted to 

isolate the audio and visual content. The audio is extracted by using MediaExtractor class that 

provided by Android Studio, and the output is written into the destination file using 

MediaMuxer.  
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4.2.2.2 Audio Normalization 

The lecturer’s sound that is not consistent throughout the video, resulting in sections that are 

either too loud or too quiet, which can affect the accuracy of speech recognition for 

transcription. Therefore, the audio is normalized using AudioTool library so that the volume 

level is consistent throughout the entire audio file.  

4.2.2.3 Store Audio File 

The normalized audio file is then uploaded to the Cloud Storage for Firebase. It is synchronized 

to the Google Cloud Storage bucket due to the nature that Firebase integrates with Google 

Cloud Storage.   

4.2.2.4 Generate Transcript 

The audio file is retrieved from Google Cloud Storage and fed into Google Speech-to-Text 

API to produce the transcription output. The configuration for generating the transcription is 

shown in Figure 4.6.  Video model is set to tell the Google STT that the audio track is came 

from a video source. The transcription comes along with the timestamp for each spoken 

word. For the timestamp be included in the transcription, automatic punctuation is applied, 

and the timestamp for each spoken word is detected.  

 

Figure 4.6: Configuration to generate transcription 

The transcription is then restructured such that the timestamps are only included in the first 

word for each sentence. The timestamps returned is in milliseconds, and it is converted into 

the format of minute and seconds (mm:ss).  
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Figure 4.7: Restructure on the transcription output  
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4.2.3 Text Summary Module 

 

Figure 4.8: Flow of Text Summary Module 

This module generates text summary from the video. The video transcription is passed to GPT-

3.5 Turbo model to perform summarization. In the prompt request, the GPT model is 

specifically instructed to condense the transcription into key points as the summary of the 

lecture video. The resulting key points is presented in bullet points.  

 

 

 

 

 

 

 

 

 

 

 

 



CHAPTER 4 

Bachelor of Computer Science (Honours) 
Faculty of Information and Communication Technology (Kampar Campus), UTAR 
    29 
 

4.2.4 Chapter Generation Module 

4.2.4.1 Train Gesture Recognition Model  

Before identifying gestures from the video frame, the gesture recognition model is trained. The 

gesture recognition model is trained using the MediaPipe Model Maker. MediaPipe Model 

Maker uses transfer learning to retrain the existing model with the new data.  

 

Figure 4.9: Training of Gesture Recognition Model 

1. Data Preparation 

The gesture images are collected and categorized into different folders. There are 9 folders in 

the dataset, the gestures to be trained are circle, listing (one, two, three, four, five), steeple, 

point. These gestures are the common gestures that used by lecturers when they are 

emphasizing key points. Besides that, MediaPipe Model Maker requires a ‘none’ folder that 

stores gestures that should not be classified.  
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Figure 4.10: Prepare Dataset 

 

Table 4.1: Gesture Images 

Gestures 

             

                 Circle Point Steeple 

     

    

One Two 
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Three 

  

Four Five 

 

2. Load Dataset 

The platform to train the gesture model is Google Colab. The dataset is loaded to Google Colab 

and located at dataset_path directory. The hand detection model, MediaPipe Hands is used to 

discard the images without detected hands. The resulting dataset includes the positions of hand 

landmarks extracted from each image.  

Subsequently, the dataset is divided into 3 parts, 80% is used for training, 10% is used for 

validation and another 10% is used for testing.  

 

Figure 4.11: Load Dataset 
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3. Train Model 

The training and validation data are passed to the pretrained MediaPipe gesture recognizer 

model. The default parameter (dropout rate = 0.05, learning rate = 0.001, batch size = 2, epoch 

= 10, learning rate decay = 0.99, gamma = 0.2, shuffle = false) is used to train the model. The 

accuracy achieved is 0.7981.  

 

 

Figure 4.12: Train model 

4.  Hyperparameter Tuning 

Subsequently, different combinations of hyperparameter are tried to find the model that can 

achieved the best accuracy. The best hyperparameter (dropout rate = 0.2, learning rate = 0.01, 

batch size = 2, epoch = 10, learning rate decay = 0.99, gamma = 0.2, shuffle = true) can achieve 

the highest accuracy of 0.8372.  

 

 

Figure 4.13: Hyperparameter Tuning 
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5. Testing model 

Before export the final model, it is evaluated. The lecture video is taken as the input to test the 

model and bounding box is drawn on the video frame if gesture is detected. The gesture 

category is labelled on top of the bounding box.  

  

  

 

Figure 4.14: Detected gestures in the video  

6. Export model 

Finally, the fine-tuned model is exported into the local device, which will be loaded to the 

Android Studio to perform gesture recognition.  

 

Figure 4.15: Export Model 
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Circle 
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4.2.4.2 Hand Gesture Recognition 

 

Figure 4.16: Hand Gesture Recognition Flow 

The final gesture recognition model is deployed into Android Studio. The gesture recognition 

is performed using MediaPipe Gesture Recognizer API. The API is invoked to recognize the 

gesture in the video frame by frame based on the trained gesture model. MediaPipe Gesture 

Recognizer begins by detecting and localizing the hand landmark, subsequently perform 

gesture recognition based on the landmark. After the gesture is recognized, the corresponding 

timestamps is extracted and marked in the video.  

 

4.2.4.3 Integrate the Gesture Recognition Process to Generate Video Chapters 

 

Figure 4.17 Generate chapters 

The extracted timestamps, along with the video transcription that has been generated 

beforehand is passed to the GPT-3.5 turbo model. The GPT model analyses the content 

surrounding the timestamps and generate chapters that encapsulate the context before and after 

each significant moment. Finally, the generated chapters are returned and displayed on the app. 

Users can click on the chapters and navigated to the important moment of the video.  
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4.2.5 Chat Module 

The chat module consists of 4 submodules, which are Frequently Asked Question (FAQ) 

module, QnA module, flashcard module and quiz module.  

4.2.5.1 Frequently Asked Questions (FAQ) Module 

 

Figure 4.18: Flow of FAQ Module 

This module generates list of questions that is commonly asked in the examination. The GPT-

3.5 turbo model is instructed to identify significant points within the transcript and formulate 

relevant questions accordingly. Additionally, it is instructed to respond to user queries related 

to the generated questions. Upon returning the answers, it generates other new questions to the 

users. 

4.2.5.2 Question and Answer (QnA) Module 

 

Figure 4.19: Flow of QnA Module 

This module serves to address the user queries regarding the lesson content. The user’s question 

and transcription are passed to GPT-3.5 turbo model. The model is instructed to analyze and 

find the answer from the transcript. Upon processing, the model generates the answer along 

with timestamps indicating where in the transcript the answer can be found. The timestamp 

enables users to navigate back to the video content, facilitating fast retrieval of the relevant 

information. 
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4.2.5.3 Flashcard Module 

 

Figure 4.20: Flow of Flashcard Module 

This module generates a list of key terms from the lesson by passing the transcription to the 

GPT-3.5 turbo model. The model is instructed to identify significant terminologies within the 

lesson content. Subsequently, it provides users with these key terms along with their respective 

definitions. If users have inquiries regarding any terminologies, their questions are directed to 

the model, which then returns the corresponding answers back to them. 

4.2.5.4 Quiz Module 

 

Figure 4.21: Flow of Quiz Module 

This module generates quiz questions to assess users' comprehension of the lesson content. It 

operates by passing the transcript to the GPT-3.5 turbo model, which then formulates questions 

based on the transcript's contents. After users provide their answers, the model verifies them 

and returns the quiz results along with a new quiz question to the user.  

4.2.6 Rating 

 

Figure 4.22: Rating Feature 

Rating feature is an additional feature in this application. User can give rating to the application. 

Upon submitting the rating, the rating will store into the firebase. 
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Chapter 5 System Implementation 

 

5.1 Hardware Setup 

This project has used a laptop for the development of Lecture Digest application.   

Table 5.1: Specifications of laptop 

Description Specifications 

Model Dell Inspiron 5491 2n1 

Processor Intel(R) Core™ i3-10110U CPU 

Operating System Windows 11 

Graphic Intel(R) UHD Graphics 

Memory 12GB RAM 

Storage 222GB 

 

5.2 Software Setup 

5.2.1 Platform 

1. Android Studio 

Android Studio is an integrated development environment (IDE) designed specifically 

to develop Android mobile applications. It supports two types of programming 

languages: Kotlin and Java. In this project, Java is chosen to develop the mobile 

application’s user interface (UI) and for seamlessly integrating various APIs and 

models. Java is preferred due to the ease of learning and its extensive support of 

libraries, frameworks and tools. 

 

2. Google Colab  

Google Colab is used to train the gesture recognition model using Mediapipe Model 

Maker. The trained model is saved into the local device which is then integrated into 

Android Studio to perform gesture recognition.  
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5.2.2 Storage 

1. Cloud Storage for Firebase 

Cloud Storage for Firebase is an infrastructure built upon Google Cloud, facilitating 

developers to store user-generated content. Firebase is part of Google Cloud Platform, 

so the Firebase project also exist in Google Cloud Platform. In this project, once the 

user uploads the lecture video, the normalized audio file is stored into Firebase Cloud 

Storage, which is used to generate transcription later. The user rating is also saved into 

Firebase Cloud Storage.  

 

2. Google Cloud Storage 

The audio file stored in Firebase Cloud Storage is synchronized to bucket in Google 

Cloud Storage. During Speech-to-Text process, the Google Speech-to-Text retrieves 

the audio file stored in Google Cloud Storage.  

 

 

5.2.2 API 

1. Google Speech-to-Text 

Google Speech-to-Text API is used to transcribe audio into text. It retrieves the audio 

file from Google Cloud Storage bucket and executes speech recognition process. It 

generates and return transcription based on the audio content. The transcription is 

structured such that every beginning of the sentence consists of its corresponding 

timestamp.  

 

2. GPT-3.5 Turbo Model 

OpenAI GPT-3.5 Turbo model is a Large Language Model that return a text based on 

the user prompt. This project employs GPT-3.5 Turbo model to generate textual 

summaries and video chapters. The chatbot is also built based on this model.  

 

3. TecoGAN   

In the preprocessing phase, a pre-trained super-resolution API called TecoGAN is used 

to enhance the video resolution. The TecoGAN API is called to enhance the resolution 

of blur video.  
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5.2.3 Framework 

1. MediaPipe 

MediaPipe is an open-source framework developed by Google for building multimodal 

machine learning pipelines such as hand tracking, gesture recognition, pose detection 

and face detection.  

In this project, MediaPipe Gesture Recognizer API is used to perform gesture 

recognition, such that it analyzes the input video frame by frame and identify the frames 

containing specific trained gestures based on trained model. In order to use MediaPipe 

Gesture Recognizer, dependencies are added into app-level gradle file, as shown in 

Figure 5.1.  

On the other hand, MediaPipe Model Maker is a tool for fast building and training of 

a new machine learning model through transfer learning. It operates across a range of 

model types, such as object detection, gesture recognition, and classification for 

images, text, or audio data. In this project, it is used to customize the gesture 

recognition model.  

 

Figure 5.1: Adding MediaPipe dependencies into app-level gradle file 

 

5.2.4 Programming Language 

1. Java 

Java is used to develop the mobile application in Android Studio. 

 

2. Python 

Python is used to train the gesture recognition model in Google Colab. 
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5.3 Setting and Configurations  

Prior to the development of lecture digest application, some software needs to be set up.  

1. Android Studio:  

IDE Version: Android Studio Giraffe | 2022.3.1 Patch 3 

Android Virtual Device version: Pixel 3a XL API 29 

Android Studio is the IDE to create user interface, integrate with API and test and debug 

the application. A new project should be created to write the code and a virtual device 

needs to setup to simulate the working flow of the application.  

 

2. Firebase  

Firebase is a mobile development platform provided by Google. To store the files into 

Firebase Cloud Storage, a Firebase account and project are needed. Firstly, a Firebase 

project is created. The lecture digest app is connected to the Firebase project. A bucket 

needs to be created to store the normalized audio files. In this project, the Firebase project 

named Lecture Digest and the bucket name lecture-digest-97df2.appspot.com. A folder 

named lecture/ is created to store normalized audio files, while lecture_digest_rating/ 

stores the user rating. Subsequently, the cloud storage dependencies are added into the 

Android app by configuring the dependencies in the app level gradle file.  

 

Figure 5.2: Creation of Firebase Project 

 

Figure 5.3: Adding Firebase dependencies in app-level gradle file 
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3. Google Cloud Platform  

Google Cloud Platform is a cloud computing platform provided by Google. In this project, 

Google Cloud Storage and Google Speech-to-Text API are used for file storage and speech 

recognition respectively. To assess these two services, a Google Cloud account needs to be 

created. Firebase shares the same Cloud Storage with Google Cloud, so the project that 

created in Firebase is also existed concurrently in Google Cloud.  

 

Figure 5.4: Enable Cloud Storage and Speech-to-Text API 

 

Cloud Storage for Firebase API and Cloud Speech-to-Text API should be enabled to use 

their services. To enable Google STT in this project, a service account is created, followed 

by the generation of private key for that service account. After adding a private key, the 

service account credential key is downloaded as JSON file.  

 

Figure 5.5: Service Account 

 

Figure 5.6: Private Key 

 

Figure 5.7: Adding Google Cloud Speech API dependency into the app-level gradle file 

 

4. Open AI 

GPT-3.5 Turbo model is used to generate the key points from the lecture video 

transcription. To use this model, it is necessary to create an OpenAI account. The new user 

will be granted $5.00 in free credits. After setting up the account, a secret key must be 

created, and it will not be visible again after generation. Hence, the secret key should be 
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copied and stored into a text file for future access to OpenAI services. 

 

Figure 5.8: Open AI Secret Key 

5.4 System Operation 

Users are presented with a welcome page when launching the application. They need to click 

‘Start learning’ button to begin their learning journey.  

 

Figure 5.9: Welcome Page 

Upon clicking the button, user is directed to an upload page. User needs to click the plus button 

to choose the video file from the local device. The supported video format is mp4 and avi.  

 
Figure 5.10: Video upload page 



CHAPTER 5 

Bachelor of Computer Science (Honours) 
Faculty of Information and Communication Technology (Kampar Campus), UTAR 
    43 
 

The gallery will be opened, and the user can pick the video file from the directory.  

 

 

Figure 5.11: Choose video file from gallery 

 

After selected the desired video file, the video name is appeared on the screen and upload 

button is displayed. User needs to click the button to upload the video.  

 

Figure 5.12: After video is selected 
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After clicking the upload button, a loading page is appeared.  

 

Figure 5.13: Video is uploading 

At the background, the app extracts the audio track from the video, subsequently normalizes 

the audio file. After finish normalization, the audio file is stored into Firebase Cloud Storage. 

A copy is synchronized to Google Cloud Storage.   

 

Figure 5.14: Audio file is stored in Firebase Cloud Storage 

 

Figure 5.15: Audio file is synchronized to Google Cloud Storage 
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After that, Google Speech-to-Text API is called to generate transcript from the audio file. It 

fetches the file from Google Cloud Storage and process the audio file. The transcript generated 

is served for different purposes in different modules.  

 

Once the transcription is generated, user is navigated to the main menu page. There are three 

options for user to choose to understand the lecture content, which are text summary, chapter 

generation and chat. The pink round button allows users to enter rating page, while the green 

round button allows users to upload another lecture video. 

 

 

Figure 5.16: Main Menu Page 

 

4.4.1Text Summary Module 

When the user wants to view the summary in text, they need to click on the Text Summary cell. 

After clicking, a loading page will be appeared. At the background, the GPT-3.5 Turbo model 

is called. The transcription together with the prompt are passed to it. After finish processing, 

the result is returned, and the loading bar is disappeared. The next arrow button is appeared, 

user needs to click this to view the text summary.  
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Figure 5.17: Choosing to view summary in key points (Left), Loading page while video is 

processing (Center), Loading page after video finish processing (Right) 

 

The text summary is displayed in the form of bullet point to the users. The lecture video is 

displayed along so that the user can refers to the recording while looking at the text summary 

at the same time. Users can scroll through the page to read the remaining summary.  

 

Figure 5.18: Text summary 
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5.4.2 Chapter Generation Module 

This module generates the subchapters of the lecture video to the users. User should press the  

Chapter Generation cell to view the subchapters of the lecture video. A loading page is 

appeared after they click that cell. At the background, the MediaPipe Gesture Recognizer API 

is called to perform gesture recognition for the video frame. Once finish processing, the loading 

bar is disappeared, and the next button is displayed. Users have to click the next button to view 

the subchapters of the video.  

         

Figure 5.19: Choosing to view lecture chapters (Left), Loading page while video is 

processing (Center), Loading page after video finish processing (Right) 
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The video and chapters are displayed to the users. They can click on chapter’s title if they are 

just interested in specific part of the video. They are navigated to the corresponding part of 

the video where the timestamp matches. 

 

Figure 5.20: Chapter titles are displayed with the video (Left), Users are navigated to 

specific part of the video by clicking the chapter title (Right) 

 

 

 

 

 

 

 

 

 

 

 

 



CHAPTER 5 

Bachelor of Computer Science (Honours) 
Faculty of Information and Communication Technology (Kampar Campus), UTAR 
    49 
 

5.4.3 Chat Module 

This is the module where the user can interact with Lecture Digest chatbot. Figure 5.19 shows 

the first page of the chat module. 4 conversation starters are provided to the users, which are 

Frequently Asked Question (FAQ), QnA Session, Flashcards and Quiz.  

 

Figure 5.21: Chat module 

 

5.4.3.1 Frequently Asked Questions (FAQ) Module 

This module generates list of questions that are frequently asked in the examinations. Users 

will receive list of questions from Lecture Digest assistant, and then they can simply type the 

question number to get the corresponding answer. Upon returning the answer, Lecture Digest 

assistant will generate other questions to the user.  
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Figure 5.22: Frequently Asked Question (FAQ) Module 

 

5.4.3.2 QnA Module 

This module allows user to ask any questions related to the video. Lecture Digest assistant will 

answer the user question and return the video timestamp that contains the answer to the users. 

Therefore, the user can listen back to the recording themselves based on the timestamp 

received.  

       

Figure 5.23: QnA Module 
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5.4.3.3 Flashcard Module 

This module provides users a list of key terms extracted from the lesson content. The purpose 

of having this session is to let users quickly grasp and memorize new and important vocabulary 

introduced in the lesson.  The key terms along with their corresponding definitions will be 

given to the users. User can choose to ask the questions related to the terms if they are not 

understand. The Lecture Digest assistant will provide the explanation to the users as well.  

 

       
 

Figure 5.24: Flashcard Module 

 

5.4.3.4 Quiz Module 

This module allows users to test on their understanding on the lecture content. Lecture Digest 

assistant will provide a quiz question to the users. It will check the answer of the users and 

explain to them if they answer wrongly. They will ask whether the users want to continue 

answering or not. If yes, then the assistant will give other quiz question to the users.  
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Figure 5.25: Quiz Module 

5.4.4 Rating 

Users are allowed to rate on the application. They need to click on the pink button to enter the 

rating page.  

 

 

Figure 5.26: Rating Button (Pink) 

They can just rate by giving 1-5 stars. After that, they should click submit button to submit the 

form. The rating form is stored into the Firebase Cloud Storage.  
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Figure 5.27: Rating Page (Left), Fill in the rating form (Center), After submit rating form 

(Right) 

 

 

 

Figure 5.28: Rating is stored into Firebase 
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5.5 Implementation Issues and Challenges  

1. High Memory Usage 

As the lecture video comes with big size, processing job on the video is quite heavy. The stage 

of extracting audio track from video, normalizing audio volume, uploading audio file to 

Firebase and generating transcription require significant amount of memory. Consequently, the 

application sometimes experienced slowdown and sluggishness when executing.  

 

2. Large Video Size  

The lecture videos often span hours, resulting in large file sizes that consume large amount of 

storage space on the laptop.  

 

3. Long Processing Time  

Large video file also leads to long processing time. It takes a significant amount of time to 

upload the video to Firebase and generate the transcription, which slow down the project 

implementation.   

 

4. Dependencies on API 

The generation of text summaries, subchapters, and the implementation of chat functions 

within the application rely heavily on the GPT-3.5 Turbo model.  This large language model 

plays a crucial role in ensuring the accuracy and effectiveness of the application. Moreover, 

the transcriptions generated by Google Speech-to-Text also hold significant importance in the 

accuracy of the GPT model's results, as the model analyzes these transcriptions to generate its 

outputs. Any disruptions or issues with the API calls can adversely affect the application's 

performance. Network connectivity problems can disrupt API calls, which leads to failures in 

generating results. 

 

5.6 Concluding Remark 

In summary, this chapters provides a comprehensive overview of the development and 

operation of the system. Furthermore, the implementation issues and challenges are also 

discussed. Despite the challenges faced during the development process, the application has 

been successfully realized, and its objectives are accomplished.  
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Chapter 6  System Evaluation and Discussion 

 

6.1    System Testing, Testing Setup and Results 

6.1.1 Gesture Recognition Model Evaluation 

The gesture recognition model is evaluated before deploying into Android Studio. The 

evaluation is done in Google Colab.  

 

6.1.1.1 Gesture Recognition Evaluation Setup 

1. Import libraries  

Firstly, import mediapipe and matplotlib libraries. The landmark_pb2 module is imported to 

draw hand landmarks, while vision module is imported to perform gesture recognition task. 

 

Figure 6.1: Import libraries 

 

2. Define visualization functions 

If the gesture is detected, the gesture category is displayed, along with the accuracy score. 

The hand landmarks is drawn on the image.  
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Figure 6.2: Visualization functions 

3. Upload test images 

Images to be tested are uploaded to Google Colab.  

 

Figure 6.3: Upload test images 
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4. Testing 

Gesture recognition is conducted in this stage. Before performing testing, the trained gesture 

recognition model named ‘gesture_recognizer.task’ is uploaded to Google Colab. The 

GestureRecognizer object will perform classification based on this model. After recognition, 

the results are displayed.  

 

Figure 6.4: Test images 

 

There are total 20 images being tested. Table 6.1 shows the testing results. 

Table 6.1: Testing Results 

Gesture Test Image Detected? Correct? Accuracy score 

Circle 

 

test1.jpg Yes Yes 0.88 

test2.jpg Yes Yes 0.71 

test3.jpg Yes Yes 0.90 

Pointing test4.jpg Yes Yes 0.64 

test5.jpg No - - 

test6.jpg Yes Yes 0.70 

Steeple test7.jpg Yes Yes 0.87 

test8.jpg Yes Yes 0.56 

test9.jpg Yes No 0.76 

One test10.jpg Yes Yes 0.76 

test11.jpg Yes Yes 0.88 

test12.jpg Yes Yes 0.63 

test13.jpg Yes Yes 0.55 
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Two test14.jpg Yes Yes 0.82 

test15.jpg Yes Yes 0.79 

 test16.jpg Yes Yes 0.76 

test17.jpg Yes Yes 0.54 

Three  test18.jpg Yes Yes 0.50 

test19.jpg Yes Yes 0.63 

test20.jpg Yes Yes 0.55 

test21.jpg Yes Yes 0.76 

Four test22.jpg No - - 

test23.jpg Yes Yes 0.88 

Five test24.jpg Yes Yes 0.67 

test25.jpg Yes Yes 0.77 

 

 

Figure 6.5: Result of  test14.jpg (left), test19.jpg (center), test6.jpg (right) 

 

Out of 20 images, 18 images have gestures being detected, and only 1 image has been 

misclassified. In overall, the gesture recognition model demonstrates robustness in accurately 

identifying various types of gestures, making it well-suited for integration into the Lecture 

Digest application.  
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6.1.2  User Experience Evaluation 

 

Figure 6.6: Demographic of Respondents 

Survey was conducted to gain insights on the user satisfaction on the services provided by 

Lecture Digest. 60 UTAR students are being surveyed, 26 of them are male while 34 of them 

are female. They came from different faculties in UTAR, which are (Faculty of Engineering 

and Green Technology) FEGT,  Faculty of Science (FSc), Faculty of Information Technology 

and Communication (FICT) and Faculty of Business and Finance (FBF).  

 

Figure 6.7: Survey Question 1 

Survey question one analyses the user experience with Lecture Digest. 55 out of 60 of 

respondents are satisfied about our application, with 11 of them rated scale of 4 and 44 of them 

reated scale of 5.  
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Figure 6.8 Survey Question 2 

Survey questions 2 is about the willingness of respondents in recommending our app to other 

people. 91.5% of respondents are willing to recommend it other users and 6.8% holds neutral 

opinion. 

 

Figure 6.9: Survey Question 3 

Survey question 3 assess the users satisfactory on text summary module. Most users are 

satisfied with the summary they obtained, with 70% of them rated 5 and 16.7% of them rated 

4.  
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Figure 6.10: Survey Question 4 

Survey questions 4 assess user’s satisfactory on chapter generation module. 65% of users rate 

for 5, indicating that they are very agree that navigating to specific part of the video helps them 

to reduce revision time. 13.3% and 15% of respondents rate for the scale of 3 and 4 respectively. 

 

Figure 6.11: Survey Question 5 

Survey questions 5 asssess students’ sactisfactory on the functionality of chat module, majority 

respondents are satisfied with its services and responses, with more than half of the respondents 

rate for 4 and 5 (18.3% and 68.3% respectively).  

 

Overall, most users who have tried our Lecture Digest application report a positive experience 

with it. 
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6.1.3 Comparison of Text Summary Module with other Summary Tools 

As most summary tool existed online are just able to generate text summary tool from the 

video, so the result of text summary module in Lecture Digest is compared with other 

summarization tools.  

 

Summary tool: summarize.tech 

summarize.tech only summarizes the video on YouTube, so the video file is uploaded to the 

YouTube channel for comparison purpose. 

 

Figure 6.12: summarize.tech 

6.1.3.1 Setup 

1. Press “CREATE” button and click “Upload videos”. After that, click “SELECT FILES” to 

upload the video from the local device.  

 

 

Figure 6.13: Upload video to YouTube channel 
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2. After select the files from device, add the details of the videos. 

 

Figure 6.14: Add details of video 

3. Wait for the videos to upload and process. After finish uploading, copy the link of YouTube 

link of the video by clicking “Get sharaeble link”. The link is pasted to the summarizer.tech.  

 

Figure 6.15: Video is uploaded 

 

 

Figure 6.16: Get YouTube link 
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6.1.3.2 Comparison of text summary between Lecture Digest and summarizer.tech 

             

Figure 6.17: Summary from summarizer.tech (Left) and Lecture Digest (Right) 

As depicted in Figure 6.23, the summary generated by summarizer.tech presented in 

paragraphs, whereas Lecture Digest provides summaries in bullet points. However, offering 

key points enhances readability, particularly for lengthy summaries. 

 

The summary generated by summarizer.tech tends to be longer and more generalized compared 

to Lecture Digest that is more straight to the point. For instance, summarizer.tech often uses 

general terms such as "the speakers cover the concept of " or "the speaker clarifies," whereas 

Lecture Digest directly presents key points from the lesson. This direct approach focus on key 

details and important points, making the summary clear and precise. It eliminates unecessary 

details, thus can help the users to grasp main ideas quickly. 

 

6.1.3.3 Summary on the comparison of Lecture Digest with other summarizer tools 

Besides summarizer.tech, we also compare the text summary results with another 4 summarizer 

tools. Lecture Digest application outperforms these tools in terms of accuracy, length and 

efficiency. Table below shows the comparison summary.  

 

Table 6.2: Comparison of Text summary module with other summarizer tools 

Summarizer Tool/App Comments  

summarizer.tech Summary is lengthy and general. 

Descript Summary result is too general.  

Sider AI Take long processing time to generate result. 

Notta Summary result is irrelavent to the lecture content. 

NoteGPT Summary result is too lengthy. 
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6.2 Project Challenges 

1. API restrictions 

The functionality of the Lecture Digest application heavily relies on the GPT-3.5 model for 

generating results. Occasionally, the model may produce incorrect results, which is 

unavoidable. Additionally, there are constraints regarding the frequency and size of requests 

sent to the GPT-3.5 model. Specifically, only a maximum of three requests can be made within 

a one-minute period, and the token limit for each request should not exceed 16,385 tokens. 

Therefore, when utilizing the chat functions to demonstrate the application's capabilities, it is 

important to ensure that requests are not sent too rapidly within one minute and that the 

instructions provided are concise and within the token limit, while still being clear and precise. 

 

2. Duplicancy issue on the class dependencies 

Initially, the user rating is planned to store in Cloud Firestore, a database designed for NoSQL 

data storage. However, when attempting to use both Cloud Firestore and Google Speech To 

Text API together, a duplicate class error is occured. As a result, the user ratings are stored in 

cloud storage as text files instead storing in Cloud Firestore. 

 

6.3 Objectives Evaluation 

This project has successfully accomplish all stated objectives.  

1. To develop a lecture digest – to automatically summarize long lecture videos into 

text summary and short video summary. 

In this project, the Lecture Digest application, which comprises three modules: text 

summary, chapter generation, and chat module have been successfully developed. 

Users have the flexibility to choose any of these modes to comprehend lecture content. 

Each of these features contributes to enhancing the effectiveness of revision from 

different perspectives. 

 

2. To develop a text summarization method using Google Speech-to-Text for 

transcription and GPT-3.5 Turbo model for summarization 

Users can view the text summary of the video. The video transcription is produced 

using Google Speech-to-Text and then processed by the GPT-3.5 model to produce the 

lesson summary in text. The summary is displayed in point form. 
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3. To train a custom hand gesture recognition model based on MediaPipe API using 

transfer learning to recognize important points in the lecture videos 

The Lecture Digest application can generate the video chapters which reveal the key 

moments in the lecture through gesture recognition. Users can navigate to the important 

part of the lecture by clicking the video chapters. The gesture recognition model is 

trained using MediaPipe Model Maker and passed to MediaPipe Gesture Recognizer 

API to perform gesture recognition.  

 

4. To develop a chatbot tutor for user to interact and ask questions based on the 

lecture video 

Users can engage with the chbot tutor in Lecture Digest. The chatbot can generate 

frequently asked questions, answer the questions of the users, provide key terms of the 

lecture and conduct quiz to the users. This interactive feature enhances user experience 

and facilitates a deeper understanding of the lecture content. 

 

 

6.4 Concluding Remark 

This chapter discusses the testing conducted on the Lecture Digest application to evaluate its 

performance. Compared with other text summarizer tools, it stands out for its precise 

summaries. Additionally, it receives high user rating from users, indicating a high level of 

satisfaction with the user experience on this application. The gesture recognition accuracy has 

also been assessed, and it performs well in classifying gestures with minimal misclassifications. 

All objectives outlined in Chapter 1 have been achieved, demonstrating the successful 

development of this project. Overall, the Lecture Digest application provides high-quality 

functionalities, which enhance the user experience and usability. 
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Chapter 7 Conclusion and Recommendation 

 

7.1 Conclusion 

In conclusion, a user-friendly lecture digest application has been successfully realized. This 

application offers various interactive features aimed at aiding students in their studies by 

catering to diverse learning styles and preferences. It proves beneficial for university students 

by effectively condensing lengthy and tedious lecture content into multiple digestible formats. 

Through this application, lecture content can be summarized into concise key points, and 

important sections within videos can be pinpointed to save students time spent on extensive 

review. Students can enter their queries to the chatbot and receive answer from it, access to 

frequently asked questions about the lesson, utilizing flashcards for better memorization and 

involving in quizzes to test their understanding.  

 

The Lecture Digest application has been successfully developed by utilizing various 

technologies such as GPT-3.5 Turbo model, Google Speech-to-Text and MediaPipe. All 

predefined objective and scope have been met. The application has demonstrated its novelty in 

providing learning and study assistance from different perspectives, thus effectively improving 

its overall usability. In future, this application will enhance the study experience of the students, 

and thus improving their academic performance.  
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7.2 Recommendation 

There are several improvements that can be added to this project to improve its usability in the 

future.  

Firstly, the gesture recognition model can be improved. A larger dataset should be created to 

enhance training accuracy. Additionally, data augmentation techniques can be employed to 

generate more complex and noisy images, allowing the model to adapt to various qualities of 

images and free from overfitting issue. 

Secondly, a translation feature can be integrated into the application to translate outputs into 

the user's desired language. This feature would enable users to comprehend content more 

effectively, especially when they encounter unfamiliar vocabulary or complex sentences. 

 

Thirdly, it is advisable to invest in a more powerful GPT model to generate more accurate 

results. For instance, utilizing the GPT-4 turbo model, which is currently the state-of-the-art 

Large Language Model, would yield more precise and professional results. 
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