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ABSTRACT 

This project is a development-based initiative that aims to help consumers make informed 

choices about their food purchases by improving existing health and nutrition applications. 

There are existing similar applications such as MyFitnessPal, Open Food Facts, Food Visor 

and Food Check that offers some common features that could be found in most health and 

nutrition applications. However, these applications contain limitations such as inefficiency in 

searching for food products, insufficient and inaccurate nutritional information, and complexity 

caused by the application and human errors and other limitations that will soon be discussed. 

The proposed Mobile Application for Real-Time Food Image Segmentation and Nutritional 

Guidance at Grocery Store is to solve their limitations by combining both real-time image 

segmentation and nutritional information provision, allowing users to capture and analyse food 

product images through their mobile phone's camera. The application identifies and segments 

food items within these images, providing users with detailed nutritional information, including 

macronutrients, micronutrients, and caloric contents. Furthermore, the application will include 

a personalized system that allows users to login with authentication and update their profile’s 

health status and a robust recommendation system that generates recommendations based on a 

user's health status by calling the Gemini API. In this work, DeepLabV3+ architecture will be 

utilized to train the model specifically for real-time image segmentation. Once trained, it will 

be converted into a TensorFlow Lite model, enabling its integration into a mobile application 

for performing image segmentation tasks. The images from the Freiburg Dataset are used and 

manually labelled, to provide 14 different groceries category with a total of 50 images each 

with their respective ground truth images, totalling only 700 images. The evaluation 

measurement to determine the performance for the DeeplabV3+ model is the training and 

validation loss and accuracy. An average accuracy of 87.55% for training set and 66.84% for 

validation set. In order to evaluate the overall performance of the model, the trained model is 

applied on the testing set and achieved an accuracy of 82.70% 
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Chapter 1 

Introduction 

 

1.1 Background Information 

        The global increase in diet-related health issues, such as obesity, diabetes, and heart 

diseases, has underscored the importance of making informed and healthier food choices. 

According to [1], poor diets were responsible for 10.9 million deaths and 22% of all deaths 

among the adults are with cardiovascular disease as the leading cause, followed by cancers and 

diabetes. Additionally, it has also led to 255 million disability-adjusted life years (DALYs), 

which represent the total of years lost due to premature death and years spent with impaired 

health or disability. Research also indicates that over half of diet-related deaths and 66% of 

DALYs can be attributed to three dietary factors: insufficient consumption of whole grains and 

fruits, along with excessive sodium intake. Conversely, the remaining 50% of deaths and 34% 

of DALYs are linked to the overconsumption of red meat, processed meats, sugar-sweetened 

beverages, trans fatty acids, and other food items. 

 

        With the increased awareness of the important of balanced diet, more and more health-

conscious consumers are now inclined to seek nutritional information and make conscious 

decisions about the foods and products they purchase. However, this process can be 

overwhelming, time-consuming, and prone to inaccuracies, especially for consumers that are 

new to this topic. The existing methods of manually reading food labels or searching through 

databases require a significant amount of effort and nutritional knowledge [2]. This often leads 

to frustration and discourages individuals from making healthier choices. Furthermore, human 

error in estimating portion sizes and nutritional content can result in misleading information, 

undermining the very purpose of dietary awareness [3]. In addition to searching inefficiency 

and human error, these search results can sometimes be inaccurate, insufficient, and outdated. 

The dynamic nature of the food industry with constant updates of food products and changes 

in their ingredients also further complicating the process of making informed dietary choices.  

In response to these challenges, there is a growing demand for innovative solutions that 

simplify the task of accessing accurate nutritional data while shopping for foods and products. 
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        Due to the recent advancements in computer vision and deep learning, there are now more 

opportunities and possibilities for revolutionizing different industries like healthcare, 

automotive, manufacturing, and various other industries. In reference to [4], with the assistance 

of deep learning models, computer vision applications have now achieved a notable 

improvement in their ability to rapidly identify objects in images or videos with a higher degree 

of accuracy and speed. One of its most captivating advancements in the field of computer vision 

is the emergence of real-time image segmentation system, making them ideal for applications 

such as autonomous vehicles, video surveillance, medical imaging, and plenty more [5]. Most 

importantly, it is also perfect for developing applications that can analyze images of food 

products in real time and provide users with instant information about their nutritional content, 

helping them make more informed choices at the point of purchase. 

 

1.2 Problem Statement and Motivation 

       After reviewing existing applications such as MyFitnessPal [6], Open Food Facts [7], Food 

Visor [8] and Food Check [14], these applications are able to provide sufficient nutritional 

information for foods and products, information about the ingredients used in the making of 

the products and even food logging, progress tracker and various other tools to assist their users 

to reaching their goal. Surprisingly, some of the applications which are MyFitnessPal and 

FoodVisor have also implemented computer vision to automatically detects a food in an image 

taken by the user’s mobile device’s camera and tries to identify it for the user [6][8].However, 

based on the reviewed applications, it is clear that these applications have food image 

recognition but do not provide sufficient and accurate nutritional information while 

applications like Open Food Facts and Food Check contains more detailed nutritional 

information that helps user understand more about the food  products with ingredient analysis 

and nutrition scores but did not implement any computer vision to help users search for their 

food products [7][14]. Furthermore, all these applications except Open Food Facts do not even 

provide tips that are able to educate their users with health and nutrition, as well as providing 

recommendations based on the user’s preferences to their user experience. On top of these 

limitations, most applications except Open Food Facts even require their users to pay for some 

of their advanced features causing some users to be reluctant to pay, in order to use their 

features [7]. 
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        Therefore, the motivation of this project being proposed is to reduce diet related health 

issues which has been responsible for a significant number of death cases. This is achieved by 

developing a health and nutrition mobile application that uses real-time image segmentation 

that allows its users access accurate nutritional data from any food found at the grocery store. 

By offering such a user-friendly and accessible tool, this project strives to promote healthier 

eating habits, reduce the risk of diet-related diseases and ultimately improving and saving lives. 

Beyond its health benefits, this project may also contribute to increased transparency in the 

food industry, encouraging manufacturers to provide accurate nutritional information of their 

foods and products and the recognizing the potential of computer vision and using it for quality-

of-life improvements. 

 

1.3 Objectives 

The main objective of this project is to develop a health and nutrition mobile application that 

segments visual objects of food products that can be found in a grocery store in real time. The 

following are the sub-objectives to achieve this: 

• To segment food products from an image or in real time using deep learning models 

• To provide nutritional information about the food products segmented in the camera. 

• To provide recommendations of the food products to the user. 

 

1.4 Project Scope and Direction 

        For this project, a health and nutrition mobile application will be developed for Android 

platform. This application will employ computer vision technology to perform real-time food 

image segmentation and classification, enabling users to capture and identify various food 

items while shopping in a grocery store. Additionally, the application will offer users with 

accurate and up-to-date nutritional information for the identified food products obtained from 

external databases and authoritative nutritional sources. Beyond this, the project aims to 

provide recommendations tailored to individual user’s unique preferences and specific health 

conditions by having them answer questions like allergies, medical conditions, and many more 

before using the application. The application will also be designed with user-friendly interface 

and to provide real-time performance and accuracy during food image recognition, allowing 

users to effortlessly make informed decisions about identified foods as they shop in the grocery 

store. 
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1.5 Impact and Contribution 

        Currently there are many health and nutrition mobile applications in the market that are 

free to download but some still require their users to pay for some of their features. As 

previously mentioned, these applications share common limitations such as insufficient and 

inaccurate nutrition data, as well as inefficiency in searching foods and products. While some 

applications offer advanced features and excel in certain areas, they are lacking features that 

others provide like providing more detailed and additional nutrition information and food 

image recognition. Hence, the proposed mobile application in this project will solve the above-

mentioned issue where the application will be focused on providing sufficient and accurate 

information of the food products that could be found in the grocery store like nutritional 

information, ingredients information and even recommendations to the users while also 

implemented a food image recognition feature that works in real time. The innovation of this 

mobile application will allow users to access nutritional information for food products from 

the grocery store for free and improve the efficiency of searching the correct items using food 

image recognition. 

 

1.6 Report Organization 

 This report is organized into 7 chapters such as Chapter 1 Introduction, Chapter 2 Literature 

Review, Chapter 3 System Methodology/Approach, Chapter 4 System Design, Chapter 5 

System Implementation, Chapter 6 System Evaluation and Discussion and Chapter 7 

Conclusion and Recommendation. The introduction of this project including background 

information, problem statement and motivation, project scope, project objectives, impact and 

contribution will be included in Chapter 1. For Chapter 2, it is the literature review of different 

mobile applications that provide nutritional information or guidance and the effectiveness of 

existing deep learning models. Chapter 3 will be discussing the methodology, system, and user 

requirements, use case diagram and the timeline of the overall project. Chapter 4 will be 

discussing the flow chart of the system, dataset, and the model architecture. Then Chapter 5 is 

discussing the details on how to implement the system. Following with Chapter 6, it will 

discuss the evaluation of the system and model with the project challenges and implementation 

issues. Finally, the report will be concluded with the conclusion and recommendations in 

Chapter 7. 
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Chapter 2 

Literature Review 

 

2.1 Objective of Literature Review 

        The main objective of this literature review is to understand the functionalities of existing 

applications that provide nutritional information or guidance and the effectiveness of existing 

deep learning models compared to traditional segmentation methods used for real-time image 

segmentation to be implemented in an application. By evaluating the features, advantages, and 

disadvantages of different existing applications, then can understand what the core functions 

of the applications are and how effective are in assisting the consumer in accomplishing their 

goals. The literature review begins with reviewing and comparing existing applications 

followed by comparing traditional segmentation methods and deep learning methods to give 

us a better insight into why deep learning models offer a significant advantage over traditional 

segmentation methods. 

 

2.2 MyFitnessPal: Calorie Counter 

        MyFitnessPal is a health and nutrition application, designed to help its users learn about 

their habits, observe how they eat, make smarter food choices, find motivation, or support, and 

conquer their health goals [6]. The platform implemented a variety of tools like a food tracker, 

calorie counter, macro tracker, food diary, and other handy tools to assist their users in 

completing their objectives. One of its unique characteristics is that the platform has access to 

over 14 million food databases which enables the application to create more features to assist 

users like breaking down calories and nutrients more accurately and efficiently [9]. The 

application supports both Android and IOS mobile devices and can also be accessed through 

its website on any computer. However, while anyone is free to register, free users are still 

limited with some features not accessible and will need to subscribe for premium to experience 

its full capability. 
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2.2.1 MyFitnessPal Features and Functionalities 

 

Figure 2.1 MyFitnessPal Search Engine and Nutritional Profile of Apple from [6] 

        There are several main features for nutritional information and guidance application in 

this application one of which is providing a nutritional profile on any selected food that the 

user is interested in. Selecting any food from the search engine provided by the application will 

display the total calories of the food according to its portion size followed by 3 primary 

macronutrients including Carbohydrates, Fat, and Protein. For overall nutritional information, 

users can swipe up to view a full list of nutrient content containing calories, macronutrients, 

and even micronutrients like Fiber, Sugar, Vitamin A, and more. 

       Based on the example above in Figure 2.1, by typing “apple” into its search engine it shows 

its best matches consecutively showing other results that are like the search input. Each result 

will have a summary of its total calories, portion size, and a green check to indicate that the 

item is verified by the application itself. By selecting the first item which is Apple, it shows 

the selected portion size and its total calories presented with a donut chart with its 3 

macronutrients. The portion size of the selected item is changeable, and its nutritional 

information will change according to it. Lastly as stated earlier, by swiping up, a list of nutrient 

information with its amount represented using mg, g, or percentage can be seen. 
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Figure 2.2 MyFitnessPal Meal Scan from [6] and [10] 

        On top of its search engine, the application has also implemented Meal Scan a main feature 

that identifies every food by the user’s camera and suggests verified foods from its food 

database. According to [10] and [11], it uses Passio Software Development Kit (SDK) which 

enables on-device food recognition using Machine Learning and Computer Version powered 

by the world’s leading nutrition AI technology. Unfortunately, it is considered a premium 

feature in the application which requires its users to pay for the premium subscription, for them 

to access this feature. 

        By referring to the example above in Figure 2.2, in the searching interface, users can 

access the feature by clicking on the scan a meal with an icon that resembles a camera scanning 

an item in the middle. After the user scans an image like in the second picture above in Figure 

2.2, the application will suggest food that is identified and can either be selected or swapped to 

other suggestions. By tapping on the selected item, users will be redirected to its profile that 

displays its portion size and all its nutritional information as previously mentioned. 
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Figure 2.3 MyFitnessPal Recipe Discover and Recipe Details from [6] 

 

Figure 2.4 MyFitnessPal Recipe Details from [6] 
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        Furthermore, the application has another main feature that allows its users to discover 

recipes that fit a user’s specific dietary needs whether gluten-free, vegan, low-carb, or high-

protein, helping them make healthier food choices. Like selecting any food in the application, 

users can select any recipe that they are interested in and view its nutritional information, 

ingredients, and even directions on how to make them. 

        For example, users are presented with a variety of different recipes under different themes 

like Immune Support, Pantry Staples, Pre-Workout, and many more as the user starts going 

down the list. These recipes can be bookmarked or selected in this case as “Mango-Pineapple 

Yogurt Bowl”. It will then show other themes or labels that the recipe is also known for like 

Breakfast, Vegetarian, Gluten-free, and more. Then, similar to the content displayed above in 

Figure 2.1 it shows the total calorie with its 3 macronutrients and a full list of nutrition 

information containing calories, macronutrients, and micronutrients. Swiping up more will 

show the recipe’s ingredients and directions for users to understand what to use and how to 

make the recipe for themselves. 

        Additionally, there are various types of supporting features implemented in the application 

like Food and Activity Logging, Barcode Scanner, Set Goals, Progress Tracker, Plans 

Discovery, Newsfeed, and Community. First, MyFitnessPal provides a diary that records the 

calories gained from any meal during any mealtime and calories burned from any physical 

activities to calculate the total calories per day. Other than searching or scanning meals to show 

item details or record any meal eaten for the day, the application also implemented a barcode 

scanner to scan packaged food that will automatically show information about the scanned item 

and easily log if the user wants to. Besides that, users are also able to set personalized goals 

like losing weight and the application will automatically calculate the limit of calorie intake 

per day, to help users control their diet and reach their goal. The application also utilizes graphs 

and charts to present information on the user’s overall nutrition intake and progress toward 

their goal. For inexperienced users, the application also prepares plans discovery for them to 

discover any diet or workout plans for them to follow or gain ideas from. Lastly, the application 

contains a newsfeed for health and diet-related news and an active and supportive community 

that the users can access to gain more knowledge and motivation during their fitness journey. 
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2.2.2 MyFitnessPal Advantages 

• Extensive Food Database 

Have access over 14 million foods database that offers valuable information about foods 

like portion sizes and nutritional information which will allow users to find the information 

they need. 

• Detailed Nutritional Information 

For every food profile displayed in the application, it contains detailed nutritional 

information like the name and quantity of calories, macronutrients and micronutrients using 

the correct percentages and units like g and mg, therefore allowing users to understand the 

quantities easier and make better food choices with the provided information and. It even 

varies with different portion size of the same item to match the suppose quantity of a larger 

or smaller version of the item. This would allow users to match their food as close as 

possible, leading to greater accuracy in its nutritional information.  

• Implementation of Various Tools 

Besides providing nutritional information for its users, it implemented various other tools 

using nutritional information that may assist them in achieving their goals like losing 

weight or living a healthier lifestyle. For example, users may track their progress on their 

weight, discover more healthier options and educate themselves more on health and 

nutrients using tools like Recipe Discovery, Barcode Scanner, Food Dairy and various other 

tools. 

• Use of Image Recognition 

It utilizes the image recognition in identifying any food that could be found in the image 

captured using the user’s mobile device’s camera and suggest the verified food that fits the 

description of it from the database to the user. It may improve the efficiency of searching 

the food or help users that do not know the name of the food to identify its name and learn 

about its nutritional information. 

• Food Verification 

It made sure show which food that its information has been officially verified to the users. 

By doing so, users may know which items will be able to trust and contain more accurate 

information. 
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2.2.3 MyFitnessPal Disadvantages 

• Data Inaccuracy 

While the database is extensive, not all data are verified and accurate which could display 

incorrect nutritional information, leading to users making food choices that do not align 

with their goals or food preferences.  It would also increase the frustration and loss of trust 

in the application from application. 

• Paid Premium Features 

Some of its advanced features like Food Image Recognition, Barcode Scanner and other 

functions are locked behind a premium subscription which limits some access to certain 

functionalities for users that does not plan to subscribe.  

• Privacy Concerns 

The application starts by asking some questions related about some of their personal 

information that are related to health, to enhance the user experience and customization. 

This however will lead to some users being reluctant to share such data, especially if they 

are unsure about the application’s security measures. 

• Lack of Ingredients Information or Analysis 

While it provides nutritional information, it does not provide the information of ingredients 

used to make the food if there is any. This makes users that have strict diet restrictions or 

allergies to certain ingredients to be unsure whether the food is suitable for them to consume 

or have any hidden additives and unhealthy components. 

• Complexity for Beginners 

For new users, most of them may be first time downloading a nutritional application and 

trying to utilize it to learn about nutrients and make healthier choices of consuming the 

right foods. Therefore, there are many unfamiliar icons like the blue tick and terms like the 

name of nutrients that they do not understand which cause misunderstandings and 

frustration. 
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2.3 Open Food Facts 

        Open Food Facts is a collaborative application with an open-source database of food 

product information from all around the world [7]. It aims to collect and share data on food 

products including their ingredients, nutritional information, labels, and various other details. 

The goals of Open Food Facts are also to promote transparency and provide users with access 

to accurate and even allow users to add pictures or data to get the Nutri-Score and NOVA score 

on food processing. According to [7], Open Food Facts is also known as “the Wikipedia of 

food” that enabled the creation of over 100 applications. It supports both IOS and Android 

mobile devices and can be accessed through its website with similar functionalities. It is also a 

free application that is available for download for everyone and does not include any premium 

subscription to access any features. 

 

2.3.1 Open Food Facts Features and Functionalities 

 

Figure 2.5 Open Food Facts Search Engine and Food Product Profile from [7] 
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Figure 2.6 Open Food Facts Food Product Profile from [7] 

        This application offers a range of main features related to nutritional information and 

guidance. One of its main features is providing nutritional information for a variety of food 

products followed by additional information like company and brand name, Nutri-score, Eco-

score NOVA, and Ingredients analysis. It is divided into 3 different sections, the first section 

is about its Nutri-score, Eco-score, and NOVA, the second section is about nutrition facts and 

ingredients analysis, and the third section is about environmental impact and packaging 

information. Besides the scoring of the food product, it even has a button for users to compare 

similar products in the same category to find maybe healthier or more sustainable alternatives. 

        For a demonstration of how it works, when the user searches for a food product like 

“Nutella”, it will display the total and a list of products found based on the user input as shown 

above in Figure 2.5. Each product will be labeled with its name followed by its company or 

brand name, its grade in Nutri-score, Eco score, and whether it’s a good match based on the 

user’s food preferences that are configurable. For more user accessibility, the application 

implements a filter for filtering the search result based on its best match by clicking on “My 

Personalized Ranking”.  
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        By selecting the first item in the list, it will display a profile of the product with 3 different 

sections, overall score, health, and environment. The first section, tells the user that Nutella 

from a company named Ferrero has bad nutritional quality, has high environmental impact, and 

is categorized as an ultra-processed food which shows that Nutella is not only bad for an 

individual’s health but has a high impact on the environment to create or transport the product. 

For additional information, users can even tap on them to learn more about the reason behind 

their bad scores and even classify them as ultra-processed food.  

        Besides that, as shown above in Figure 2.6, it first shows some nutrition advice that talks 

about the quantity of Fat, Saturated fat, Sugars, and Salt contained in the product with red 

symbolizing it’s too high in quantity while green symbolizes its perfectly low in quantity. 

Tapping either one of them, will educate users about how high consumption of each of these 

nutrients will increase the risk of users getting harmful diseases and recommendations on how 

to limit themselves from consuming too much. For overall nutrition information, users can tap 

on Nutrition Facts which will display a list of nutrition from the product that is calculated 

according to the portion size of the product. Besides, there's also ingredient analysis on food 

processing status and what ingredients and additives are used in the product. It may help users 

find products according to their nutrition preference and avoid foods that could trigger allergies 

or violate dietary restrictions and learn about how additives are made and whether the effects 

of the additives are harmful to their health. 

        Finally, the third section shows the total carbon footprint generated equal to driving 4.0 

km in a patrol car just to make the product and in this case, 767g of CO2 is generated per 100 

g of the product. By tapping on it, it shows the percentage of impact covering different stages 

of making the product including Agriculture, Processing, Packaging, Transportation, 

Distribution, and Consumption. For the rest of the section, it shows packaging parts and 

materials, origins of ingredients, and what species will be threatened from the making of this 

product. 
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Figure 2.7 Open Food Facts Food Preferences Customization from [7] 

        Moreover, the application includes food preference customization as another main feature 

associated with nutritional information and guidance. Whenever a new user opens the 

application, they will be asked to select a few food preferences which will later be used to 

provide personalized recommendations to the user and rank food according to the user’s 

preference. Users are still allowed to customize their food preferences as shown above in Figure 

2.6, to accommodate their diverse dietary needs or restrictions, and food allergies and cater to 

their individual preferences, which can evolve over time. 
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Figure 2.8 Open Food Facts Barcode Scanner from [7] 

        Lastly, the supporting feature that could be found in this application is a barcode scanner 

which acts as another way of searching for food products as above in Figure 2.7. It will try to 

identify the product by scanning the barcode and displaying the product details like above in 

Figure 2.5 and Figure 2.6. If the application is unable to identify the product, it will allow the 

user to add it as a new product and add data like brand name, nutrition information, and various 

other product details. 

 

2.3.2 Open Food Facts Advantages 

• Extensive Food Database 

The database of Open Food Facts is a result of contributions from a community of 

volunteers, users and organizations who continually add food products and update existing 

entries. This collaborative approach allows the database to cover a wide range of food 

products that will provide the nutritional information, most users wanted to learn about and 

continues to grow over time. 

• Detailed Nutritional Information 
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For every food product profile in the application, it contains nutrition facts like Fat, 

Saturated fat, Carbohydrates and many more for users to make more informed food choices 

with the provided information. The quantity of the food product does not have a fixed 

portion size and can be changed using the unit g as a measure of quantity. By changing its 

quantity, the quantity of its nutrients will automatically be calculated according to it and 

will be displayed using the correct percentages and units like kj, g and vol that can be 

understood by most users. With this dynamic approach, it gives a ton of flexibility to the 

users by allowing them to calculate the quantity of the nutrition facts however they like and 

• Ingredient Information and Analysis 

Like nutritional information, every food product profile in the application makes sure to 

display the information of its ingredients used to make the food product including allergens 

for users that have allergies to avoid them and even the hidden additives which also shows 

transparency to its users as the additives may be unhealthy for them. 

• Nutrition Scores 

The application calculates each food products’ Nutri-score and NOVA and display them 

on each of them to indicate their nutritional quality and the level of processing in the food. 

This will greatly help users that are trying to avoid unhealthy food products with bad 

nutritional quality or high levels of processing. 

• Recommendations 

When searching for food products, the application will recommend users which food 

product is a good match according to their food preferences saved in the application which 

will improve user satisfactions. Furthermore, the application also gives recommendations 

on how to limit the consumption of fat, saturated fat, sugar, and salt which will increase the 

risk of diseases and other unhealthy consequences to increase the user’s awareness. 

• Food Comparison 

The application allows users to compare food products in the same category would allow 

finding alternatives, especially for people that have food allergies or strict diet restrictions 

since they will be able to find some other similar food products that could align with their 

food preferences. 
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2.3.3 Open Food Facts Disadvantages 

• Data Inaccuracy 

Since most of the data in the database of the application is from volunteers and users, it 

may cause duplicate entries leading to redundancy and different information for the same 

food product. There may even be outdated information and malicious data from 

irresponsible users that forgets about their existing entries or attempting to troll or 

manipulate the database to personal gain. In the end, it may cause loss of trust in the 

application from the users. 

• Overemphasis on Scoring 

With each food products displaying their Nutri-score, Eco-score and NOVA, users may be 

encouraged to focus too much on their scoring and neglect other context like individual’s 

overall diet and specific nutrients that are essential to them. Users will be obsessed with 

only food products with high scoring, which usually sometimes is not a good choice for 

them. 

• Complexity for Beginners 

With the use of unfamiliar terms like different nutrients, Nutri-score, and many more, new 

users that are trying to learn do not understand them and will have a difficult time using the 

application which could leads to various misunderstandings on what they represent. 

• Scope Limited to only Food Products 

While it provides tons of information about a food product, it does not contain information 

for organic foods also known as pure foods like vegetables or fruits. The application is 

limited to only having information for food products and information about other foods 

will not be accessible to the users. 

 

2.4 Foodvisor 

        Food Visor is also a health and nutrition application that acts as a personal nutritionist that 

helps users make healthier food choices, monitor their daily intake, and reach weight goals 

sustainably [8]. It is known to have Instant Food Recognition Camera that uses image 

recognition technology to analyze photos of food and provide users with detailed information 

about the nutrients and calories in their dishes. Like most applications, it supports IOS or 

Android mobile devices and contains its own website mainly used for account settings or acts 
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as a blog page that shows the latest articles related to nutrition or diet and even some guides 

for visitors to learn about. Even so, some of its premium features are also locked behind a 

subscription that requires users to pay, in order to gain access to them. 

 

2.4.1 Foodvisor Features and Functionalities 

 

Figure 2.9 Food Visor Search Engine and Food Profile from [8] 
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Figure 2.10 Food Visor Food Profile from [8] 

        Among the main features related to nutritional information and guidance that could be 

found in this application is the provision of nutrition details in each of the food’s profiles.  

        For instance, users will input the food name “Coffee” into the search engine implemented 

by the application to search for any item in the database that is similar to it as shown above in 

Figure 2.9. Then, each item from the search result will be displayed row by row, each one 

labeled with its name, total calorie, and portion size. According to [12], the food color that can 

be seen beside the item indicates different meanings where blue means very good, green means 

good, yellow means correct and orange means to be limited. If the item is also verified in the 

database of Foodvisor, a blue tick beside the item’s name can also be seen in the list of searched 

items. 

        By selecting either one of those items, it will then navigate the user to the item’s profile 

which in this scenario is the first item on the list, “Coffee with milk”.  The food’s profile will 

first show its benefits and risks based on the user’s health and weight from answering questions 

when first launching the application or customized in the profile section. Then, it shows the 

nutritional facts including total calories, protein, fat, carbs, fiber, vitamins, minerals, various 

micronutrients, and other nutrients as shown above in Figure 2.9 and Figure 2.10. Nevertheless, 
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it is unfortunate that users must make payments to access information on the benefits and risks 

of the food as well as the information on micronutrients, and some other nutrient information. 

 

Figure 2.11 Food Visor Food Recognition Camera from [8] 

        Other than its simple searching using the application’s search engine, Food Visor has also 

implemented a food recognition feature. It is a main feature that uses deep learning and image 

recognition to detect what the user’s food is and even try to estimate its portion size. According 

to [13], the algorithm used by Foodvisor will try to evaluate the distance between the food and 

the user’s phone using camera autofocus data and then calculate the area of each of the food 

items in the photo. 

        As demonstrated above in Figure 2.11, the food recognition can be accessed just beside 

the search tab, and the user can just take a photo of their food using their mobile device’s 

camera. After capturing the image, it will show the items that the algorithm thinks resemble 

the food in the input image. It will also suggest other food that is also similar to the suggested 

item. For instance, above in Figure 2.11, the Mixed Salad is suggested as the item detected in 

the input image and stated that it could also be Greek salad, Scandinavian salad, and other 

options that the user can choose to change. Even so, users are still given the option to take 
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another photo if the results are not accurate or manually correct some of the details of the 

suggested item like quantity or nutrition information if only the details of the result are 

incorrect. 

        In addition, the application also includes various supporting features such as a Calorie 

Tracker, Personalized Nutrition Plan, 1:1 Coaching with Experts, Progress Tracker, and In-

depth analysis. First and foremost, Foodvisor has prepared a food journal to record any food 

taken during any mealtime, water, and activities that involve exercise. By logging them, users 

will be able to track their total calories or macronutrient intake from all the calories gained 

from food or water and calories burned from exercises. Besides that, users are able to set 

personalized goals and limit daily calorie and macronutrient intake to reach their goals. The 

user’s progress will also be tracked by adding weight entry and the application will display 

statistics on the user’s nutrient consumption and goal progress using graphs and charts which 

will help users gain some better insight into their eating habits and make informed decisions to 

adjust their diet. Lastly, there's also 1:1 coaching with experts for guiding newer or 

inexperience by educating them with advice, and knowledge related to diet and health, as well 

as providing motivation and confidence to help them stay committed to their health and 

nutrition journey. 

 

2.4.2 Foodvisor Advantages 

• Detailed Nutritional Information 

For every food profile in the application, each of them will display nutritional facts like 

what is the total calories, macronutrients and micronutrients that can be found within the 

food, allowing users to inform themselves of the nutrition contained in the food and make 

better food choices. The quantity of every nutritional fact will be measured using correct 

units like Cal, g and mL that can be understood by most users and calculated according to 

the portion size of the food to try providing more accurate nutritional fact that the users can 

work with. 

• Benefits and Risk Analysis 

Foodvisor allows users to learn more about the benefits and risks of each food according to 

their health and weight inputted from questions when users first open the application or 

manually configured in their profile settings. With this analysis, users will be able to 
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understand the benefits and risks from consuming the food and make better informed 

decisions.  

• Use of Image Recognition 

The application utilizes image recognition in one of its features, Food Image Recognition 

that uses the user’s mobile device’s camera to capture any food and the algorithm will try 

to identify it and suggest food that resembles the food detected in the captured image. It 

will help users search for their food easier and help identify the food’s name and learn about 

its nutritional information. 

• Food Verification 

When searching for food, user will be able to see foods that have been verified with a blue 

tick located beside their name in the search result or even in their profile. With food 

verification, users will be able to know which food’s information is more trustable and 

reliable. 

 

2.4.3 Foodvisor Disadvantages 

• Data Inaccuracy 

Even with food verification, there’s a ton of items that are yet to be verified in the 

application. There are also food profiles that are outdated, incomplete and totally incorrect 

with having 0 total calories with the wrong portion sizes. This may lead to users using the 

wrong nutritional information provided in the application and loss of trust in the application 

due to their frustration. 

• Paid Premium Features 

For free users that do not plan to pay for its premium subscription, they will not be able to 

access some of its advanced features. For example, the information of some nutrients and 

macronutrients like total calories, protein, fat, carbs, and fiber is accessible to all users, 

however as for the information of other macronutrients and micronutrients, they are all 

locked behind a paywall that only allows premium users to access. 

 

• Privacy Concerns 

For every first-time user in this application, they will need to answer questions related to 

their personal information and health information to provide customization and a better 
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user experience. Nevertheless, due to various amount of data breaches and data misuse, 

some users may hesitate to share such data with the application, fearing for their own safety 

from being targeted for cybercriminal activities.  

• Lack of Ingredients Information or Analysis 

Although it offers nutritional information, it does not display the information of ingredients 

used in the food. This may leave users with specific dietary limitations or allergies uncertain 

about the food compatibility with them and whether it contains unhealthy components and 

hidden additives. 

• Complexity for Beginners 

For new users, most of them may be unfamiliar with the symbols like blue tick and terms 

like the name of nutrients and do not understand what they are, and purpose do the nutrients 

have when they are consumed. This may cause them to struggle to navigate the application 

and undermining the application’s usability and effectiveness in providing nutritional 

information. 

 

2.5 Food Check: Product Scanner 

        Food Check is an application related to food scanning and nutritional information. It aims 

to help users avoid food products that do not fit their food standards by identifying how the 

products were made and indicating warnings for dangerous additives or unbalanced nutrients 

contained in the products [14]. The application is available on both IOS and Android devices 

with slightly different names. For IOS, it is called Food Scanner: Grocery Coach, while for 

Android is called Food Scanner: Product Scanner. However, to access certain features, users 

are required to acquire a premium subscription to the application, as these functionalities are 

restricted unless a purchase is made. 
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2.5.1 Food Check Features and Functionalities 

 

Figure 2.12 Food Check Search Engine and Food Product Profile from [14] 

 

Figure 2.13 Food Check Food Product Profile from [14] 

        One of the main features that is associated with nutritional information and guidance 

found in this application is the ability to provide users with accurate nutritional information of 
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any food product that they are interested in. Besides nutritional information, the application 

also provides additional information like Nutri-score, NOVA, FoodCheck score, and 

ingredients used to make the product. 

        To give an example, the image above in Figure 2.12 shows the user can do simple search 

for any product like “Cola”, which will then show different search results that may have cola 

in their name or are similar to it. After selecting the first product from the results which is 

“Coca Cola Zero”, it will show the profile of the product with its name, portion size, and various 

information. It first shows its Nutri-score, NOVA, and FoodCheck Score where the Nutri-score 

is grade B and NOVA indicates that it is an ultra-processed drink product with a low 

FoodCheck Score. Tapping on them will also show more information on how they determine 

their grade and scores, and what the grade and scores mean. 

        Swiping down the user interface shows the nutrition and ingredients information of the 

product. Nutrition preference can be seen first with green ticks on each row indicating it is true 

as shown in Figure 2.13, where the product is free of palm oil and is suitable for Vegan or 

Vegetarian. Afterward, the nutrition advisor will show the quantity of Salt, Sugar, Fat, and 

Saturated Fat contained in the product and advise the user on the risk of consuming too much 

of these nutrients. Then, a list of additives contained in the product, each labeled with their ID, 

name, the purpose of this additive, and risk status is displayed and can be tapped to learn more 

about them. While above in Figure 2.13, the product contains 4 different additives with 2 of 

them having no risk and the other 2 having moderate risk and unhealthy. As the user goes to 

the bottom of the user interface, a list of nutrition values like Carbohydrates, Fat, Fiber, Protein 

and many other nutritional values and ingredients used in the making of this product can be 

seen. But then again, the list of nutrition values is locked to free users and only users with 

premium subscriptions may access the information. 
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Figure 2.14 Food Check Recipe Search Engine from [14] 

 

Figure 2.15 Food Check Recipe Profile from [14] 

        Other than that, the application also implemented Recipe Discovery a main feature that 

allows users to discover recipes with different meal types or diet types. Similar to the profile 



Bachelor of Computer Science (Honours) 

Faculty of Information and Communication Technology (Kampar Campus), UTAR 
    28 
 

of a food product, it also displays nutritional information and various other information to 

educate and assist on how to make them. However, while this feature is advantageous to any 

users, some recipes are considered premium recipes that still only be accessible to premium 

users as shown above in Figure 2.14. 

        As to ease the process of searching for suitable recipes for all users, the application added 

a filter function to the search engine to filter the recipe’s meal type like Salad, Breakfast, Snack, 

and many more, as well as filter diet types like Vegetarian, Gluten Free, Ketogenic, and various 

types. After selecting a recipe and navigating to its profile interface, it will first show its total 

calories and estimated time to make the recipe. Then like any other recipe feature, it shows the 

ingredients required to make the recipe followed by detailed instructions for users to follow 

step by step. Lastly, users will be able to see the recipe’s nutritional information like the 

quantity of Fat, Saturated Fat, Carbohydrates, and several other nutrients as shown above in 

Figure 2.15. 

 

Figure 2.16 Food Check Articles and Barcode Scanner from [14] 
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        On top of its main features, Food Check also contains other two support features, that is a 

barcode scanner and articles associated with health and nutrition knowledge as shown above 

in Figure 2.16. The barcode scanner acts as another search method by scanning the barcode on 

any product which will then automatically identify the product and display its information 

including name, portion size, nutritional information, and various information just like above 

in Figure 2.12 and Figure 2.13. As for the articles provided by Food Check, they enable users 

to educate themselves about nutrition and health and promote healthy lifestyles by having users 

make better health choices or maintaining a healthy lifestyle. 

 

2.5.2 Food Check Advantages 

• Detailed Nutritional Information 

Each of the food product profile in the application, contains nutrition facts like Fat, Fiber, 

Carbohydrates and many more for users to make more informed food choices with the 

provided information. The quantity of the nutrition values is also displayed according to 

per 100g or 100ml of the food product using the correct units like g and ml that can be 

understood by most users.  

• Ingredient Information and Analysis 

Similar to nutritional information, every food product profile within the application makes 

sure to provide a list of its ingredients used to make the food product including information 

about allergens to help users that have allergies avoid them and even emphasizing 

transparency with it users by disclosing hidden additives which may be unhealthy for them. 

• Nutrition Scores 

The application calculates each food products’ Nutri-score and NOVA, as well as 

generating their own unique FoodCheck score. These scores are then presented for each of 

them, serving as indicators of their nutritional quality and the extent of food processing. 

This will give users a heads-up on food products that have bad nutritional quality or high 

levels of processing, in order to avoid them. 

• Implementation of Various Tools 

Other than providing nutritional information for its users, it implemented various other 

tools related to nutritional information that may assist them like recipe discovery, articles 

and barcode scanner. For instance, users will be able to educate themselves more about 
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health and nutrition by going through articles provided in the application and discover new 

recipes that might align with their food preferences. The barcode scanner acts as another 

search method for users to search for their products just by scanning the barcode located 

on them. 

 

2.5.3 Food Check Disadvantages 

• Data Inaccuracy 

When searching for a specific food product, duplicated items with same names but different 

information can be seen in the search result. There are also food profiles that are outdated 

and have empty information in their profile despite still able to search for it. This may cause 

users more inefficiency as users may not know which items represent their food product 

and have doubts about the accuracy of the provided food product information. 

• Paid Premium Features 

Unfortunately, free users are unable to accesses the quantity of each nutrition values 

contained in a food product, information on additives, information on nutrition advisor and 

how they calculate their own unique FoodCheck Score, since they are all locked and only 

available for premium users that pay for the subscription. 

• Overemphasis on Scoring 

With each food products displaying their Nutri-score, NOVA and FoodCheck score, users 

may be encouraged to only fixate on these scores, potentially disregarding other essential 

factors like their overall dietary needs and specific vital nutrients. Users could become 

preoccupied with exclusively selecting items with high scores, even though such choices 

might not always align with their individual nutritional requirements. 

• Complexity for Beginners 

Many newcomers to the application are likely to encounter unfamiliar terms like the Nutri-

score, NOVA and nutrient names, possibly leading them to a confusion and frustration due 

to their lack of understanding. 

• Scope Limited to only Food Products 

Although it provides tons of information about a food product, it lacks information for 

organic foods often referred as pure foods like different vegetables or fruits. In the end, 
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users will not have access to information about these other types of foods as the application 

is restricted to providing details solely for processed food products. 

 

2.6 Summary of All Applications 

2.6.1 Advantages 

Table 2.1 Advantages of applications review 

Advantages MyFitnessPal Open Food 

Facts 

Foodvisor Food Check 

Extensive Food Database 

    

Detailed Nutritional 

Information 
    

Ingredient Information 

Analysis 
    

Benefits and Risk 

Analysis 
    

Nutrition Scores 

    

Recommendations 

    

Food Comparison 

    

Implementation of 

Various tools 
    

Use of Image Recognition 

    

Food Verification 
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2.6.2 Disadvantages 

Table 2.2 Disadvantages of applications review 

Disadvantages MyFitnessPal Open Food 

Facts 

Foodvisor Food Check 

Data Inaccuracy 

    

Paid Premium Features 

    

Privacy Concerns 

    

Lack of Ingredients 

Information or Analysis 
    

Overemphasis on Scoring 

    

Complexity for Beginners 

    

Scope Limited to only 

Food Products 
    

 

2.7 Understanding Image Segmentation 

        Image Segmentation is a Computer Vision technique that involves dividing an image into 

multiple meaningful and homogeneous regions or objects based on certain characteristics like 

color, texture, shape, or brightness. It aims to simplify and refine an image into something more 

meaningful and accessible to analyze [15]. It also plays a crucial role in enabling computers to 

understand and interpret visual information in a manner similar to human perception which is 

important in applications in various fields, including medical imaging, autonomous vehicles, 

and satellite imagery.  

        According to [15], there are 3 types of segmentation. First, Instance Segmentation focuses 

on identifying each unique object instance in the image. This proves valuable in scenarios 

where precise identification and tracking of individual objects are required. Following that, 

Semantic Segmentation assigns a class label to every pixel in an image, proving beneficial in 
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situations where identifying different classes of objects is important. Lastly, Panoptic 

Segmentation is a hybrid approach of combining both semantic and instance segmentation. 

This becomes advantageous in applications where the computer vision model is tasked with 

detecting and engaging with different objects in its environment. 

 

2.8 Traditional Image Segmentation Methods  

        Traditional Image Segmentation methods have been a staple in computer vision for many 

years, aimed at extracting valuable insights from images. These methods rely on mathematical 

models and algorithms that identify regions of an image with common characteristics like 

colour, texture, or brightness. Traditional methods aim to separate objects or regions of interest 

from the background or any other objects in an image based on defined rules and principles, 

making them usually computationally efficient and relatively straightforward to implement 

[15]. 

        However, traditional methods might struggle in complex scenarios where objects in 

various images have varying shapes, sizes, appearances, lighting conditions, and other 

backgrounds that are not well-defined. In such cases, some traditional methods might perform 

better segmentations, while others will struggle, making their effectiveness to be highly 

scenario-dependent and inconsistent. 

        Nevertheless, several popular traditional image segmentation techniques will be briefly 

discussed including Threshold Method, Edge Based method, Region Based Method, and 

Clustering Based Method. 

 

2.8.1 Thresholding Method 

        Thresholding Method is a simple segmentation method and easy to implement with its 

straightforward concept. It produces a binary image, where each pixel is represented using only 

0 and 1. This process involves taking a grayscale image and dividing it into 2 regions using a 

specified threshold value. In the output image, which will be a binary image, pixels with 

intensities higher than the threshold will become white and 1 in value while the rest will become 

black and 0 in value [16]. According to [17], this technique can also be expressed as: 

T=T[x, y, p(x, y), f(x, y)] (2.1) 

where T is the threshold value, x and y are the coordinates of the threshold value point, p(x, y) 

and f(x,y) are points in the grey level image. The threshold image g(x, y) can also defined as: 
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g(x,y) = {
1 𝑖𝑓 𝑓(𝑥, 𝑦)  >  1
0 𝑖𝑓 𝑓(𝑥, 𝑦)  ≤  0

 
(2.2) 

        Moreover, thresholding method is also classified into Global Thresholding and Local 

Thresholding. Global Thresholding is a technique that focuses on separating pixels of an entire 

image into foreground and background regions based on pixel intensity values. As for Local 

Thresholding, also known as Adaptive Thresholding, is a technique that focuses on separating 

pixels of an image into foreground and background regions by adjusting the threshold value 

locally based on the image features. Still, both techniques are still sensitive to variations in 

lightning conditions and noise levels which can affect the accuracy and reliability of the 

segmentation results. 

 

2.8.2 Edge Based Method 

        Edge Based Method is a segmentation method that is effective for images with better 

contrast between objects as it identifies and delineate the object boundaries within an image 

based on the rapid change of intensity value in an image, since a single intensity value does not 

provide sufficient information about the edges [18]. The process encompasses two primary 

tasks which are Edge Detection and Edge Linking. Firstly, Edge Detection usually uses Canny 

Edge Detection or Sobel Edge Detection to detect pixels that are considered edges which 

essentially outlines the objects. Subsequently, Edge Linking refines the initially detected edges 

by linking the adjacent edge points together and form complete object boundaries to segment 

the required regions [19]. Nevertheless, it does not work well dealing with images with smooth 

transitions and low contrast and sensitive to noises like images with too many edges which 

could lead to over-segmentation. 

 

2.8.3 Region Based Method 

        Region Based Method is a segmentation method that divides an image into several regions 

based on similar pixel characteristics like colour, texture, or intensity.  It is also considered 

more reliable and effective compared to other methods since it is more robust towards noise 

levels and effective dealing with similarity criteria that are simple and straightforward. 

However, it uses a lot of its resources and not very efficient with its time and memory usage. 

Following [18], there are 2 basic methods which are Region Growing Method and, Region 

Splitting and Merging Method. Region growing method involves selecting initial pixels, also 

known as seeds, either manually or automatically. Then, it will now segment the image into 
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various regions by including neighbouring pixels with similar characteristics based on the 

growing of seeds controlled by its connectivity between pixels and similar characteristics as 

demonstrated below in Figure 2.17. 

 

Figure 2.17 Growing of Seed Pixel from [19] 

        Region splitting and merging method involves splitting and merging an image into various 

regions. The process involves dividing an image into regions that have the same characteristics 

and then merging adjacent similar regions iteratively until there are no further splitting or 

merging is possible as shown an example below in Figure 2.18. 

 

Figure 2.18 Division and Merging of an Image from [19] 

 

2.8.4 Clustering Based Method 

        Clustering Based Method is a segmentation method that groups pixels that shares common 

traits into clusters. The process involves grouping pixels into clusters base on their similarities, 

where each cluster represents a segment which could help discover obscure patterns and 
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relationships [15]. Still due to it relying on clusters, the effectiveness of this method can be 

influence by the initial choice of clustering algorithm. According to [18], there are 2 basic 

categories of clustering methods which are Hierarchical method and Partition based method. 

Hierarchical methods are based on the concept of trees where the root of the tree symbolizes 

the entire database, and the internal nodes represent the clusters. On the other hand, Partition 

based methods rely on iterative optimization methods to minimize an objective function. These 

methods employ various clustering algorithms such as K-means clustering, mean shift 

clustering and fuzzy clustering. 

 

2.8.5 Summary of Traditional Segmentation Methods 

Table 2.3 Advantages and Disadvantages of Traditional Methods 

Segmentation techniques Advantages Disadvantages 

Thresholding Method Simple to understand and 

implement. 

 

Sensitive to variations in 

lighting conditions and noise 

levels 

Edge Based Method Effective for images with better 

contrast between objects 

Over-segmentation when 

there’s too many edges 

Region Based Method More robust to noise levels 

 

Effective when similarity 

criteria are simple and 

straightforward 

Not very efficient with its 

time and memory usage 

Clustering Based Method Able to discover obscure 

patterns and relationships 

Sensitive to the initial choice 

of clustering algorithm 

 

 

 

2.9 Traditional Segmentation Methods vs Deep Learning Methods 

        Since a brief understanding on traditional segmentation methods has been established, it 

is known that all traditional methods rely on features extracted from the image such as intensity, 

colour, shapes, spatial relationships and many more. These features are characteristics or 

properties of the image that provide information about the content and structure of the image. 

The challenges that come with using traditional methods is that it is necessary to select which 
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crucial features within each specific images. As the number of classes to classify increases, the 

process of extracting features becomes more and more complicated. The process also involves 

iterative processes, where segmentation is refined over multiple iterations with some manual 

tuning of the parameters until a satisfactory result is achieved [20]. Despite all these computer 

vision problems, deep learning has emerged as a transformative approach in recent years. 

        According to [20], Deep learning is a subset of machine learning that uses Artificial 

Neural Networks (ANNs), a computing paradigm that functions like the human brain. The 

neural network is composed of layers of artificial neurons that can process complex patterns 

and features. Compared to traditional segmentation methods, deep learning has the ability to 

learn from raw data with minimal preprocessing, capture complex and nonlinear relationships, 

and handle larger and unstructured data and achieve higher accuracy in most tasks including 

image classification, semantic segmentation, object detection and many more. Given that 

neural networks utilized in deep learning are mostly trained rather than programmed 

applications, this approach often requires less analysis and fine tuning. There are also various 

Convolutional Neural Networks (CNN) models like U-Net, SegNet and DeepLab. According 

to [15], U-Net uses encoder-decoder structure, where its encoder is used to extract features 

using a shortcut connection and allows it to capture more information by concatenating high-

level features with low-level ones. As for SegNet [15], it also consists of encoder and utilizes 

max-pooling indices from the encoder’s max-pooling layer for non-linear up sampling, 

eliminating the need to learn the up-sampling process. Lastly for DeepLab [15], it utilizes 

features from all convolutional blocks and concatenating them to their deconvolutional block. 

It also uses dilated convolution for up sampling, reducing computational cost while capturing 

extensive information. 

        In conclusion, deep learning methods is better for larger and complex datasets that 

achieves high accuracy and performance in difficult tasks while traditional segmentation 

methods are better for smaller or medium datasets that require simpler or linear models, as well 

as interpretability and exploitability in decision making [21]. 
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Chapter 3 

System Design 

 

3.1 Methodology 

After much deliberation, Agile Development Approach was chosen to develop the 

application [22]. The reason being that the time to develop the application is limited, making 

this approach much more suitable to complete the project in time as it works well with shorter 

turnaround times and tight deadlines. Besides, due to the fact there will be consumer 

involvement giving continuous feedback and validation, there will also be frequent changing 

requests usually updating new features to be add into the application or existing features to 

either improve their functionalities or fix any bug [22]. By doing so, there will also be multiple 

versions and incremental deliverables that will be advantageous to the project because it allows 

stakeholders or consumers to start getting values sooner compared to other approaches. 

 

Figure 3.1 Agile Development Approach from [23] 

        By referring to the diagram above in Figure 3.1, there are three phases that can be seen in 

this approach including specification, development, and validation are interleaved. First and 

foremost, specification involves determining functional or non-functional requirements, often 

using user stories that consists of descriptions of desired functionality from consumers which 

are implemented directly as a series of tasks. In development phase, features and functionalities 

defined in the user stories will begin to be implemented into the application by organizing tasks 

into short time-bound iterations or sprint cycles that usually last 2 to 4 weeks. Lastly, validation 
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phase is mainly the application being tested and validated to ensure that each version or 

increments meets the specified requirements to identify issues and provide feedback [23]. 

        At the beginning of the project, an initial version of the application will be developed first 

and will be released to the consumer to gain feedback. Then, this invaluable input will serve as 

the foundation for iteration cycles across all 3 phases. These phases will be revisited and refined 

multiple times, further evolving the application through several intermediate versions until 

ultimately developing a more robust and refined application that can be considered the final 

version. 

 

3.2 System Requirement 

3.2.1 Hardware 

Laptop 

Table 3.1 Specifications of Laptop 

Description Specifications 

Model Acer Nitro AN515-52 

Operating System Windows 10, 64-bit 

Processor Intel(R) Core(TM) i5-8300H CPU @ 

2.30GHz 2.30 GHz 

Graphics Card Intel® UHD Graphics 630 

Graphics Processor NVDIA GeForce GTX 1050 

Memory 12GB DDR4 RAM 

Storage 5GB NVMe SDD 

1TB WDC HDD 

 

Mobile Phone 

Table 3.2 Specifications of Mobile Phone 

Description Specifications 

Model Samsung Galaxy A33 5G 

Operating System Android 13, One UI 5.1 

Processor Samsung Exynos 1280 2.40 GHz 

Memory 8GB RAM 

Storage 128GB 
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3.2.2 Software 

• Jupyter Notebook 

 

Jupyter Notebook is an interactive, web-based computational environment that allows 

users to create and share documents containing live code, equations, visualizations, and 

narrative text. Its flexibility supports various programming languages, including 

Python, R, and Julia, enabling seamless integration of code and explanations within a 

single interface [24]. 

 

• Python Programming Language 

 

Python is a high-level, general-purpose programming language and is known for its 

simplicity and ease of use. It has access to vast number of libraries and frameworks that 

are well-suited for image processing and computer vision tasks [25]. 

 

• Tensorflow/Keras 

 

TensorFlow is an open-source machine learning library that provides a flexible 

framework to design, train and deploy various machine learning models. Within this 

ecosystem, Keras also serves as a high-level API that provides a highly productive and 

approachable interface to tackle any machine learning challenges, particularly in 

modern deep learning. Its comprehensive scope also covers the entirety of machine 

learning process from hyperparameter tuning to deployment [26][27]. 

 

• Android Studio 

Android studio is an Integrated Development Environment (IDE) designed specifically 

for Android application development. It is a powerful code editor that provides wide 

range of features and tools like code completion, syntax highlighting and real-time error 

checking. It also consists of drag and drop elements which speeds up the UI design and 

even provides emulators and tools for testing applications on virtual devices [28]. 

 

• Firebase 
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Firebase is a comprehensive platform developed by Google for building mobile and 

web applications. It provides developers with various tools and services to help develop 

high-quality apps, grow user bases, and earn more revenue. Firebase offers a wide range 

of features, including authentication, real-time database, cloud storage, hosting, 

machine learning, and more [29]. 

• CVAT 

CVAT is an open-source tool designed for image and video annotation. It simplifies the 

process of labeling images and videos for computer vision tasks such as object 

detection, image classification, and image segmentation. With an intuitive interface, 

CVAT allows users to annotate objects with polygons, rectangles, ellipses, and key 

points, among other shapes [30] 

 

3.3 System Architecture Diagram 

 

Figure 3.2 System Architecture Diagram 

 This system architecture utilized in the Grocery Segmentation Mobile Application, uses 

Firebase as a database to manage logins and user accounts, Gemini API for generating 

recommendations and a segmentation engine built-in locally for segmentation tasks. By 

utilizing the Firebase Authentication and Database service, all user’s information including 

their account email, password and each of their health status can be retrieved and saved for 

account authentication and personalizing the generation of recommendations. Upon uploading 

an image or opening the phone’s camera for segmentation tasks, the application will run the 



Bachelor of Computer Science (Honours) 

Faculty of Information and Communication Technology (Kampar Campus), UTAR 
    42 
 

segmentation engine built-in locally that manages the preprocessing of the image or frames, 

running the model and generating the results to be displayed on the user interface. Lastly, the 

Gemini API will be called by querying the grocery’s nutrition information and health status 

obtained from the database to generate a more personalized recommendation for the user about 

selected grocery. 

 

3.4 User Requirement 

• The user should be able to upload image in their phone to be segmented. 

• The user should be able to view segmentation results from an image. 

• The user should be able to view segmentation results captured from the camera in real 

time. 

• The user should be able to view labels of the food products from segmentation results. 

• The user should be able to read information about the food products by selecting them. 

• The user should be able to register a new account. 

• The user should be able to login with an existing account. 

• The user should be able to logout the current account. 

• The user should be able to update their health status. 

• The user should be able to reset their health status. 

• The user should be able to get recommendations based on the food product selected and 

their health status. 
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3.5 Use Case Diagram and Description 

 

Figure 3.3 Use Case Diagram of the Application 

 Figure 3.3 is a use case diagram that shows the tasks, users can perform on the mobile 

application. By referring to the use case description below Table 3.3, 3.4, 3.5, 3.6, 3.7 and 3.8, 

there are 6 distinct use cases for the user to engage with the system. First and foremost, users 

will be able to register for a new account, if the user is new and don’t have an existing account. 

By submitting the relevant information for registering an account, the system will validate the 

data inputted by the user before updating it to the database. Then, the user can login the account 

by inputting his/her account information which the system will authenticate the provided 

information before providing access to the user. Moreover, users can also choose to log out of 

the account whenever the user is done using the application or just want to switch accounts. 

Additionally, the user will be able to upload image for segmentation which will display the 

segmentation result upon uploaded an image. If the user is interested, the predicted groceries 

can be selected to display its nutrient information and generate a recommendation based on the 

user’s profile. Furthermore, the user can also use the application for real time segmentation by 

pointing the phone’s camera lens to the object of interest and it will display the segmentation 

result. Like uploading image for segmentation use case, the predicted groceries can be selected 

to display its nutrient information and generate a recommendation. Lastly, users will be able to 
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update their health status in the profile page by manually changing any status one by one or 

reset all status to default which is false. 

Table 3.3 Use Case Description for “Register Account” Use Case 

Use case ID UC001 Use Case Name Register Account 

Primary Actor User 

Brief Description Users can register an account to login to the application 

Trigger Users submit his/her inputted email, password and confirm 

password in the Register page by tapping on the Register button 

Precondition User must have all the information necessary to register 

Scenario Name Step Action 

Main Flow 1 User accesses the Register page 

 2 User inputs his/her email 

 3 User inputs his/her password 

 4 User inputs his/her confirm password 

 5 User taps on the Register Button 

 6 System retrieve email, password and confirm password 

and check its validation 

 7 System updates Firebase database 

Sub Flow – 

Password not 

longer than 5 

6a.1 System displays error of “Password must be at least 6 

characters long” 

 6a.2 User inputs his/her email again 

 6a.3 User inputs his/her password with correct format 

 6a.4 User inputs his/her confirm password with correct 

format 

 6a.5 User taps on the Register Button 

 6a.6 System retrieve email, password and confirm password 

and check its validation 

 6a.7 System updates Firebase database 
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Table 3.4 Use Case Description for “Login Account” Use Case 

Use case ID UC002 Use Case Name Login Account 

Primary Actor User 

Brief Description Users can login with an account to access the application’s 

homepage 

Trigger Users inputs his/her email, password in the login page and 

submit by tapping on the Login button 

Precondition User must have an existing registered account 

Scenario Name Step Action 

Main Flow 1 User accesses the Login page 

 2 User inputs his/her email 

 3 User inputs his/her password 

 4 User taps on the Login Button 

 6 System retrieves email and password and check its 

authentication 

 7 System displays Successfully Login 

Sub Flow – 

Inputted email or 

password is wrong 

6a.1 System displays error of “Login Failed” 

 6a.2 User inputs the correct email 

 6a.3 User inputs the correct password 

 6a.4 User taps on the Register Button 

 6a.5 System retrieves email and password and check its 

authentication 

 6a.6 System displays Successfully Login 
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Table 3.5 Use Case Description for “Logout Account” Use Case 

Use case ID UC003 Use Case Name Logout Account 

Primary Actor User 

Brief Description Users can logout of the current account in the application 

Trigger Users taps on the LOG OUT button in the Profile page 

Precondition User must login with an existing account and access the Profile 

page 

Scenario Name Step Action 

Main Flow 1 User taps on the LOG OUT button 

 2 System logs out the current account and redirect user 

to the Login page 
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Table 3.6 Use Case Description for “Upload Image Segmentation” Use Case 

Use case ID UC004 Use Case Name Upload Image Segmentation 

Primary Actor User 

Brief Description Users can upload image from the phone’s gallery for image 

segmentation 

Trigger Users uploads an image from his/her phone’s gallery 

Precondition User must have images in the phone’s gallery for image 

segmentation. 

User must have access to the Home page 

Scenario Name Step Action 

Main Flow 1 User accesses the Upload Image Segmentation page by 

tapping on the Upload Image Segmentation button in 

the Home page 

 2 User uploads an image from the phone’s gallery 

 3 System retrieves the image and runs the segmentation 

model 

 4 System displays the segmented image and predicted 

class or classes 

Sub Flow – User 

wants to see the 

class details and 

recommendations 

4a.1 System redirects user to the specific class Info page and 

displays nutrient info about the class 

 4a.2 System calls the API for Gemini API with the 

account’s health status and class’s nutrient info to 

generate recommendations 

 4a.3 System displays the recommendations 
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Table 3.7 Use Case Description for “Real Time Segmentation” Use Case 

Use case ID UC005 Use Case Name Real Time Segmentation 

Primary Actor User 

Brief Description Users can segment images captured in real time through the 

phone’s camera lens 

Trigger Users taps on Real Time Segmentation button in the Home page 

Precondition User’s phone’s camera lens must be working. 

User must have access to the Home page. 

 

Scenario Name Step Action 

Main Flow 1 User accesses the Real Time Segmentation page by 

tapping on the Real Time Segmentation button in the 

Home page 

 2 System opens the user’s phone’s camera lens and 

capture frame by frame 

 3 System retrieves the frames and runs the segmentation 

model 

 4 System displays the segmented frames and predicted 

class or classes in real time 

Sub Flow – User 

wants to see the 

class details and 

recommendations 

4a.1 System redirects user to the specific class Info page and 

displays nutrient info about the class 

 4a.2 System calls the API for Gemini API with the 

account’s health status and class’s nutrient info to 

generate recommendations 

 4a.3 System displays the recommendations 
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Table 3.8 Use Case Description for “Update Health Status” Use Case 

Use case ID UC006 Use Case Name Update Health Status 

Primary Actor User 

Brief Description Users can update its health status to be used for generating 

recommendations 

Trigger Users taps on any toggle button health status display in the 

Profile page to change its status to either True or False 

Precondition User must login with an existing account 

User must have access to the Profile page. 

 

Scenario Name Step Action 

Main Flow 1 User taps on the specific health status toggle button to 

update 

 2 System updates the health status to either True or 

False 

Sub Flow – User 

wants to reset all 

health status to 

default 

1a.1 User taps on the RESET button 

 1a.2 System updates all health status to False 
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3.6 Timeline 

3.6.1 Timeline of FYP1 

 

 

Figure 3.4 Activity done during FYP 1 

 

 

Figure 3.5 Gantt Chart of FYP1 Project Timeline 

       Based on Figure 3.4 and 3.5 above, the Gantt chart and Activity table show the timeline 

and activities done during the Final Year Project 1 (FYP1). At the beginning of the week, 

reviews on previous and existing works that are similar is first done to finalize the problem 

statements and propose the project objectives and scopes. Then, data collection and data 

preprocessing are done to search for suitable dataset and apply various preprocessing methods 

on them. Soon, a work plan was developed, detailing tasks to be done and deadlines to be 

reached. Following the work plan, the DeepLabV3+ model was structured and developed. 
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Then, begins the activity to train the model such as data loading, augmentation, and evaluation. 

After that, the model will be optimized to further refine it and converting it to TensorFlow Lite 

model, making it compatible with mobile apps. With the model finish, the development of the 

mobile application for real time segmentation and nutritional guidance is started. It took a week 

to finish developing the mobile application and integrating the application modules with the 

model allowing the app to do segmentation tasks. Then finally, the project concluded with the 

FYP1 report writing and submission. 

 

3.6.2 Timeline of FYP2 

 

Figure 3.6 Activity done during FYP 2 

 

Figure 3.7 Gantt Chart of FYP2 Project Timeline 
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Based on Figure 3.6 and 3.7 above, the Gantt chart and Activity table show the timeline 

and activities done during the Final Year Project 2 (FYP2). To achieve the main objective, 

understanding multiclass segmentation with DeepLab model must first be carry out to switch 

from binary segmentation to multiclass segmentation, in order to classify and segment the 

object of interest. Then, for almost a month, data labeling and preprocessing will be done to 

create a custom dataset to be used for training. After finish creating the dataset, thus begin the 

development of the DeepLab model and the training and optimization of the model. It took 3 

weeks of time to finalize the model and integrate it into the application for multiclass 

segmentation tasks which then begins the development of multiple features for the application. 

First, the register and login feature to ensure the security and privacy of users. Then, the health 

status feature that allows users to update their health status to be used for recommendations. 

Following that, grocery info and recommendation feature will be implemented to allow users 

to view information about the grocery and provide recommendations to the user. Lastly, the 

FYP2 report writing, and submission is done on the final week. 
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Chapter 4 

System Design 

 

4.1 Flowchart of the Overall Flow of the system 

 

Figure 4.1 Flowchart of Training DeepLabV3+ model 

The Figure 4.1 above shows the flowchart for training the DeepLabV3+ model using 

TensorFlow Lite [31]. Firstly, the images from the initial dataset generated from the Freiburg 

dataset will be augmented using ImageDataGenerator which double the size of the dataset with 

different random augmentations [33]. Then, the images are split into training, validation and 

testing sets according to the ratio of 8:1:1. Following this each of sets are then preprocessed 

into the right data type and image size and loaded in as Tensorflow Datasets with batch sizes. 

Moving on, the DeepLabV3+ model will be built from scratch and setting up hyperparameters 
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like Adam optimizer, Sparse Categorical Cross Entropy loss function and Accuracy Metrics to 

be compiled with the model [31]. Soon after, the model will begin training with train dataset 

and validation dataset with callbacks and 1000 epochs. After the model have finished training, 

it will be evaluated based on its losses and accuracy using graphs. If the model’s performance 

did not improve, it can be retrained again but with different augmentations or hyperparameters 

or if the current model’s performance is improved or acceptable, it will be converted to 

TensorFlow Lite model which soon to be integrated with the mobile application for 

segmentation tasks. 

 

Figure 4.2 Flowchart of the Proposed Mobile Application 

        The Figure 3.5 above shows the flowchart of the proposed mobile application. First, if the 

user has an existing account, then login with it. If the user does not have an existing account, 

then register a new account and login with it. Upon successful login, if the user has any medical 



Bachelor of Computer Science (Honours) 

Faculty of Information and Communication Technology (Kampar Campus), UTAR 
    55 
 

history or body condition, the user may update the health status by going to profile page and 

either tapping on any specific status to be updated or tap on the reset button to reset all status 

to default which is False.  

After finishing the update or the user has nothing to update, the user can now proceed to 

choose either upload image segmentation or real time segmentation located in the home page. 

If the user chose upload image segmentation, the application would redirect the user to the 

upload image segmentation page where the user can upload an image. Upon uploading an 

image, the system will preprocess and load the image into the model. The model will segment 

and classify the object, following with postprocessing and displaying the segmented image 

with its predicted groceries. If the user is interested in the grocery’s info, the user may tap on 

the predicted grocery button which will redirect the user to the specific grocery info page. The 

application will generate the recommendation base on the user’s health status and display all 

the nutrient info of the grocery. After finish reading, the user may go back to upload image 

segmentation and choose to segment again. If yes, then repeat the whole process again and if 

not then return to home page. If the user in the first place is not interest in the grocery’s info, 

the user may also choose to segment again or return to home page. 

Back to the home page, if the user now chooses real time segmentation, the application will 

redirect the user to the real time segmentation page. Upon entering the page, it will 

automatically preprocess each frame captured by the camera and load them into the model. The 

model will then segment the frames and immediately display the segmented frame to the user. 

The whole process will then continue in a loop, segmenting and displaying the frames in real-

time. Like upload image segmentation, if the user is interested in the grocery’s info, the user 

may tap on the predicted grocery button which will redirect the user to the specific grocery info 

page. The application will then generate the recommendation base on the user’s health status 

and display all the nutrient info of the grocery. the user may go back to real time segmentation 

after finish reading or return to home page. If the user originally not interested in the grocery’s 

info, the user may choose to continue let it segment or return to the home page. Finally, all 

options in the application have been fully explored, the user can choose to continue the 

segmentation or end the system by closing the application. 
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4.2 Dataset 

 

Figure 4.3 Freiburg Groceries Dataset from [32] 

In this work, the dataset is created from the University of Freiburg in Germany and named 

the Freiburg Groceries Dataset [33]. It consists of 4947 images in PNG format covering 25 

grocery classes, with 97 to 370 images per class. The images were captured using 4 different 

smartphone cameras at various stores in Freiburg, Germany, thus it also includes a large variety 

of perspectives, lightning conditions, and degrees of clutter. However, it does not contain any 

labelled mask ask ground truth for each of the images, since it is originally used for 

classification tasks. Therefore, CVAT an image annotation tool is used to label the images 

manually which helps simplify the process of labelling images. Still, it took almost a month, to 

label and transform only 50 images for each 14 different grocery classes with ground truth. In 

the end, the custom dataset that has been created has a total of 700 images with 14 grocery 

classes including, Beans, Cake, Candy, Cereal, Chips, Chocolate, Coffee, Corn, Flour, Honey, 

Jam, Juice, and Milk. 
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4.3 Model Architecture 

 

Figure 4.4 DeepLabV3+ Architecture from [31] 

 DeepLabV3+ is a state-of-the-art deep learning model, which is widely used for semantic 

image segmentation. This model is an extension of the original DeepLabV3, which combines 

Atrous Spatial Pyramid Pooling (ASPP) from DeepLabv1 and Encoder Decoder Architecture 

from DeepLabv2. It is first introduced in the paper titled "Encoder-Decoder with Atrous 

Separable Convolution for Semantic Image Segmentation," that enhances the original 

DeepLabV3 model by incorporating an additional decoder module [34]. The introduction of 

the decoder module has improved in capturing sharper object boundaries and finer details in 

the segmented images. 

 In the encoder of DeepLabV3+, the backbone network is a critical component of 

DeepLabV3+ and is responsible for extracting features from the input image [35]. These 

features are then used by subsequent modules for making pixel-wise predictions. The backbone 

network typically comprises a convolutional neural network (CNN) pre-trained on a large 

dataset, such as ImageNet [35]. DeepLabV3+ supports various backbone networks, including 

ResNet and VGG. These networks will serve as the feature extractors and extracting features 

to be passed to Atrous Spatial Pyramid Pooling (ASPP) and decoder part of the DeepLabV3+ 

architecture. 

 Once the input image is passed through the backbone network, the extracted features are 

then further processed by the ASPP module. It is responsible for capturing multi-scale 

contextual information, enabling the model to achieve state-of-the-art performance in semantic 



Bachelor of Computer Science (Honours) 

Faculty of Information and Communication Technology (Kampar Campus), UTAR 
    58 
 

segmentation tasks [34]. It aggregates features from multiple atrous convolutional layers with 

different rates of dilation, allowing the model to understand the image at various scales [34]. 

Based on the architecture above in Figure 4.4, ASPP consist of one convolution with a kernel 

size of 1×1, three convolutions with a kernel size of 3×3 and dilation rates of 6, 12, and 18, 

respectively and image-level features with image pooling. The resulting features from the five 

branches are concatenated together and passed through a 1×1 convolution and upsample by a 

factor of 4 to be passed to the decoder for segmentation [31]. 

 In the decoder of DeepLabV3+, the extracted features from the backbone network will be 

passed through a 1x1 convolution which then will later be concatenated with the features of 

the encoder to create a skip connection to incorporate both low-level and high-level features, 

enhancing the model's ability to capture fine-grained details and contextual information. The 

resulted feature maps will then pass through 3x3 convolutional layers and finally upsample by 

a factor of 4 again to be fed through a 1x1 convolution to produce the final output [31]. 

 

4.4 System Performance Evaluation 

        To evaluate the performance of the groceries’ segmentation, after segmenting an uploaded 

image or during real-time segmentation, accuracy percentage of all the predicted groceries will 

be calculated and displayed together with their respective groceries. All predicted groceries 

will also be displayed on the user interface with distinct colors that correspond to each mask 

generated of the image, helping in clearing the identification of the segmented items.  The 

evaluation metrics used is Accuracy which is defined as in equation 3.2: [36] 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
(𝑇𝑃 + 𝑇𝑁)

(𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁)
 

 

(3.2) 

where True Positive (TP) is the pixels that are actual positive pixels predicted as positive, True 

Negative (TN) is actual negative pixels predicted as negative, False Positive (FP) is pixels 

predicted as positive but is actual negative pixels and False Negative (FN) is actual positive 

pixels but predicted as negative pixels. This metric will help monitor how well the model 

performs and provides a quick insight into the model’s performance. 
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Chapter 5 

System Implementation 

 

5.1 Importing Necessary Libraries 

 

Figure 5.1 Importing the Necessary Libraries  

 

Before model creation, all the necessary libraries for the model are imported initially as 

shown above in Figure 5.1. They are important as it ensures that all required functionalities and 

tools are available and accessible during the model construction process. Majority of the 

libraries are from TensorFlow and Keras for data preprocessing and model building such as 

tf_image, tf_data, tf_io, image data generator, layers, models, optimizers, losses, applications. 

There are also other imported libraries that are necessary in model development are  including 

os for tasks like file and directory, random for generating random numbers or shuffling 

sequences, shutil for copying an removing files and directories, cv2 for image processing tasks, 

pickle for saving or loading model configurations, matplotlib for plotting graphs and 
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visualizations, glob for finding pathnames, numpy for numerical operations, sklearn for 

splitting datasets and finally PIL for image adding image processing capabilities to your Python 

interpreter 

 

5.2 Initialize Parameters and Seedings 

 

Figure 5.2 Parameters and Seedings 

As shown above in Figure 5.2, the initialized parameters for image size is 256, batch size 

is 16, number of classes is 15, train, validation and test percentage with a ratio of 8:1:1 for 

splitting, all directories path for augmentation, preprocessing and loading, followed by a seed 

value of 42 and utilizing random number generator for the NumPy to produce the same results 

each time any random operations using NumPy functions that are executed will produce the 

same result. All of these parameters will be configured later to fine tune the model. 
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5.3 Data Augmentation 

5.3.1 Defining Image Data Generator 

 

Figure 5.3 Defining Image Data Generator 
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After that as shown above in Figure 5.3, different augmentation techniques using 

ImageDataGenerator from Keras are utilized to perform data augmentation on the dataset such 

as 

• rotation_range = 30 for randomly rotating the image within the range of -30 to 30 

degrees. 

• shear_range = 0.3 for applying shear transformation to the image, changing the angle 

of individual pixels. 

• zoom_range = 0.3 for randomly zooming into images up to 30 %. 

• horizontal_flip = True for randomly flipping the images horizontally. 

• vertical_flip = True for randomly flipping the image vertically. 

• brightness_range = [0.4,1.5] for adjusting the brightness of the image randomly within 

the specified range. 

• fill_mode = nearest for filling in newly created pixels with the nearest existing pixel 

values after augmentation 

All of these techniques are applied into both image and mask datagen dictionaries, except 

for brightness_range which is only applied to the image datagen since it would affect the pixel 

values of the mask. Then, both datagen will call flow from directory from respective paths to 

load all the images and masks as generators and proceed to zip them together as train generator. 
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5.3.2 Applying Data Augmentation 

 

Figure 5.4 Applying Data Augmentation 

 After finish creating the train generator, the script shown above In Figure 5.4 then loops 

through the generator, generating and saving augmented images and masks until there are 1400 

augmented images generated which is double the size of the dataset. It then will retrieve the 

augmented images and masks from the generator, transforming and saving them into 

augmented images and augmented masks directories. 
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5.4 Data Splitting 

 

Figure 5.5 Data Splitting 

After that, the script shown above in Figure 5.5 will split the augmented images and 

augmented masks into 80% for training, 10% for validation and 10% for testing or ratio of 

8:1:1 and copied into training, validation and testing directories. This results in a total of 1120 

images for the training set and 140 images for both validation and testing set as shown above 

in Figure 5.6 
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Figure 5.6 Total Images for Training, Validation and Testing Set 

 

5.5 Data Preprocessing and Loading 

 

Figure 5.7 Data Preprocessing and Loading 

 After splitting, images from training, validation and testing directories will be preprocessed 

and loaded in as TensorFlow Datasets using load_data and read_image function. By running 

the script shown above in Figure 5.7, the images will be resized to a square of the required 
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image size with three channels while the masks will be resized to a square of the required image 

size with single channels, making sure all the images size and type are correct. Then, the 

data_generator function will be mapping and batching the respective image data and their 

corresponding masks, setting them up as train dataset, validation dataset and test dataset. 

 

5.6 Building DeepLabV3+ 

 

Figure 5.8 ASPP 



Bachelor of Computer Science (Honours) 

Faculty of Information and Communication Technology (Kampar Campus), UTAR 
    67 
 

 

Figure 5.9 DeepLabV3+ with VGG16 

 

 

Figure 5.10 DeepLabV3+ with VGG19 
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Figure 5.11 DeepLabV3+ with ResNet50 
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Figure 5.12 DeepLabV3+ with ResNet101 

 With the data preprocessing and augmentation done, the DeepLabV3+ model will be built 

according to the architecture from [31] with different backbone networks. Firstly, as show 

above in Figure 5.8, the ASPP module of the model is built by calling the ASPP function that 

begins by setting the shape of the input. Then, it constructs multiple branches to capture context 

at different scales. The first branch employs global average pooling followed by a 1x1 

convolution, providing a broad context view. The subsequent branches involve 3x3 

convolutions with different dilation rates (6, 12, and 18), enabling the network to capture 

contextual information with increasing receptive field sizes. Another branch performs a 1x1 

convolution directly on the input, capturing local context. After processing all branches, their 

outputs are concatenated along the channel axis to fuse multi-scale context. Finally, a 1x1 
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convolution is applied to this concatenated result to reduce the number of channels to 256, 

effectively fusing the context information. 

 After the ASPP function is completed, the model will now be built with different backbone 

network including VGG16, VGG19, ResNet50 and Reset101 based on the images above in 

Figure 5.9, 5.10, 5.11 and 5.12 [37] [38]. Firstly, the backbone network is loaded with pre-

trained ImageNet weights. Then, the image features are taken from the higher-level layers 

which are “block5_conv3” from VGG16, “block5_conv4” from VGG19, “conv4_block6_out” 

from Resent50 and “conv4_block23_out” from ResNet101. The output will then be applied to 

the ASPP module to capture multi-scale features and upsample the result by a factor of 4. 

 Additionally, low-level features from lower-level layers which are “block3_conv3” from 

VGG16, “block3_conv4” from VGG19, “conv2_block2_out” from ResNet50 and ResNet101 

and pass the features through the 1x1 convolution to reduce the number of filters to 48. 

 Then, concatenate the high-level features and low-level features and process the result 

through 2 3x3 convolutional layers. Finally, the feature maps will be mapped using a 1x1 

convolution to its desired number of classes which in this case is 15 and obtain the class 

probabilities using the SoftMax activation function. 

 

5.7 Hyperparameter Set Up and Model Training 

 

Figure 5.13 Hyperparameter Set Up and Model Training 

 With the DeepLabV3+ model completed, now the model can be created by specifying the 

input and output layer and set up the hyperparameters for model training [31]. Firstly, the 

optimizer will be using Adam which is an adaptive learning rate optimization algorithm used 

for updating the weights during training [39]. As for the loss function, Sparse categorical Cross-

Entropy is utilized for multiclass classification tasks and finally Accuracy metrics be used as 
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the evaluation metrics during training and testing which calculates the accuracy of the model 

predictions. 

 Then, the model will begin training with its training dataset and validation dataset to 

evaluate the model’s performance after each epochs. The dataset is 16 in batch size, learning 

rate is set to 0.001 to help find-tuning the model’s performance gradually and epochs is set to 

1000 just to allow the model to train as long as possible and save the model that achived the 

best performance on validation dataset, untill the EarlyStopping is called when no improvement 

is observed after 15 epochs. The model’s history will then be dump into a pickle file to save it 

for model evaluation and comparison 

 

5.8 Model Evaluation and Conversion 

 

Figure 5.14 Model Evaluation 1 
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Figure 5.15 Model Evaluation 2 

 

 

Figure 5.16 Model Conversion 

 After finish training the script shown above in Figures 5.13 and 5.14 are run to obtain the 

model’s overall accuracy on the training, validation and testing set and plot graphs base on its 

training loss, training accuracy, validation loss and validation accuracy to gain some insights 

into its performance. By evaluating and comparing all the trained models, the highest 

performance model will be picked and convert from a DeepLabV3+ model to TensorFlow Lite 

Model to be used for multiclass segmentation tasks in the mobile application [31]. 
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5.9 Prerequisites for Mobile Application Development 

 

Figure 5.17 Firebase Authentication 

 

Figure 5.18 Connection between Android Studio and Firebase Authentication 
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Figure 5.19 Gemini API key 



Bachelor of Computer Science (Honours) 

Faculty of Information and Communication Technology (Kampar Campus), UTAR 
    75 
 

 

Figure 5.20 Android Studio Dependencies 
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Figure 5.21 Android Studio Permissions 

 Before developing the mobile application, firebase authentication must be set up for 

authenticating account registration and logins, get a Gemini API key for generating 

recommendations, adding dependencies in build.gradle for Androidx Camera, TensorflowLite 

and Firebase and finally adding permissions in AndroidManifest.xml for Camera, Storage and 

Internet access. 

 

5.10 Account and Login Feature 

 

Figure 5.22 Register and Login Page 
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 Upon launching the application, it will start with Login page first as illustrated in Figure 

5.22, and the code shown above in Figure 5.21 checks whether the user is logged in. If not 

continue normally but if yes, it will redirect the user to the Home page. 

 For both Login Activity a submit button is configured, that on click, it will check whether 

the input email and password is empty. If yes, the system will prompt an error notification. But 

if it’s not, FirebaseAuth will try to authenticate the email and password with the online Firebase 

where if successful will redirect the user to the home page and if unsuccessful will prompt an 

error notification.  

As for the Register Activity, its quite similar where the submit button is also configured, 

that on click, it will check whether the input email and password is empty, password length is 

not over 5 characters long and the confirm password is not the same with password. If either 

one condition is met, the system will prompt an error notification. If neither one condition is 

met, then the FirebaseAuth will try to create a new user with the given email and password that 

upon successful, it will redirect the user to the login page to login with the newly created 

account, but if unsuccessful will prompt an error notification. 

 

5.11 Profile Health Status Feature 

 

Figure 5.23 Profile Page 
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 Upon accessing the Profile page, the system will obtain the user id and retrieve all the health 

status from the sharedPreferences database and apply them to the toggle buttons to display 

whether the status is True or False. Upon tapping on any specific toggle button to a status, it 

will directly update its status in the sharedPreferences database and changing the toggle button 

to either True or False. Moreover, for the of flexibility a reset button is also configured that on 

click. It will update all status in the sharedPreferences database to its default value which is 

False. Additionally, a logout button is also configured to allow users to either log out of their 

account or swap to another existing account. 

 

5.12 Loading Model 

 

Figure 5.24 Loading Model 

Upon selecting Upload Image Segmentation or Real-Time Segmentation option in the 

mobile application, it will first try to load the TensorFlow Lite model as a new TensorFlow 

Lite interpreter by calling loadModelFile() function. The function will return its model data by 

first trying to open the model from the assets folder to  read the contents of the model file and 

mapping them into a memory as a MappeByteBuffer. 
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5.13 Segment Frame 

 

Figure 5.25 Segment Frame 1 
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Figure 5.26 Segment Frame 2 

As shown above in Figure 5.25 and 5.26, it shows the segmentFrame function which 

requires the input of a bitmap which is a format of images at the pixel level and stores 

information about each pixel in the image. Upon passing a bitmat format image to be segmented 

into the function, the application will initilize a constant integer imageSize for 256 and store 

the initiail width and height of the bitmap. Then, the bitmap will be rescaled to 256 for its width 

and height to be compatabile with the model’s input format. After that, 2 ByteBuffer imgData 

and segmentedImage that acts as the input and output are initilized where imgData is allocated 

4x256x256x3 capacity of memory and segmentedImage is allocated for 4x256x256x1 due to 

each element being 4 bytes long, the width and height are 256 bytes, 3 bytes for RGB images 
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and 1 byte for Binary images. Both ByteBuffer will then be set to the order of the buffer to the 

native byte order. 

        Moving on, the resized bitmap will execute getPixels() function to extract its pixels value 

and stores it in a newly created integer array intValues with the size of 256x256. Then, a loop 

will go through each pixel in the array to extract the red, green and blue color components and 

stores them as floating-point values in imgData. After the loop ends, segmented Image’s 

position is reset to its initial position as a precaution as it might have been changed during 

previous operations and then running the TensorFlow Lite model with imgData and 

segmentedImage which are the input and output. After running the model, segmentedImage’s 

position is again rewind and like the input data, going through a loop to store pixels value in a 

newly created integer array, outPixels.  

During the loop, the system will determine the class with the highest score for each pixel 

and count the number of pixels for each class. Detected class indices are stored in a HashSet to 

avoid duplicates and Colors are assigned to each pixel based on the detected class index using 

the getColorForClass method. The total number of non-background pixels is also calculated to 

calculate the percentage of pixels for each detected class wihout the background. With the loop 

ending, the percentage of each detected class is passed to a method named addClassButton to 

display each predicted class with its percentage, that acts like a button to redirect the user to 

the specific class Info page. Finnaly , the function will also return a segmented mask which is 

a newly created bitmap based on the pixel values in the outPixels array and have been rescaled 

to its original size. 
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5.14 Upload Image Segmentation 

 

Figure 5.27 Upload Image Segmentation 

Upon choosing Upload Image Segmentation option in the Home page, it will first load the 

model and display its layout that consist of an image view for displaying the image, mask view 

for displaying the mask on top of the image view and button which allows user to upload image 

from their phone’s gallery to be segmented. After tapping on the button and uploaded an image, 

the image data will be converted into a bitmap and pass into the function segmentFrame() to 

be segmented.  After it has finished segmented the image, the application will display the 

uploaded image on the image view and the segmented mask on the mask view together with 

all its predicted class and percentages just below the view  just like above in Figure 5.27. Based 

on the images above in Figure 5.27, the left side of the image shows a bean object successfully 

predicted it 100% as a bean and the right side of the image  shows a honey object predicted as 

cereal, coffee and honey with cereal having the highest percentage. It is mainly because the 

cereal and coffee images used to train the model contain similar features with honey due to 
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limited data, causing the model to confuse on the correct grocery. Futher results for test images 

segmentation are shown in Appendix 1. 

 

 

 

 

5.15 Real Time Segmentation 

 

Figure 5.28 Real Time Segmentation 

 

As for choosing the Real-Time Segmentation option, like in Image Segmentation, it will 

first load the model and then check if the permission for camera has already been granted. If 

not, send out a pop out to request for the permission for the camera. Upon having the 

permission, the application will immditely utilize the back lens of the camera to capture every 

frame to be segmented. The application will automatically analyze and retrive the frame as a 

bitmap to be passed into the function segmentFrame() and returned as a mask. Its displayed 

layout would also contain image view for displaying the frames captured and mask view for 
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displaying the segmented mask on top of the the image view together with all its predicted 

class and percentages just below the view. The process will keep looping, capturing frames, 

segmenting them and predicting the classes in real time untill the user return to the home page 

or close the application. An example of a frame captured in real time is shown above in Figure 

5.28. Based on the images above in Figure 5.27, the left side of the image shows a juice object 

predicted as jam, juice and milk with juice as the highest percentage. As for the right side of 

the image, it  shows the same juice object from a different angle but predicted as flour, juice 

and milk with flour having the highest percentage. This is caused by the  frequent change of 

different angle, lighting and background during real time segmentation, causing the model to 

be confused and predict wrongly. Subsequently, Appendix 1 illustrates other results for the real 

time segmentation. 

 

5.16 Gemini API 

 

Figure 5.29 getResponse 
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Figure 5.30 getModel 

 In order for the mobile application to call for Gemini API, a java class is created with 

getResponse and getModel method. For getResponse method, upon receiving a user query and 

a callback object, it fetches a GenerativeModelFutures instance using the getModel() method. 

The user query is then encapsulated in a Content object and passed to the generative model. 

Callbacks are registered for execution upon the future's completion; onSuccess is triggered 

when the generation process is successful, and onFailure is called in case of any error. 

 As for getModel method, it retrieves the API key from BuildConfig.apiKey and sets up a 

SafetySetting to ensure the generated content complies with certain standards, specifying that 

only content with a high level of safety regarding harassment is accepted. A GenerationConfig 

is created to define the configuration parameters for the generation process, including settings 

like temperature, topK, and topP. Subsequently, a GenerativeModel object is created, 

specifying the model’s name "gemini-pro", the API key, the generation configuration, and a 

list containing the safety setting. Finally, a GenerativeModelFutures object is created from the 

GenerativeModel and returned. 
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5.17 Grocery Class Info Page 

 

Figure 5.31 Grocery Class Info Page 

 During both Upload Image Segmentation and Real Time Segmentation, all the predicted 

classes displayed can be tapped and on click, will redirect the user to the class’s Info page 

which then automatically displays all the nutrition facts about the class and generates a 

recommendation of the grocery to the user. The recommendation is generated by calling the 

Gemini API, by combining the nutrient facts of the grocery class and the health status of the 

user into a query to be sent to the API, to ensure that the recommendation aligns with the user’s 

health needs. It may load a while and upon receiving the response from the API, the system 

will automatically display it for the user to read. 
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Chapter 6 

System Evaluation and Discussion 

6.1 Comparison between trained backbones 

6.1.1 Backbones 

• VGG16 [37] 

VGG16 is a milestone in convolutional neural network (CNN) architectures and renowned 

for its simplicity and effectiveness. Comprising 13 convolutional layers and 3 fully 

connected layers, VGG16 demonstrates strong feature extraction capabilities. Its uniform 

structure and small kernel sizes facilitate learning rich hierarchical features, making it 

suitable for various vision tasks. Despite its depth, VGG16 is prone to overfitting due to a 

large number of parameters. 

 

• VGG19 [37] 

Building upon the success of VGG16, VGG19 extends the architecture by adding more 

convolutional layers, resulting in deeper feature hierarchies. With 16 convolutional layers 

and 3 fully connected layers, VGG19 achieves superior performance in capturing intricate 

patterns within images. However, the increased depth comes at the cost of higher 

computational complexity and resource requirements. 

 

• ResNet50 [38] 

ResNet50 introduces the groundbreaking concept of residual learning, enabling the training 

of extremely deep neural networks. By utilizing residual blocks, ResNet50 mitigates the 

vanishing gradient problem, allowing for seamless training of networks with over 50 layers. 

This architecture revolutionized deep learning by enabling the construction of deeper 

models with improved performance and faster convergence. ResNet50 strikes a balance 

between depth and computational efficiency, making it a popular choice for various 

applications. 

 

• ResNet101 [38] 

ResNet101 further extends the ResNet architecture with 101 layers, enabling the extraction 

of more abstract and intricate features from images. Despite its increased depth, ResNet101 

maintains efficient training by leveraging residual connections. With enhanced 
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representational power, ResNet101 surpasses its predecessors in capturing fine-grained 

details and nuances in images. However, the additional layers increase computational 

demands, requiring ample resources for training and inference. 

 

6.1.2 Models Performance Definition 

For the groceries’ segmentation, the accuracy of the segmented food products is evaluated 

to indicate the performance of the proposed system. In this study, DeepLabV3+ [31], a deep 

learning model that is utilized in the proposed system aims to achieve higher accuracy and loss 

values for the groceries’ segmentation within the validation, This aims to prevent overfitting, 

a scenario where the model excels excessively within the training set, but significantly falter in 

performance when presented with the validation set which consist of images that the model has 

not encountered before.  

The deep learning model is evaluated based on its training and validation loss using Sparse 

Categorical Cross Entropy, a loss function commonly used in machine learning for multi-class 

classification tasks, particularly for dealing with target labels that are provided as integers 

rather than one-hot encoded vector. It provides a clear measure of the difference between the 

predicted and true probability distributions of the classes, outputting a scalar value for model 

evaluation. It is also applicable to imbalanced datasets, effectively penalizing misclassification 

of minority classes, and compatible with the SoftMax activation function [40]. 

        In order to test the accuracy of the groceries’ segmentation, the evaluation metrics used is 

Accuracy as referred in Chapter 4 Section. 

        Other than the evaluation metrics mentioned above, the hyperparameters used in the deep 

learning model such as Adam Optimizer with 0.001 and 0.01 learning rate, 16, 8 and 4 Batch 

Size, 1000 Epochs and different data augmentation techniques, played an important role in 

building a good model to achieve higher accuracy for segmentation tasks. 
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6.1.3 Trained Models Result 

Table 6.1 Trained Models Result 

DeepLabV3+ 

Backbones 

Training Accuracy Validation 

Accuracy 

Testing Accuracy 

VGG16 0.6282 0.4536 0.5567 

VGG19 0.5862 0.4724 0.4804 

ResNet50 0.8755 0.6684 0.8270 

ResNet101 0.8860 0.6768 0.8127 

 

 When comparing VGG16 and VGG19, it's evident that VGG16 performs marginally better 

in terms of training and testing accuracy. VGG16 achieves a training accuracy of 62.82% 

compared to 58.62% of VGG19. However, in the case of validation and testing accuracy, 

VGG19 slightly outperforms VGG16, with validation accuracy of 47.24% compared to 45.36% 

and testing accuracy of 48.04% compared to 55.67% for VGG16. This indicates that while 

VGG16 learns the training data better, VGG19 generalizes slightly better to unseen data. 

 

 In the comparison between ResNet50 and ResNet101, ResNet101 consistently outperforms 

ResNet50 across all metrics. ResNet101 achieves a training accuracy of 88.60%, significantly 

higher than the 87.55% attained by ResNet50. Similarly, ResNet101 yields a validation 

accuracy of 67.68% in contrast to ResNet50's 66.84%. In testing accuracy, ResNet101 

maintains superiority, with 81.27% compared to 82.70% for ResNet50. This suggests that 

ResNet101 is more capable of learning complex features and generalizing better to unseen data 

compared to ResNet50. 

 

 Comparing VGG16/19 with ResNet50/101, it's evident that the ResNet models outperform 

the VGG models across all metrics. Both ResNet50 and ResNet101 achieve significantly higher 

training, validation, and testing accuracies compared to VGG16 and VGG19. This indicates 

that the deeper architecture of ResNet models allows for better feature extraction and learning, 

resulting in better performance. For instance, ResNet101 outperforms VGG16 by around 25% 

in terms of testing accuracy. 

 

 

 



Bachelor of Computer Science (Honours) 

Faculty of Information and Communication Technology (Kampar Campus), UTAR 
    90 
 

6.2 Project Challenges and Implementation Issues 

During the implementation of the proposed system, one of the major challenges 

encountered during this study is the model training. This process demands meticulous attention 

to various components, including data quality, model architecture building, hyperparameter 

tuning, and computational resources. Achieving the desired accuracy in food image 

segmentation heavily relies on the quality and diversity of the dataset used for training. 

Additionally, the development of an efficient and effective model architecture is crucial to 

ensure accurate real-time processing of food images. Furthermore, fine-tuning 

hyperparameters to optimize the model's performance adds another layer of complexity to the 

training process. Lastly, considering the computational constraints of mobile platforms, 

obtaining the necessary computational resources to run the model effectively becomes a 

significant challenge. 

       For implementation issues, as mentioned before data quality is an important component 

for model training but due to the absence of available grocery dataset containing multiple 

classes with both images and ground truth for multiclass segmentation tasks, most of the time 

is dedicated to creation and labeling of a custom dataset that consist of multiple grocery classes 

that contains with images and their respective ground truths. Despite the significant effort, the 

current custom dataset still suffers from insufficiency since it only contains 700 total images 

with each class only consisting of 50 images, leaving the model with less data to train with. 

Due to the similarity in features among the images of different classes, the segmentation 

process has become notably challenging for the model, making it difficult to predict the correct 

pixel values or classes for the image. 

        As for computational resource, there are no issues encountered during model training, as 

it took me less than an hour to finish training a model using Jupyter Notebook that utilizes the 

resources of the local machine. However, after implementing the current model into mobile 

application especially during real-time segmentation, there exist lags and delays in rendering 

results due to the high demands of processing power and limited resources. 
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Chapter 7 

Conclusion and Recommendation 

7.1 Conclusion 

        In conclusion, this study thus far has implemented and utilized a trained DeepLapV3+ 

model in a grocery segmentation mobile application for upload image segmentation and real-

time segmentation. The accuracy for the model is above average, demonstrating its capability 

to effectively segment images and predict the class accurately for most cases, ensuring a 

reliable foundation for real-time segmentation within the mobile application. Although the real-

time segmentation works fine, it's noticeably laggy due to limited hardware resources. 

 Aside from segmentation, the application incorporates essential features to enrich user 

interaction. A login and register feature have been implemented to ensure security and facilitate 

a personalized experience. Moreover, an information page for each grocery class has been 

integrated to display nutrient details and provide recommendations for the user. To ensure 

personalized recommendations, a profile page has been included, enabling users to update their 

health status, which in turn will be utilized for more tailored recommendations. 

 This comprehensive approach not only enables users to segment grocery images but also 

provides a platform for a more informed, health-conscious shopping experience. With further 

optimization, particularly in data quality and resource allocation, the application stands to 

become an indispensable tool for health-conscious consumers. 

 

7.2 Recommendation 

 There are several recommendations that could be implemented to enhance the functionality 

and user experience of this mobile application project. First and foremost, to mitigate or reduce 

the segmentation lag experienced during real-time grocery segmentation, Edge computing 

solution or cloud services can be applied to offload the processing burden from the mobile 

device. This will enable real-time segmentation without significant lag, as the heavy 

computation will be performed on more powerful servers. For instance, by deploying the 

segmentation model on Google Cloud IoT Edge or Google Cloud Platform (GCP) the heavy 

computational tasks associated with the segmentation process are offloaded to nearby edge 

servers and cloud servers, ensuring real-time segmentation with minimal latency. 
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 Moreover, the number of predicted grocery classes can be expanded to allow the model to 

recognize a larger variety of grocery classes greatly enhancing the application's utility and user 

experience. More diverse images of grocery classes can be collected and experiment with more 

advanced deep learning architectures to improve its ability to recognize a broader range of 

grocery classes accurately. The diversity of the training data can also be increased by 

employing more data augmentation techniques. A user feedback feature integration may also 

allow the application to collect data on misclassified groceries and utilizing this feedback to 

continuously improve the model's accuracy through iterative updates. 

 

 Additionally, the Profile page for personalized recommendations can also be improved by 

adding more health status parameters, following with the integration of health description to 

allow users to input more detailed description of their health status, including any medical 

conditions, dietary requirements, or fitness goals which will facilitate more precise and tailored 

recommendations. The integration of wearable devices would also ensure that the 

recommendations provided by the application are always up-to-date and accurate by 

automatically updating the user’s health status base on the wearable health monitoring devices. 
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APPENDIX 
Upload Image Segmentation Results 
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Real Time Segmentation Results 
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3. PROBLEMS ENCOUNTERED 

 

 

- The process of labeling the data is time consuming. 
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1. WORK DONE 
 

 

- 700 images finished labeled and completed the custom dataset. 
 

 

2. WORK TO BE DONE 

 

- DeepLab model development 

- Model training and evaluation. 

 

 

3. PROBLEMS ENCOUNTERED 

 

 

- Hard time understand DeepLab Model 

- Model accuracy is very low after trainning 
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1. WORK DONE 
 

 

- DeepLab model architecture is developed 

- Model train and evaluation. 
 

 

2. WORK TO BE DONE 

 

- Optimization of the model 

- Integration of the app module with a multiclass model 

- Implement register and login feature 

 

 

3. PROBLEMS ENCOUNTERED 

 

-  

 

 

 

 

 

4. SELF EVALUATION OF THE PROGRESS 

 

 

-  
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1. WORK DONE 
 

 

- Optimization of the model 

- Integration of the app module with a multiclass model 

- Implemented register and login feature. 

 
 

 

2. WORK TO BE DONE 

 

- Implement grocery info feature. 

- Implement recommendation feature. 

 

 

3. PROBLEMS ENCOUNTERED 

 

 

- Real time segmentation is quite laggy and slow. 

 

 

 

 

 

4. SELF EVALUATION OF THE PROGRESS 

 

 

- Learned how to use Firebase. 
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1. WORK DONE 
 

 

- Implement grocery info feature. 

- Implement recommendation feature. 
 

 

2. WORK TO BE DONE 

 

- Conclude all works and start writing on the report. 

 

 

3. PROBLEMS ENCOUNTERED 

 

 

-  

 

 

 

 

4. SELF EVALUATION OF THE PROGRESS 

 

 

- Learned how to call Gemini API 
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