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ABSTRACT 

 

This project centres on crafting a web application that recognizes sign language, 

accessible across different devices and operating systems. Its primary objective is to 

convert American Sign Language (ASL) gestures into text, facilitating communication 

for the hearing impaired. Leveraging Computer Vision (CV), the project aims to equip 

computers with the ability to interpret visual cues. Addressing the inherent challenges 

of sign language, including its limited universality and usage, the project unfolds in 

seven key stages: data collection, feature engineering, data preparation, model design 

and training, testing and evaluation, and application development. Noteworthy testing 

results showcase a robust 95% training accuracy and an 85% testing accuracy. The 

envisioned web application boasts a feature-rich interface encompassing gesture 

recognition, user ratings, translation history management, account administration, and 

an extensive sign language dictionary. Clarifying the system's functionality, diagrams 

are employed for enhanced comprehension. In the implementation phase, meticulous 

attention is paid to hardware and software configurations, with detailed setup 

instructions provided. System operations are thoroughly elucidated, alongside candid 

discussions on encountered challenges such as data quality issues and processing 

constraints. To ensure the system's reliability, a comprehensive testing regimen is 

executed, spanning video frame capture, model prediction, and web application feature 

validation. In summary, this project marks a good stride towards enhancing 

communication accessibility for the hearing impaired. 
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CHAPTER 1 INTRODUCTION 

This section begins by highlighting the importance of communication in human life and 

society. It acknowledges the prevalence of verbal communication but identifies a 

significant group, the deaf and hard of hearing, who face communication challenges 

due to their physical condition. The section also emphasizes the use of sign language 

as an alternative means of communication for this group and identifies factors 

contributing to difficulties in sign language communication. It concludes by presenting 

the motivation for the project, which is to develop a Human Action Detection (HAR) 

system, particularly a SLR mobile application, to bridge the communication gap 

between sign language users and non-sign language users. 

1.1  Problem Statement and Motivation 

Communication is an essential aspect of human life and society as it facilitates the 

exchange of knowledge and information among individuals while fostering positive 

relationships. Verbal communication, which relies on spoken words, is the most 

common form of communication used by people. However, there is one large group of 

people unable to benefit from it due to their physical condition, and they are deaf and 

hard of hearing. Therefore, they must choose the other way of communicating to 

communicate with others, otherwise they will have difficulty in making others to 

understand what they think. In such condition, most of them will choose to use sign 

language as the way to express their thoughts, feelings, and intentions. 

The action of performing sign language is called signing. Signing is primarily 

used by the deaf and hard of hearing, but it can also be used by hearing people, such as 

those who cannot speak, those who have disabilities that make speaking difficult, and 

those with deaf family members, including children of deaf adults. However, most of 

the sign language users are facing difficulty in using sign language to facilitate 

their daily communication efficiently, especially for those who take sign language as 

their native language. And there are few contributing factors to this problem. 

Firstly, the lack of ubiquity of sign language is one of the important factors. 

This is because most people consider sign language to be difficult to learn and practical 

application is often limited, resulting in a lower willingness to develop the skill. 

Secondly, the second contributing factor to this problem is the lack of universality of 

sign language. There are over 300 different sign languages in use by more than 70 
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million people globally [1] and each sign language has its own grammar, syntax, and 

vocabulary, thus it is difficult for sign language users to communicate with each other 

if they do not share the same sign language.   

Therefore, the motivation of this project is to develop a HAR system to 

address the stated problems by detecting and tracking the motions performed by 

human in order to understand their intentions by performing interpretations on 

those motions. This can be done by developing a SLR mobile application to provide a 

platform to bridge the communication gap between sign language users and sign 

language and non-sign language users. 

1.2  Research Objectives 

The objective of this project is to develop a web application that can translate ASL 

into English language using CV technology. 

 

This system will be able to: 

• Translate sign language actions captured by the camera of the users’ 

handheld devices into their corresponding English words or phrases. 

• Accurately recognize and translate 50 different ASL actions. 

• Enable the users to view the graphical representations of key landmarks 

detected on their bodies in real time. 

• Present users with a sign language dictionary containing a collection of sign 

language video clips. 

The system simplifies sign language communication by converting it into English and 

displaying it on a screen. Users can easily capture and translate sign language actions 

performed by anyone to enable them to understand the corresponding English words or 

phrases. As a result, the users can easily grasp the meaning behind the signer's 

expressions, facilitating effective communication of feelings and intentions. 

Besides that, the system can accurately recognize and translate 50 different American 

Sign Language (ASL) signs and phrases covering essential topics like daily activities, 

emotions, objects, relationships, and concepts. This broad vocabulary allows effective 

communication between sign language users and non-signers, empowering users to 

express their needs, preferences, and inquiries independently. It also supports 
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educational pursuits and social connections by including signs related to learning and 

relationships.  

Furthermore, the ability to view graphical representations of key body landmarks 

detected by the system in real-time provides users with visual feedback confirming 

active body tracking, as well as an understanding of exactly which body parts are being 

recognized. This visualization feature builds user confidence in the system's 

functionality, allows users to optimize their positioning and movements for improved 

accuracy, and enhances transparency and engagement with the body tracking process.  

Lastly, this application provides users a sign language dictionary that features an 

extensive list of sign language actions, with each action accompanied by a clear 

description and a video illustration demonstrating how to perform the sign with 

precision. Users can use the dictionary as a reference tool to learn sign language. 

In summary, this system enables sign language communication through real-time 

translation, visual body tracking feedback, and an integrated sign language dictionary. 

It empowers effective interaction between signers and non-signers while promoting 

sign language education. 

1.3  Project Scope and Direction 

In the end, an Android Sign Language Recognition Web Application will be developed. 

The application will utilise the technology CV to bridge the communication gap 

between sign language and non-sign language users. 

This proposed mobile application provides text translation for the sign language 

signs corresponding to various alphabets, words, and phrases in ASL. The system 

translates 50 key ASL signs/phrases spanning daily life to independent 

communication between signers and non-signers. 

The system provides real-time visualization of detected body landmarks, giving 

users feedback on active tracking. This allows them to optimize their positioning and 

movements for improved accuracy.  

Lastly, the system provides a collection of video clips of sign language sign along 

with their corresponding meanings or translations. Each video clip features a virtual 

signer demonstrating a specific sign language action in an easily visible environment. 
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1.4 Contributions 

According to the World Health Organization (WHO), over 1.5 billion people 

worldwide, approximately 19% of the world’s population, live with hearing loss, with 

5% requiring rehabilitation to address their disabling hearing loss. Worse still, this 

number is expected to rise to 2.5 billion by 2050. Factors contributing to hearing loss 

and deafness are diverse, including intrauterine infections, low birth weight, chronic 

ear infections, and smoking. These factors can affect people at different stages of life, 

leading to the deaf community comprising individuals across all age groups [2]. 

Therefore, this means that this application has a large audience and can benefit 

many people through its features since the target audience of this application is deaf 

and hard of hearing individuals. 

Other than that, the communication gap caused by physical condition often leads to 

distortion of conveyed messages, resulting in misunderstandings, confusion, and 

associated loss of time and resources. For example, in clinical settings, communication 

gaps may cause healthcare professionals to experience discomfort when serving deaf 

patients, impairing their capacity to fulfil their medical responsibilities. Furthermore, 

inadequate communication between healthcare professionals and deaf patients 

increases the likelihood of medical errors and results in a loss of trust between doctors 

and their patients. Thus, this application provides an opportunity for the sign language 

users to prevent the consequences of the communication gap that they may face in 

the future. 

Furthermore, in the realm of sign language translation, the number of mobile 

applications available on Google Play that can convert sign language actions into text 

is surprisingly low, with less than five such apps boasting over 1000 downloads. 

Additionally, a significant portion of sign language-related mobile apps primarily focus 

on teaching users how to sign rather than offering translation capabilities. This scarcity 

of suitable options indicates an underserved target audience due to different reasons, 

presenting an opportunity for this application to emerge as a good alternative solution 

since this application also provides feedback on learning outcomes of their sign 

language learning. 

The previous studies discussed in this field share certain limitations that negatively 

impact key factors contributing to successful sign language recognition. These 
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limitations include recognition accuracy, user autonomy, and system practicality. Since 

most of the previous system can only work based on a single frame, this application 

increases the system practicality by accepting video as input, allowing for 

recognition across several frames. After that, this application improves user 

autonomy by accurately recognizing the signs performed by users in different 

environments. This can be done by improving the diversity of datasets used to train 

the ML model. Lastly, the recognition accuracy is better in this application, as it 

tracks both facial expressions and body movements to collect enough key points and 

represent sign language gestures accurately. 

1.5  Report Organization 

The report is organized to guide readers through a comprehensive exploration of the 

development of a Sign Language Recognition System. It begins with an abstract 

summarizing the research, followed by lists of figures, tables, and abbreviations for 

convenient reference. Chapter 1 introduces the research problem, objectives, scope, 

contributions, and provides an overview of the report's organization. Chapter 2 reviews 

pertinent literature, while Chapter 3 outlines the proposed methodology. Chapters 4 

through 6 delve into system design, implementation, evaluation, and discussion, 

covering various aspects such as data collection, model design, testing, and challenges 

faced. Finally, Chapter 7 offers conclusions drawn from the research and 

recommendations for future endeavors. The report's structure ensures coherence and 

facilitates readers' understanding and navigation through the presented research.
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CHAPTER 2 LITERATURE REVIEWS 

This chapter provides a comprehensive review of the technologies and existing systems 

relevant to sign language recognition. It covers essential datasets such as the MS-ASL 

and ASLLRP Sign Bank, which serve as valuable resources for training and testing sign 

language recognition models. The chapter also explores key technologies like 

MediaPipe Holistic for human pose and hand tracking, OpenCV for computer vision 

tasks, and Long Short-Term Memory (LSTM) networks for sequence modeling. 

Additionally, it presents an in-depth analysis of various existing sign language 

recognition systems, including ArSLAT, RTISLR, ASL Translator, DataFlair Sign 

Detection System, and SL2T System. The chapter highlights the strengths, limitations, 

and functionalities of these systems, providing insights into their recognition 

approaches, accuracy, and real-time capabilities. Overall, this chapter lays the 

foundation for understanding the current state of sign language recognition 

technologies and existing systems, paving the way for further research and development 

in this field. 

2.1  Review of the Technologies 

2.1.1 Dataset 

MS-ASL Dataset [3] 

The MS-ASL dataset is a large-scale dataset for American Sign Language (ASL) 

recognition. It was created by researchers at Microsoft and the Chinese University of 

Hong Kong. The dataset consists of videos of ASL signs performed by multiple signers. 

This dataset is expansive, encompassing over 25,000 annotated videos drawn from real-

world sign language usage. It was chosen primarily because of its recent publication 

year and substantial size, rendering it highly suitable for training deep learning models. 

The dataset is divided into four subsets, namely MS-ASL100, MS-ASL200, MS-

ASL500, and MS-ASL1000. The numerical value in each subset's name corresponds to 

the number of distinct ASL actions involved. For instance, MS-ASL100 comprises 

video clips representing 100 different ASL actions.  

Each of these subsets has been further subdivided into training, testing, and validation 

sets to facilitate model development and evaluation. According to [12], the dataset 
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originally had an average of approximately 60 video clips per ASL action. However, 

due to unforeseen factors like video deletions or restrictions on public access, the actual 

average number of clips per action is considerably lower. These factors have also led 

to imbalanced sample proportions among the subsets. Consequently, it was necessary 

to combine these subsets and reorganize them for more balanced and effective splitting. 

ASLLRP Sign Bank [4] 

The ASLLRP (American Sign Language Linguistic Research Project) Sign Bank is a 

resource that provides access to videos of American Sign Language (ASL) signs, along 

with linguistic annotations.  It enables searching and viewing ASL signs produced by 

multiple ASL signers, both in citation form (isolated signs) and in sentential context. 

The isolated sign datasets can currently be downloaded from the Sign Bank website, 

the user interface of which is shown in the figure and the examples segmented from 

continuous signing corpora will soon also be made available for download. 

 

Figure 2-1 User Interface of ASLLRP Sign Bank 

After that, the signs in the ASLLRP Sign Bank have been linguistically annotated in a 

consistent manner across the datasets. The annotations provide information such as the 

text-based gloss labels for the signs, handshape details (start and end handshapes), sign 

types (e.g., classifiers, fingerspelled signs), and frame numbers indicating the start and 

end points of the sign in the video. Basically, this dataset includes citation-form sign 

datasets from three sources: the BU American Sign Language Lexicon Video Dataset 

(ASLLVD), Rochester Institute of Technology (RIT), and DawnSignPress (DSP). For 

each of these datasets, a spreadsheet (CSV file) is provided which contains the 

annotations for the signs in that dataset. 
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Furthermore, ASLLRP Sign Bank uses consistent conventions for labeling and 

annotating the signs which can helps to ensure a one-to-one correspondence between 

the text-based gloss labels and the sign productions. This consistency is essential for 

research purposes, such as sign recognition. Additionally, the ASLLRP has provided a 

spreadsheet that assigns consistent gloss labels to a large portion of the WLASL (Word-

Level American Sign Language) dataset, enabling the combination of the ASLLRP and 

WLASL datasets into a larger resource for sign recognition research. 

2.1.2  MediaPipe Holistic  

MediaPipe Holistic is an innovative solution developed by Google that allows for 

simultaneous perception and tracking of human pose, facial landmarks, and hand 

gestures in real-time on mobile devices. This state-of-the-art system combines and 

optimizes separate models for these three tasks into a unified, end-to-end pipeline. This 

pipeline delivers a groundbreaking 540+ keypoints, including 33 for pose, 21 per hand, 

and 468 for facial landmarks, all while achieving near real-time performance. 

The architecture of the MediaPipe Holistic pipeline integrates separate models for pose 

estimation, face landmarks, and hand tracking. It starts by estimating the human pose 

using BlazePose's pose detector and keypoint model. Then, using the inferred pose 

keypoints, regions of interest (ROIs) for each hand and the face are derived. To refine 

the accuracy of these ROIs, lightweight re-crop models are employed. The input frame 

is then cropped to these ROIs, and task-specific face and hand models estimate their 

respective keypoints. Finally, all these keypoints are merged to produce the full 540+ 

keypoints. The figure illustrates the overview of MediaPipe Holistic pipeline [5]. 

 

Figure 2-2 Overview of MediaPipe Holistic Pipeline 
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Next, performance optimization is a key feature of MediaPipe Holistic. The pipeline 

coordinates up to 8 models per frame, including pose, re-crop, and keypoint models for 

hands and face. Pre- and post-processing algorithms are optimized by moving 

computations to the GPU, resulting in approximately 1.5x speedup [5]. The multi-stage 

nature of the pipeline allows for replacing models with lighter or heavier versions based 

on performance and accuracy requirements. Additionally, inference on hands and face 

can be skipped if they are not within the frame bounds, saving compute resources. 

Lastly, MediaPipe Holistic is accessible on-device for both mobile (Android, iOS) and 

desktop platforms. Google provides ready-to-use APIs for research (Python) and web 

(JavaScript) which facilitates its adoption and experimentation in various projects. 

2.1.3  OpenCV 

OpenCV (Open-Source Computer Vision Library) is an open-source computer vision 

and machine learning software library. It was built to provide a common infrastructure 

for computer vision applications and to accelerate the use of machine perception in 

commercial products. Being an Apache 2 licensed product, OpenCV makes it easy for 

businesses to utilize and modify the code. The library has more than 2500 optimized 

algorithms, which includes a comprehensive set of both classic and state-of-the-art 

computer vision and machine learning algorithms. [6]  

These algorithms can be used for a wide range of tasks such as detecting and 

recognizing faces, identifying objects, classifying human actions in videos, tracking 

camera movements, tracking moving objects, extracting 3D models of objects, stitching 

images together to produce high-resolution panoramas, finding similar images from a 

database, removing red eyes from flash images, following eye movements, recognizing 

scenery and establishing markers for augmented reality, and more.  

OpenCV has a large user community of over 47 thousand people and an estimated 

number of downloads exceeding 18 million [6]. The library is used extensively in 

companies, research groups, and by governmental bodies. Major companies like 

Google, Yahoo, Microsoft, Intel, IBM, Sony, Honda, and Toyota employ the library, 

along with many startups that make extensive use of OpenCV.  

OpenCV has C++, Python, Java, and MATLAB interfaces and supports Windows, 

Linux, Android, and Mac OS. It is geared towards real-time vision applications and 
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takes advantage of SIMD instructions when available. The library is written natively in 

C++ and has a templated interface that works seamlessly with STL containers. Full-

featured CUDA and OpenCL interfaces are also being actively developed. 

2.1.4  Long Short-Term Memory (LSTM) 

Long Short-Term Memory (LSTM) is a special kind of recurrent neural network (RNN) 

architecture that is designed to model sequential data and capture long-term 

dependencies more effectively than traditional RNNs. It was introduced by Sepp 

Hochreiter and Jürgen Schmidhuber in 1997 to address the vanishing and exploding 

gradient problems that conventional RNNs face when learning long-range temporal 

dependencies [7]. The core idea behind LSTM is to introduce a gating mechanism that 

regulates the flow of information into and out of a memory cell, allowing it to 

selectively remember or forget information for long periods of time. This gating 

mechanism is implemented using specialized units called gates, which are learned 

during the training process [8]. 

An LSTM network is composed of a series of interconnected memory cells, each 

containing four main components. The cell state ct  is the horizontal line running 

through the LSTM cell, acting as the "memory" of the network. It carries relevant 

information from previous time steps, allowing it to preserve long-term dependencies 

in the data. The figure illustrates the structure of an LSTM cell. The yellow horizontal 

line running through the cell represents the cell state [8]. 

 

Figure 2-3 Structure of LSTM Cell 

The forget gate ft decides what information from the previous cell state should be kept 

or discarded. It takes the previous hidden state and current input as inputs and outputs 

a value between 0 and 1 for each element in the cell state, where 0 means "forget 
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completely" and 1 means "keep completely."  The input gate it determines what new 

information from the current input and previous hidden state should be added to the cell 

state. It consists of two parts: a sigmoid layer that decides which values to update, and 

a tanh layer that creates a vector of new candidate values to add to the state. The output 

gate Ot controls what information from the updated cell state should be used to compute 

the hidden state (output) for the current time step. It also filters the information that the 

LSTM will output, based on the updated cell state [8].  

One important variant of LSTM is the Bidirectional LSTM (BiLSTM). In a standard 

LSTM, the flow of information is only from past to future. However, in many sequence 

modelling tasks like speech recognition or natural language processing, the context 

from the future is also important. A BiLSTM processes the input sequence in both the 

forward and backward directions, with two separate hidden layers, one for each 

direction. This allows the network to capture dependencies from both past and future 

contexts, improving its ability to learn from the sequential data [9]. 

 

Figure 2-4 The Structure of BiLSTM Model 

Another variant is the Sequence-to-Sequence (Seq2Seq) LSTM model, which is 

commonly used for tasks where the input and output sequences have different lengths, 

such as machine translation. The Seq2Seq model consists of two components: an 

encoder LSTM that processes the input sequence and encodes it into a fixed-length 

context vector, and a decoder LSTM that generates the output sequence one step at a 

time, using the context vector and the previously generated output as inputs [9]. 
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Figure 2-5 The Structure of Seq2Seq LSTM Model 

2.1.5 Firebase Web Hosting  

Firebase Hosting is a cloud-based web hosting platform offered by Firebase, a 

comprehensive app development platform owned by Google. It provides a fast, secure, 

and scalable solution for hosting web applications, static websites, and serverless 

backend services. 

With Firebase Hosting, developers can deploy their web content to a global content 

delivery network (CDN) with just a single command using the Firebase Command Line 

Interface (CLI) [10]. This CDN is designed to serve files from the nearest edge location 

to users, ensuring low latency and fast loading times worldwide. Firebase Hosting 

automatically compresses files using modern compression algorithms like Brotli, 

further optimizing performance. 

A key advantage of Firebase Hosting is its built-in support for secure connections. All 

content is served over HTTPS by default, with automatic provisioning of SSL/TLS 

certificates, eliminating the need for manual configuration [10]. This seamless 

integration of security measures aligns with modern web standards and user 

expectations for privacy and data protection. 

In addition to static content like HTML, CSS, and JavaScript files, Firebase Hosting 

also supports serving dynamic content and backend services. Developers can integrate 

Firebase Hosting with other Firebase products, such as Cloud Functions for server-side 

logic and Cloud Run for containerized microservices. This versatility allows developers 

to build and host complete web applications, from the frontend to the backend, within 

the Firebase ecosystem [10]. 

In summary, Firebase Hosting is Google's cloud-based platform offering fast, secure 

hosting with global content delivery. It supports static and dynamic content and 

integrates seamlessly with other Firebase services for complete web application hosting. 
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2.2  Review of Existing Sign Language Recognition Systems 

2.2.1  Arabic Sign Language Alphabets Translator (ArSLAT) 

ArSLAT, a novel system developed by El-Bendary et al. [11], represents a significant 

advance in the field of Arabic sign language recognition. This innovative system 

utilizes a vision-based approach to accurately translate manual alphabets into text. The 

recognition task is achieved through the use of two distinct classifiers: the minimum 

distance classifier (MDC) and multilayer perceptron (MLP) classifier. Impressively, the 

system is able to recognize Arabic alphabets with an accuracy of 91.3% using the MDC 

classifier and 83.7% using the MLP classifier. 

Functionalities of ArSLAT 

To use ArSLAT, the user must first shoot a video of a person signing a series of letters, 

with only the hand appearing on camera. When switching from one letter to the next, 

the user must pause for a certain time (1 second) to allow the system to detect only one 

frame that actually represents each letter. Once the video is recorded, the user can 

upload it to the system as input for the recognition process. The results of recognition 

are displayed row by row, showing the one frame detected that represents each letter 

along with the corresponding letter in text form. 

 

Figure 2-6 Result of Translation of ‘Ra’, ‘Lam’, ‘Kaf’ Letters [11] 

Strengths and Limitations of ArSLAT 

To begin with, it is important to acknowledge some of the notable strengths of the 

ArSLAT system. Firstly, the system is capable of recognizing multiple letters 
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simultaneously, allowing for efficient and streamlined recognition. As previously 

mentioned, users can input a video of a person signing a sequence of letters, and the 

system can accurately recognize each letter within the sequence. Additionally, the 

ArSLAT system is highly versatile, able to perform recognition in a wide range of 

environments without the need for specific equipment or clothing. This means that users 

can utilize the system in unrestricted environments without the need for gloves or other 

specialized gear. 

However, it is equally important to recognize that the ArSLAT system also has several 

limitations that may affect its overall effectiveness. One notable limitation is that the 

system relies solely on single frames for recognition, making it difficult to accurately 

identify more complex sign language actions that require multiple frames for 

recognition. This can lead to potential misunderstandings or misinterpretations, limiting 

the system’s ability to accurately capture and interpret sign language. Additionally, the 

system is limited in its ability to accurately localize and extract key points crucial for 

recognition. Specifically, it can only extract 51 key points to represent hand gestures, 

which significantly reduces the system's recognition accuracy. Finally, it is important 

to note that the ArSLAT system cannot perform recognition in real-time. Users must 

input pre-recorded videos of signed sequences in order for the system to recognize 

them, rather than signing directly in front of the camera for real-time recognition. 

2.2.2  Real Time Indian Sign Language Recognition (RTISLR) System 

The Real Time Indian Sign Language Recognition (RTISLR) system, proposed by 

Rajam et al. [12], is a system designed to recognized one of the south Indian languages 

with the vision-based approach. The system achieves this by recognizing a set of 32 

signs, each representing the binary ‘UP’ and ‘DOWN’ positions of the five gingers. The 

system was trained using 320 images and tested using 160 images, resulting in a 

remarkable accuracy of 98.125%. 

Functionalities of RTISLR system 

To perform recognition using this system, users must first activate the system’s camera 

then capture a photo of the sign they wish to recognize. The system then identifies the 

sign based on the positions of the fingertips of the signing hand, and the result is 

displayed on the screen. 
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The recognition process of the RTISLR system utilizes a mechanism that involves using 

a single hand to represent binary numbers from 0 to 31 in a visual way. This mechanism 

employs the use of each ginger on the hand to represent a binary digit, with lifted fingers 

representing one and lowered fingers representing zero. By manipulating the positions 

of the fingers, any binary number between 0 and 31 can be represented. The figure 1-6 

explains this mechanism in a clearer way. 

 

 

Figure 2-7 Examples of Recognizable Signs. [12] 

 

Figure 2-8 Sample Result of a Sign [12]   
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Strengths and Limitations of RTISLR system 

The RTISLR system, despite its real-time sign recognition capabilities, is not without 

limitations. Its only discernable strength lies in its ability to accurately recognize signs 

in real-time, although users must manually capture and input images of signs. The 

following discussion outlines the various limitations of this system in greater detail. 

Primarily, the system’s sign recognition accuracy is limited to a controlled 

environment. The user must wear a wristband on the signing hand to prevent arm and 

palm extension images from interfering with the system’s recognition abilities. 

Additionally, the system's recognition is limited to signs performed with the right hand, 

as it has been trained solely on images of right-hand gestures. Furthermore, the system 

can only recognize a single sign at a time, with real-time images serving as the only 

input for recognition. Furthermore, the RTSLR system and ArSLAT share a significant 

constraint in their limited ability to accurately localize and extract enough key points 

from images or video frames. As a result, these systems capture lesser information 

about sign language gestures, which reduced the accuracy of recognition. Specifically, 

the RTISLR system extracts only 6 key points, in contrast to ArSLAT’s 51, which 

further exacerbates the recognition accuracy issue. Lastly, several similar limitations of 

ArSLAT, such as single-frame recognition, are also shared by the RTISLR system. 

Therefore, it is evident that the RTISLR system's limitations significantly outweigh its 

strengths. 

2.2.3  ASL Translator: A Real-Time System for Recognition of American sign 

Language by using Deep Learning 

ASL Translator is an advanced Sign Language Recognition (SLR) system, initially 

proposed by Taskiran et al. [13] in 2018. This system is designed to recognize 36 

characters of American Sign Language (ASL), comprising 26 letters and 10 numbers. 

By employing Convolutional Neural Network (CNN) for training and image 

classification, ASL Translator has achieved a remarkable accuracy of 98.05%. The 

system has been trained and tested using a dataset collected in 2011 by Massey 

University, which includes 900 images for the 36 characters, with 25 samples for each 

character. 
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Functionalities of  ASL Translator 

ASL Translator offers users an effortless approach to recognition, without any 

unnecessary steps or procedures to perform SLR. By simply activating their device’s 

camera and signing ASL in front of it from an appropriate distance, users can easily 

obtain accurate recognition results. The system then displays the recognition result on 

the left of the window, providing users with both the first and second guesses for the 

ASL sign performed.  

 

Figure 2-9 Results of Test Run for ‘3’, ‘5’, ‘I’, ‘7’ [13] 

Strengths and Limitations of ASL Translator 

ASL Translator's strengths are notable and set it apart from other sign language 

recognition systems. Firstly, it provides users with both the first and second guesses for 

the result of recognition, along with corresponding probabilities. This additional 

information enhances the system's usability by providing users with more insight into 

the level of confidence the system has in its interpretation. This feature is particularly 

advantageous in situations where accuracy is paramount, as it can help ensure that the 

message is conveyed correctly. Secondly, ASL Translator supports continuous 

recognition of multiple signs, enabling users to perform recognition directly after each 

sign. This feature sets it apart from other sign language recognition systems, such as 

ArSLAT and RTISLR, which require users to input images or videos for recognition 

after the completion of a recognition process. Additionally, ASL Translator is capable 

of performing real-time recognition, making it a highly effective tool for bridging the 

communication gap between deaf-mute and hearing communities. 
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However, there are also some limitations of ASL Translator that are worth noting. 

Similar to other systems, ASL Translator rely on only a single frame to perform 

recognition, making it unsuitable for recognizing sign language that occurs across a 

sequence of frames. This can result in inaccurate recognition. Additionally, the system 

can only perform recognition for a single sign at once and is limited to recognizing 

signs that are performed solely with the hands. These limitations should be taken into 

account when using the system, and efforts to address them could enhance its 

effectiveness in recognizing sign language.  
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2.2.4  DataFlair Sign Detection System 

DataFlair Sign Detection System is a sign detection system proposed by DataFlair [14] 

in 2023. It is developed using Python, OpenCV, and Keras with a TensorFlow backend, 

this sign language recognition project can effectively identify numbers from 1 to 10 

based on hand gestures captured via webcam. The system's dataset is composed of 

images captured through the webcam, with 701 images per number for training and 40 

for testing. Trained using a Convolutional Neural Network (CNN), the model 

architecture comprises convolutional, max-pooling, and dense layers. Remarkably, 

during training, the model attained 100% accuracy on the training set and 

approximately 81% accuracy on the validation set. 

Functionalities of DataFlair Sign Detection System 

Users can easily utilize the sign language recognition system by accessing its intuitive 

interface, which typically involves running the provided Python scripts. Upon 

execution, the system prompts users to position their hands within the designated region 

of interest (ROI) captured by a webcam. By performing hand gestures corresponding 

to numbers 1 through 10 within this ROI, users can then communicate with the system. 

The system's real-time processing capabilities enable it to instantly recognize and 

interpret these gestures, displaying the recognized numbers on the video feed in real-

time. The figure 2-10 illustrates the behaviour of DataFlair SDS during recognition 

process. 

 

Figure 2-10 The Inputs and Outputs of DataFlair SDS [14]  
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Strengths and Limitations of DataFlair Sign Detection System 

The sign language recognition (SLR) method described has numerous major 

advantages and disadvantages. On the plus side, the system is simple and 

straightforward to implement as it utilizes basic computer vision techniques, such as 

background subtraction and contour detection. Its ability to perform real-time 

recognition using webcam feed enhances interactive communication. Moreover, the 

system's extensibility allows for future enhancements, like recognizing alphabets and 

additional gestures, through dataset expansion and model retraining. 

The system's drawbacks are numerous. For first, it has a limited vocabulary, only 

recognising numerals 1 through 10, which severely limits its utility for sign language 

communication. Furthermore, it only recognises single-handed movements, ignoring 

the complex nature of multi-handed expressions. Its reliance on a controlled 

environment with steady backgrounds and perfect lighting further limits its usefulness, 

as real-world settings sometimes provide dynamic and congested environments in 

which performance may suffer. Furthermore, the system's single-frame recognition 

technique is ineffective in capturing continuous sign language sequences or motion-

based motions. Users must adhere to precise hand positions and distances from the 

camera, which makes it harder for natural communication. Finally, the lack of ways to 

resolve occlusions, changing hand sizes, and variable orientations endangers the 

system's robustness in real-world circumstances. 
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2.2.5  Sign Language to Text Conversion System (SL2T System) 

SL2T System is a desktop application developed by Y. Obi et al. [15] in 2023. It aims 

to recognizes American Sign Language fingerspelling from live camera input and 

converts them to text in real-time. The system employs computer vision and pattern 

recognition techniques, using a 2-layer Convolutional Neural Network (CNN) model 

for gesture classification. The first CNN layer processes the input hand image and 

predicts the number of frames, while the second layer has algorithms to accurately 

predict similar letters/symbols. When tested on the authors' dataset for recognizing the 

26 ASL alphabet letters, the model achieved an accuracy of 96.3%.  

Functionalities of SL2T System 

To use this application, users must launch the desktop application and position 

themselves in front of the computer's webcam, ensuring their hand gestures are clearly 

visible. The application's GUI displays a box to detect and read the user's ASL hand 

gestures. Users perform the hand gestures for the letters they want to communicate, 

keeping their hand within the specified region. The application processes the live 

camera feed, detects the hand gesture, and uses the trained CNN model to recognize 

and classify the ASL letter, displaying it in the "Character" row. To form a word, users 

hold the same gesture for approximately 5 seconds until the letter appears in the "Word" 

row. An autocorrect feature provides up to 3 suggestions for users to click and correctly 

form words. The GUI also includes an ASL symbol reference image. Optimal lighting 

and a plain background are recommended for accurate recognition. The figure 2-5 

illustrates the user interface of SL2T system. 

 

Figure 2-11 User Interface of SL2T System [15] 
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Strengths and Limitations of SL2T System 

One of the notable strengths of SL2T system is its real-time capabilities. The system is 

designed to recognize and convert sign language gestures into text in real-time which 

allows for seamless communication between individuals who use sign language and 

those who do not. This real-time aspect is particularly beneficial in situations where 

instant communication is crucial, such as in medical emergencies or during in-person 

conversations. Additionally, the system's desktop application format makes it 

accessible and user-friendly, as it can be installed and operated on personal computers 

without the need for specialized hardware or complex setups. 

While this system presents promising capabilities, there are certain limitations that 

should be acknowledged. One significant limitation lies in the scope of gestures it can 

recognize. The current system is focused on recognizing the 26 letters of the American 

Sign Language (ASL) alphabet, which is a subset of the comprehensive ASL 

vocabulary. Recognizing full words, phrases, and nuanced expressions present in ASL 

may require further advancements in the system's training data and algorithms. 

Additionally, the accuracy of the system can be influenced by various factors, such as 

lighting conditions, background complexity, and the quality of the camera used for 

input. Proper lighting and a plain background are necessary for optimal performance, 

which may not always be feasible in real-world scenarios. Furthermore, the system's 

reliance on the user's hand remaining in a specific region of the camera's field of view 

for a few seconds to form words can potentially hinder natural and fluid 

communication.
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2.2.6  Summary of Existing Sign Language Recognition Systems 

Features ArSLAT RTISLR ASL Translator DataFlair SDS SL2T System 

Category Isolated Isolated Continuous Continuous Isolated 

Sign Language 

Variant 

Arabic Sign Language Indian Sign Language American Sign 

Language 

American Sign 

Language 

American Sign 

Language 

Type of Features 

Centered 

Landmarks Landmarks Hand Shape Hand Shape Hand Shape 

Vision/ Sensor-Based 

Recognition 

Vision-Based Vision-Based Vision-Based Vision-Based Vision-Based 

Number of 

Recognizable Signs 

28 32 36 10 26 

Single/ Multi Frame 

Recognition 

Single Frame Single Fame Single Frame Single Frame Single Frame 

Real Time 

Recognition 

No Yes Yes Yes No 

Simultaneous 

Recognition of 

Multiple Signs 

Yes No No No No 

Unrestricted 

Recognition 

Yes Yes Yes Yes Yes 

Table 2-1 The Summary of Existing Sign Language Recognition System
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The table presents a summary of strengths and limitations of various existing sign 

language recognition systems. It categorizes the systems based on whether they 

recognize isolated signs or continuous sign language sequences. The systems cover 

different sign language variants, including Arabic Sign Language (ArSL), Indian Sign 

Language (ISL), and American Sign Language (ASL). 

Most of the systems focus on recognizing hand shapes as the primary feature for sign 

language recognition, except for ArSLAT and RTISLR, which are landmark-centred. 

All the listed systems are vision-based, relying on computer vision techniques for sign 

language recognition. The number of recognizable signs varies across systems, ranging 

from 10 (DataFlair SDS) to 36 (ASL Translator). 

All the systems perform recognition based on single frames or static images, rather than 

continuous video sequences. Some systems, such as RTISLR, ASL Translator, and 

DataFlair SDS, are capable of real-time recognition, while others, like ArSLAT and 

SL2T System, are not designed for real-time operation. Only the ArSLAT system has 

the capability to recognize multiple signs simultaneously, while the others can 

recognize one sign at a time. 

As mentioned in the table, these systems have certain restrictions or conditions for 

recognition, such as controlled lighting, specific backgrounds, or limited variation in 

signer appearance or style. Such restrictions are common in many computers vision-

based systems to ensure reliable performance. 

The choice of sign language variant and the number of recognizable signs may depend 

on the target application, the availability of training data, and the specific conditions 

under which the system is expected to operate. Real-time recognition is an important 

factor for practical applications, as it enables more natural and efficient communication, 

but may be more challenging under varying conditions. 

While most systems focus on hand shape features, incorporating additional features like 

hand motion, arm gestures, and non-manual features (facial expressions, head 

movements) could potentially improve recognition accuracy and robustness, but may 

also increase the computational complexity and the need for more training data under 

different conditions. 
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The performance of these systems is likely to vary based on factors such as lighting 

conditions, occlusions, background complexity, and the signer's appearance or style, 

especially if the systems are designed to operate under specific constraints or controlled 

environments. Unrestricted recognition, as mentioned in the table, may not be entirely 

accurate, as most practical systems have certain limitations or conditions for optimal 

performance. 

In summary, the table outlines strengths and limitations of various sign language 

recognition systems, categorized by recognition approach and language variant. Most 

focus on hand shapes, with limited real-time and simultaneous recognition capabilities. 

Performance depends on factors like lighting and signer variation, it highlights ongoing 

challenges in adapting to real-world conditions.  
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CHAPTER 3 PROPOSED METHOD 

This chapter provides an overview of the system development methodology and design 

for the Sign Language Recognition System. Following the Waterfall model, the 

development process progresses sequentially through distinct phases, ensuring 

thorough analysis and minimal requirement changes. The chapter introduces the system 

architecture, illustrating its components across client-side, server-side, and database 

layers. Detailed design elements, including use case diagrams and activity diagrams, 

elucidate user interactions and system processes such as sign language translation, 

dictionary browsing, and user account management. Overall, this chapter sets the 

foundation for system development, outlining the structured approach and key 

functionalities of the proposed system. 

3.1  System Development Methodology 

The Waterfall model has been selected as the project development methodology for this 

project. This methodology follows a sequential development process, where each phase 

must be completed before proceeding to the next. The Waterfall model divides the 

system development process into five distinct phases, namely requirement, design, 

implementation, testing, and maintenance, as depicted in Figure 3-1. To ensure minimal 

changes to the system's requirements during the development process, each phase will 

undergo rigorous analysis and examination. This is particularly important because the 

Waterfall model has limited flexibility to revisit previous phases once they have been 

completed. The main advantage of this methodology is its ability to identify system 

requirements in detail, minimizing changes to the requirements as the project 

progresses. 

 

Figure 3-1 Waterfall model  
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3.2  System Design 

3.2.1 System Architecture Diagram 

 

Figure 3-2 System Architecture Diagram
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The Figure 3-2 illustrates the architecture of the proposed system, representing the 

overall structure and components. The diagram is divided into three main sections: 

Client Side, Server Side, and Database. On the Client Side, there are two components: 

a Browser and a Camera. The Browser is responsible for sending HTTP requests and 

receiving HTTP responses from the Server Side, facilitating the user interaction with 

the web application. The Camera is used to capture images or video streams of sign 

language actions performed by the user. 

The Server Side is further divided into two parts: Front-end and Business Layer. The 

Front-end consists of the Presentation Layer, it handles the user interface and 

presentation of information to the users. After that, the Presentation Layer consists of 

three main components which are Colour Space Conversion Detect Pose and Extract 

Landmarks and Perform Prediction. The Colour Space Conversion component is 

responsible for converting the captured image or video data into a suitable colour space 

format for further processing. The Detect Pose and Extract Landmarks component, 

represented by the MediaPipe icon, is responsible for detecting the poses and extracting 

landmarks from the captured sign language actions. The next component in the Front-

end is Perform Prediction. This component is responsible for taking the extracted 

landmarks and feeding them into the classification model to predict the corresponding 

sign language action or meaning. 

On the other hand, the Business Layer on the Server Side contains several components 

that handle various functionalities of the application. The Manage Transaction History 

component is responsible for managing and storing the history of sign language 

recognition transactions. The Login Account and Signup Account components handle 

user authentication and account management. The Manage Sign Language Dictionary 

component is responsible for managing and updating the sign language dictionary used 

by the application. 

Lastly, the Data Layer is connected to a Database. This database is used to store user 

account information, sign language dictionaries, transaction histories, and other 

relevant data required by the application. 



CHAPTER 3 

29 
 

3.2.2  Use Case Diagram and Description 

 

Figure 3-3 Use Case Diagram 

The Figure 3-3 illustrates the use case diagram of the proposed system. The primary 

actors in this system are the Users, who can interact with the different functionalities 

provided by the system. 

One of the core functionalities of the system is account management. Users can either 

log in to an existing account or sign up for a new account. The "Login Account" use 

case allows users to enter their login credentials and access their account, while the 

"Sign up account" use case enables new users to create a new account by providing 

their credentials and ensuring that their email address is not already registered. 
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For users interested in learning or practicing sign language, the system offers several 

features. The "Translate Sign Language" use case allows users to translate between 

spoken or written language and sign language. The "Browse Sign Language 

Dictionary" use case provides access to a dictionary or repository of sign language 

gestures and their corresponding meanings. 

The system also includes features for searching and viewing sign language video clips. 

The "Search Sign Language Sign" use case enables users to search for specific sign 

language signs or gestures, while the "View Sign Language Video Clips" use case 

allows users to watch video clips demonstrating various sign language signs and 

expressions. 

For users who wish to use the system's sign language recognition capabilities, the 

"Grant Camera Permission" use case is necessary. This use case likely involves granting 

the application access to the device's camera, which is essential for capturing and 

interpreting sign language gestures. 

Overall, the use case diagram illustrates the different functionalities and interactions 

that users can have with the proposed system, ranging from account management to 

learning, practicing, and utilizing sign language recognition features. 
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3.2.3  Activity Diagram 

Translate Sign Language Activity 

 

Figure 3-4 Translate Sign Language Activity Diagram 
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Figure 3-4 illustrates the activity of translating sign language signs into English words. 

The process begins when the user performs sign language gestures and presses the start 

button to initiate the sign language recognition system. The system first checks if the 

camera permission is granted for accessing the webcam. If the camera permission is not 

granted, the system requests permission from the user to access the webcam. Once the 

user grants permission, the system can receive video frames from the webcam, 

capturing the user's sign language gestures. 

After that, the system processes the video frames by extracting holistic landmarks and 

drawing them on a canvas for visualization. These landmarks are then pre-processed 

and concatenated into keypoints, which are essential for recognizing the sign language 

gestures.  The system truncates the array of keypoints to keep only the last 60 elements, 

ensuring a fixed sequence length for further processing. It then checks if the sequence 

array length is equal to 60. If not, the system continues capturing and processing the 

video frames until the required sequence length is reached. Once the sequence array 

length is equal to 60, the system predicts an action based on the sequence of keypoints. 

This prediction is stored in a separate array, representing the recognized sign language 

gesture or action. 

Next, the system then checks if the highest value (probability) in the prediction array is 

greater than a predefined threshold. If the highest value is below the threshold, it 

indicates a low confidence in the prediction, and the system appends a recognition 

failed message to the beginning of the sentence array. If the highest value in the 

prediction array exceeds the threshold, indicating a confident prediction, the system 

appends the corresponding action to the beginning of the sentence array. Finally, the 

system displays the value of the sentence array in a readable format, providing the user 

with the interpreted sign language gestures or actions. 

Overall, this activity diagram outlines the process of obtaining camera permission, 

capturing video frames, extracting landmarks, preprocessing keypoints, predicting sign 

language gestures based on sequences of keypoints, and displaying the recognized 

actions or gestures to the user. 
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Browse Sign Language Dictionary Activity 

 

Figure 3-5 Browse Sign Language Dictionary Activity Diagram 

Figure 3-5 illustrates the process of browsing the sign language dictionary activity 

diagram. The initial step involves users clicking on the "Sign Language Dictionary" 

button, which triggers the display of the dictionary entries. Subsequently, the system 

checks whether the user intends to search for a specific sign. If the user wishes to 

perform a search, they are prompted to enter the search criteria, which then leads to the 

display of search results. Upon the completion of the search, the session concludes. 

Conversely, if the user does not wish to search for a sign, the system proceeds to 

determine whether the user intends to view any of the dictionary entries. If the user 

chooses to view a dictionary entry, they are required to select the desired entry for 

viewing. On the other hand, if the user does not wish to view a dictionary entry, the 

session concludes directly. 
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Login User Account Activity 

 

Figure 3-6 Login User Account Activity Diagram 

Figure 3-6 illustrates the activity of logging in to a user account. Initially, users are 

required to click on the “Login” button, which directs them to the login page. On this 

page, users can enter their username and password, and subsequently submit their 

credentials. The system then verifies whether the entered username and password 

match. If there is a match, the system grant access rights and simultaneously displays 

the main page to the users. Conversely, if the username and password do not match, the 

system promptly presents an invalid login message to notify the users of the 

unsuccessful login attempt.  
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Create User Account Activity 

 

Figure 3-7 Create User Account Activity Diagram 

The Figure 3-7 is an activity diagram illustrating the process of creating a new user 

account in the proposed system. The process begins when the user clicks on the "Sign-

up" button, indicating their intent to create a new account. This action triggers the 

system to perform a check on the username entered by the user to ensure it does not 

contain any sensitive characters or patterns that could potentially cause security 

vulnerabilities or conflicts. If the system detects that the proposed username contains 

sensitive characters, it prompts the user to re-enter the username again. This loop 

continues until the user provides a valid username that does not violate the system's 

rules. Once a valid username is entered, the system proceeds to the next step. After 

validating the username, the system checks if the entered username already exists in the 

user table or database. If the username is already taken, the system will not allow the 

user to proceed further, as usernames must be unique within the system. If the username 

is available and not taken, the system creates a new entry in the user table or database, 

associating the provided username and password with the new user account. Upon 

successful creation of the new user account, the system directs the user to the login 

page. At this point, the user can log in using their newly created credentials and access 

the system's features and functionalities.  
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CHAPTER 4 SYSTEM DESIGN 

This chapter delves into the detailed process of building and deploying a sign language 

recognition model as a web application. It begins with data collection, where 50 

commonly used signs are selected and supplemented with additional datasets to achieve 

the desired sample count. Feature engineering follows, extracting body and hand 

landmarks from video frames for model input. Data preparation standardizes video clips 

and splits the dataset for training and validation. Model design, training, and 

hyperparameter tuning involve creating an LSTM neural network, optimizing its 

architecture and parameters, achieving over 80% test accuracy. Model testing and 

evaluation assess the model's performance using various metrics, revealing strong 

training accuracy but some challenges in generalization. Finally, application 

development and model integration lead to the creation of SignSpeak, a web application 

featuring webcam-based sign language prediction, a sign dictionary, user authentication, 

and TensorFlowJS integration for browser-based model execution. 

4.1 System Block Diagram 

 

Figure 4-1 System Block Diagram 

The block diagram depicts the end-to-end process of building and deploying a sign 

language recognition model as a web application. It begins with project initiation, 

followed by data collection, feature engineering, and data preparation. The core stages 

include model design, training, and hyperparameter tuning. After training, the model 

undergoes testing and evaluation to assess its performance. Once satisfactory, it moves 

to application development and integration. Finally, the process concludes with project 

completion. It's flexible to accommodate unique project needs and challenges. 
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4.2  Data Collection 

4.2.1 Overview 

The data collection module involved determining 50 commonly used signs as the target 

classes, with a desired sample count of 100 per class. The initial ASLLRP Sign Bank 

dataset provided some samples, but an additional MSAL dataset was leveraged to 

achieve the target count. The MS-ASL100 subset from MSAL, containing an average 

of 57.4 samples per class, was selected and supplemented with automatic YouTube 

video downloads using Python. Personal video recordings were also captured using 

OpenCV to reach the goal of 100 samples per class, resulting in a final dataset of 5000 

samples across 50 sign classes. 

4.2.2 Requirements 

The anticipated result from this module is a dataset comprising 5,000 samples 

distributed across 50 sign classes. Each class is neatly organized into its own folder, 

with each sample residing within its respective class folder. This structured 

arrangement facilitates seamless and straightforward further processing. 

4.2.3 Implementation Details 

The first step in data collection module is to determine the actions that the sign language 

system can recognize. To ensure that the dataset is sufficiently large for effective model 

training, the desired number of samples for each class is set at 100. The actions are 

chosen based on two criteria: 

The first criterion is that the number of samples in the dataset must be close to the 

desired number of samples, thus the dataset to be used must be decided first. A dataset 

called the American Sign Language Linguistic Research Project (ASLLRP) Sign Bank 

is found to fulfil this requirement. This dataset can be accessed through the official 

ASLLRP website, where users can view the available signs and the number of video 

clips for each sign. However, it has a limitation in that it only allows users to manually 

download the video clips one by one, making the process slow and cumbersome. 

The second criterion is that the selected signs must correspond to words commonly 

used in daily communication to ensure the usability and practicality of the system. With 

these two criteria, 50 signs that meet the requirements are selected as the classes that 

can be recognized and translated by the system. 
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Even though the video clips of the signs have been successfully downloaded and stored, 

the number of video clips for each sign still does not reach the desired count. Thus, 

another dataset is needed to achieve the target. In this case, the MSAL dataset is selected 

to enrich the dataset. This dataset provides several JSON files, as shown in Figure 4-2, 

which include the necessary information to acquire video clips from YouTube.  

 

Figure 4-2 JSON Files of MS-ASL Dataset 

The JSON files containing information about the samples are MSASL_train.json, 

MSASL_test.json, and MSASL_val.json. Each of them has the structure shown 

in Figure 4-3. 

After that, this dataset includes four subsets: MS-ASL100, MS-ASL200, MS-ASL500, 

and MS-ASL1000. The number refers to the number of classes contained in the dataset. 

Since MS-ASL100 has the highest number of samples, with an average of 57.4 samples 

per class, MS-ASL100 is chosen. To obtain this subset, the train, test, and validation 

sets need to be filtered based on the 'label' key shown in Figure 4-3. 

  

Figure 4-3 The Structure of Sample Json File 

 With all the required information obtained, a Python code can be written to 

automatically download the data from YouTube. To achieve this, libraries such as 

pytube and moviepy are utilized. Finally, the average number of samples for each sign 

in the dataset has reached around 80. 
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However, there is still a gap to reach 100 samples per class. The method of acquiring 

the rest of the samples involves recording personal videos and using them as samples. 

This method remains usable because the proportion of these samples is small, thus 

minimizing the risk of negatively impacting the model's training, such as overfitting. 

Since the average video clip in the dataset consists of 60 frames, a Python code 

integrated with the OpenCV library has been employed to automatically capture and 

store the video clips in a designated folder. 

Finally, Figure 4-4 showcases the directory structure of the finalized dataset, featuring 

100 samples per class and totalling 5000 samples.  

 

Figure 4-4 The Directory Structure of the Finalized Dataset 
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4.3 Feature Engineering 

4.3.1 Overview 

The feature engineering module converts video frames to RGB color space, configures 

MediaPipe Holistic with default settings for balanced accuracy and performance, and 

extracts normalized body and hand keypoint landmarks (pose, left hand, right hand) 

from each video frame. These 258-dimensional landmark arrays are then saved as .npy 

files in a directory, serving as the input data for training the deep learning model in the 

subsequent stage. 

4.3.2 Requirements 

The expected outcome of this module is a directory containing .npy files that represent 

the extracted body and hand landmarks from video frames. Each .npy file is a 258-

dimensional vector encoding the normalized 3D coordinates of 33 pose keypoints, 21 

left hand keypoints, and 21 right hand keypoints for a single frame. This preprocessed 

landmark data serves as the input dataset for training the deep learning model in the 

subsequent stages of the pipeline. 

4.3.3 Implementation Details 

The objective of feature engineering module is to extract the landmarks, which refer to 

the key points detected on human bodies, such as joints and facial features. These 

landmarks serve as input for training the deep learning model. To achieve this, the video 

clips stored locally are read one by one using OpenCV for further processing. Since 

OpenCV reads videos in the BGR colour space by default, the colour space of each 

frame must be converted to RGB, as many other libraries and models, including 

MediaPipe Holistic, expect frames in RGB format. Figure 4-5 illustrates the visual 

difference between BGR (left) and RGB (right). 

 

Figure 4-5 The Difference between BGR (Left) and RGB (Right) 
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Failure to convert the colour format could lead to incorrect colour interpretation and 

potentially incorrect results in subsequent processing steps, such as landmarks 

extraction. Afterwards, the configuration options for MediaPipe Holistic are maintained 

as default. Table 4-1 illustrates these default configuration options. 

Table 4-1 Default Configuration Options for MediaPipe Holistic 

Configuration Option Value 

static_image_mode False 

model_complexity 1 

smooth_landmarks True 

enable_segmentation False 

smooth_segmentation True 

refine_face_landmarks False 

min_detection_confidence 0.5 

min_tracking_confidence 0.5 

 

In general, using the default configuration options for MediaPipe Holistic is appropriate 

for most common use cases, including the current one, where a balance between 

accuracy and performance is desired. To substantiate this, let's discuss some of the 

options. With static_image_mode=False, MediaPipe Holistic treats the input as a 

video stream and optimizes for tracking landmarks across frames, reducing 

computation and latency after the initial detection. Since the current task does not 

require segmentation masks, keeping enable_segmentation=False avoids the 

additional computation overhead. 

Lastly, the keypoints are finally extracted from the video clips on a frame-by-frame 

basis using MediaPipe Holistic. The output for each frame comprises three components: 

pose landmarks, left-hand landmarks, and right-hand landmarks. The pose landmarks 

are a collection of 33 keypoints, with each keypoint having x, y, z coordinates and a 

visibility value. The x and y coordinates are normalized between 0.0 and 1.0 based on 

the image's width and height, respectively. The z coordinate denotes the landmark's 

depth, with the origin set at the wrist, and smaller values indicating proximity to the 

camera. The z magnitude scale is roughly equivalent to x. The visibility value ranges 
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from 0.0 to 1.0, indicating the likelihood of the landmark being visible within the image. 

The left- and right-hand landmarks are both lists containing 21 keypoints for each hand, 

with each keypoint having x, y, and z coordinates. These landmarks are then 

concatenated into an array of shape (258,) and saved in .npy format within a directory, 

to be subsequently loaded and utilized as input for training the model. The Figure 4-6 

showcases the directory structure of the landmarks. 

 

Figure 4-6 The Directory Structure of Landmarks 
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4.4 Data Preparation 

4.4.1 Overview 

The Data Preparation module aims to standardize and prepare video clip keypoints data 

for deep learning model training through two main steps: frame sampling and data 

splitting. In frame sampling, video clips are adjusted to a uniform length of 60 frames 

to ensure consistent input for the model. This process is automated using provided code, 

as shown in Figure 4-7. Data splitting involves converting labels to one-hot encoded 

format and then dividing the dataset for different purposes. 

4.4.2 Requirements 

The expected outcome of the Data Preparation module is two datasets: one for training 

(comprising 95% of the data) and one for validation (5% of the data). Both datasets will 

have video clips standardized to a length of 60 frames and labels in one-hot encoded 

format, ready for deep learning model training and validation. 

4.4.3 Implementation Details 

The Data Preparation module emerges as the subsequent topic of discussion, its primary 

objective being to ensure that the processed samples attain a uniform length, thereby 

enabling their division into distinct datasets tailored to serve various purposes within 

the training process. Fundamentally, this module encompasses two pivotal steps: frame 

sampling and data splitting. 

Frame sampling is the step to ensure that all video clips have the same number of frames 

of keypoints data.  Although LSTM models can handle inputs of varying lengths, 

significant variations in the length of video clips might impact the model's performance. 

Therefore, before using these keypoints data as input for training the deep learning 

model, a series of frames must be either truncated or padded to achieve uniformity. The 

target length for each video clip has been set to 60 frames of data. This value represents 

the average length of video clips in the dataset. The process of frame sampling is 

automated using the provided code snippet, as illustrated in Figure 4-7. 
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Figure 4-7 Pseudocode of Frame Sampling Algorithm 

The second step, data splitting, commences with the conversion of labels into a one-hot 

encoded format. One-hot encoding is a process where categorical variables are 

converted into a numerical representation, where each category is represented as a 

binary vector which is a format suitable for training a neural network. For example, if 

there are only three classes (Bird, Black, Blue), a label of Black would be represented 

as [0, 1, 0].  After that, the dataset is split into training and testing sets. It takes input 

features and corresponding labels and splits them into two sets of training data and 

testing data. In our case, 5% of the data will be reserved for testing, while the rest will 

be used for training. 
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4.5 Model Design, Training, and Hyperparameter Tuning 

4.5.1 Overview 

The module outlines an LSTM neural network tailored for classifying sign language 

videos into 50 classes. It incorporates BatchNormalization, TimeDistributed Dense, 

LSTM, Dropout, and Dense layers. Training uses Step Decay Learning Rate Scheduler 

and Early Stopping, while hyperparameter tuning employs Hyperband and Keras Tuner 

to find optimal settings, including 'tanh' activation, 1e-2 learning rate, and 'adam' 

optimizer. This results in a highly effective model for the classification task. 

4.5.2 Requirements  

In the end, the module delivers an optimized LSTM neural network tailored for 

classifying sign language video sequences into 50 classes. Hyperparameter tuning via 

Hyperband and Keras Tuner should identify optimal hyperparameter settings that can 

make the model to achieve at least 80% of test accuracy. 

4.5.3 Implementation Details  

The Model Design, Training and Hyperparameter module starts by outlining the Model 

Design. The architecture is built around the Long Short-Term Memory (LSTM) neural 

network, known for its effectiveness with sequential data like sign language videos. 

Figure 4-8 illustrates this model design. 

 

Figure 4-8 Model Architecture 
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The architecture starts with a BatchNormalization layer, which helps in improving the 

training efficiency and stability by normalizing the input across batches. This is 

followed by a TimeDistributed Dense layer with 128 units, which applies a dense layer 

to each time step of the input sequence individually. This layer acts as a feature extractor, 

learning relevant representations from the input data. The core of the model is the 

LSTM layer with 96 units and return_sequences=False, which processes the 

sequential input and captures long-term dependencies within the data. LSTMs are 

capable of selectively remembering and forgetting information, making them effective 

for modeling time-series data like sign language sequences. After the LSTM layer, a 

Dropout layer with a rate of 0.2 is added to prevent overfitting by randomly dropping 

out a fraction of the units during training. The output from the LSTM layer is then 

passed through two Dense layers. The first Dense layer has 256 units with a 'tanh' 

activation function, which introduces non-linearity to the model. The final Dense layer 

has 50 units with a 'softmax' activation function, which outputs probability scores for 

each of the 50 classes. 

Proceeding to the Model Training phase involves selecting the appropriate training 

settings for the LSTM model to achieve high test accuracy. Before delving into these 

settings, it's important to discuss some key deep learning training techniques that have 

been employed. 

One of these techniques is the Learning Scheduler. This method adjusts the learning 

rate during training based on a predefined schedule or conditions. The type of Learning 

Scheduler used here is the Step Decay Learning Scheduler. This scheduler reduces the 

learning rate at specific intervals or epochs. It is chosen for its ability to provide stable 

convergence, allowing the learning rate to gradually decrease, enabling the model to 

find an optimal solution. The setting of the learning scheduler used is depicted in Figure 

4-9.  

 

Figure 4-9 Step Decay Learning Rate Scheduler Settings 
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The second technique used is Early Stopping. It is a regularization technique used to 

prevent overfitting by stopping the training process once the model’s performance stops 

improving on a held-out validation dataset. In our case, the early stopping mechanism 

will monitor validation loss during training, and its setting is depicted in Figure 4-10.  

 

Figure 4-10 Early Stopping Mechanism Settings 

The upcoming section will discuss the training settings, tailored to the specific 

classification task being addressed. Given that the task is multiclass classification, 

Cross-Entropy Loss has been chosen as the cost function, while Softmax serves as the 

activation function. 

Hyperparameter tuning is a crucial process in optimizing the performance of machine 

learning models. It involves exploring a vast space of potential hyperparameter 

configurations to find the optimal set that yields the best results. The Table 4-2 displays 

the different values of hyperparameters that have been explored. This process can be 

time-consuming and resource-intensive, depending on the strategies employed for 

hyperparameter optimization, such as random search, grid search, and others. 

Table 4-2 Set of Hyperparameters for Hyperparameter Tuning 

Layers Hyperparameters Possible Values 

 activation values=['relu', ‘tanh’] 

 learning_rate values=[1e-2, 1e-3, 1e-4] 

 optimizer values=['adam', 'rmsprop', 'sgd', 'adamax'] 

 batch_size values=[‘8’, ’16, ‘32’, ‘64’] 

dense_1 units min_value=64,max_value=352,step=32 

lstm_1 units min_value=64,max_value=352,step=32 

droput_1 rate values=[0.0, 0.3, 0.5] 

dense_2 units min_value=64,max_value=352,step=32 

In the given case, the Hyperband tuning strategy is utilized, which adaptively allocates 

resources to promising hyperparameter configurations, making it efficient for large 
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search spaces. To achieve this, Keras Tuner, a powerful tool for automating the 

hyperparameter tuning process, is employed. Keras Tuner supports various types of 

hyperparameters, including continuous, discrete, and conditional, providing flexibility 

in model optimization. 

Figure 4-11 illustrates the configuration settings for Keras Tuner in this particular 

scenario. By leveraging Keras Tuner's capabilities, the process of hyperparameter 

tuning becomes streamlined and efficient, enabling researchers and developers to 

explore a broad range of hyperparameter combinations and identify the optimal 

configuration that maximizes the model's performance.  

 

Figure 4-11 Keras Tuner Configuration Setting 

Lastly, Table 4-3 presents the results of hyperparameter tuning, showcasing the optimal 

set of hyperparameters that yield the best model, acheving over 80% accuracy on the 

test dataset. 

Table 4-3 Optimal Set of Hyperparameters 

Layers Hyperparameters Best Value 

 learning_rate 1e-2 

 optimizer adam 

dense_1 units 128 

 activation tanh 

lstm_1 units 96 

droput_1 rate 0.3 

dense_2 units 256 

dense_3 units 50 

 optimizer softmax 
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4.6 Model Testing and Evaluation 

4.6.1 Overview 

This module evaluates the performance and generalization of a multiclass sign language 

recognition model using accuracy, precision, recall, and a confusion matrix. The model 

shows a strong 95% training accuracy but 85% testing accuracy, indicating good 

training performance but some generalization challenges. A table introduces class 

indices for reference due to space constraints in subsequent visuals. The confusion 

matrix reveals overall strong performance, though some misclassifications occur. 

Precision scores highlight mostly high accuracy in classifying positive instances, while 

recall scores generally show high true positive rates, though with some variations 

possibly due to factors like sign complexity or data limitations. 

4.6.2 Requirements 

In the end, a comprehensive analysis of the final model using various performance 

metrics will provide valuable insights. This will help identify areas for further 

improvement in future work. 

4.6.3 Implementation Details  

The primary objective of this module is to evaluate the performance and generalization 

ability of the model. To achieve this, several performance metrics are utilized, such as 

accuracy, precision, recall, and a multiclass confusion matrix. These metrics provide 

insights into how well the model performs on unseen or new data, ensuring that 

overfitting is avoided. 

Firstly, when discussing the accuracy of the model, it's crucial to consider two types: 

training accuracy and testing accuracy. Training accuracy indicates whether the model 

has the capability to capture the underlying patterns in the data. On the other hand, 

testing accuracy assesses how well the model generalizes to unseen data. According to 

the result, the training accuracy is 95%, while the testing accuracy is 85%. These figures 

suggest that the model performs well on the training data but may have some room for 

improvement when it comes to generalization. 
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After that, the Table 4.4 presents the classes alongside their corresponding indices to enhance the comprehension of the subsequent section. This 

is because the diagram in the following section labels the classes with indices rather their names due to insufficient space. 

Table 4-4 List of Classes and Corresponding Indices 

Index Class Index Class Index  Class Index Class Index Class 

0 eat 10 write 20 mother 30 you 40 tired 

1 want 11 milk 21 sister 31 me 41 nice 

2 finish 12 orange 22 student 32 what 42 sick 

3 drink 13 water 23 friend 33 where 43 hurt 

4 like 14 table 24 father 34 when 44 white 

5 help 15 pencil 25 doctor 35 how 45 blue 

6 need 16 fish 26 grandmother 36 yes 46 yellow 

7 lost 17 bird 27 grandfather 37 no 47 black 

8 learn 18 cousin 28 family 38 hungry 48 red 

9 sit 19 teacher 29 brother 39 deaf 49 green 
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Figure 4-12 Multiclass Confusion Matrix 

The Figure 4-12 shows the confusion matrix for the multiclass sign language 

recognition model. A confusion matrix basically provides a detailed breakdown of the 

model’s performance by displaying the true and predicted labels for each class. For 

diagonal elements, the values along the diagonal represent the correctly classified 

instances for each class. The larger the value, the better the performance for that class. 

For off-diagonal elements, the non-zero values outside the diagonal indicate 

misclassifications, where instances of one class are incorrectly predicted as another 

class. In overall, most of the diagonal elements have relatively large values, suggesting 

that the model performs reasonably well for most of the classes.  

Following this, there are several classes that warrant special attention. The class 2 

(finish) appears to have a significant number of instances misclassified as class 1 (want). 

This could indicate a potential confusion between these two classes or a bias in the 

model. Next, there seem to be several instances of the class 10 (write) misclassified as 
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other classes, particularly classes 5 (help), 11 (milk), and 12 (orange). This could point 

to a challenge in distinguishing class 10 (write) from these other classes. 

 

Figure 4-12 Bar Chart for Precision Scores 

The Figure 4-12 displays the bar chart that shows the precision scores for all classes in 

the final model. The x-axis lists the classes, which appear to be numerical labels 

corresponding to different actions, while the y-axis represents the precision score 

ranging from 0 to 1. The precision scores for most classes are quite high, with a majority 

of the bars reaching close to 1.0. However, there are several classes with noticeably 

lower precision scores, indicated by shorter bars on the chart. A few insights can be 

extracted from the bar chart. Firstly, the high precision scores for most classes implies 

a low rate of false positives, which is desirable for an accurate classification system. 

Secondly, the situation where some classes exhibit lower precision compared to others 

could be due to factors such as the complexity of certain signs, such as class 11 (milk) 

and class 23 (friend). 
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Figure 4-13 Bar Chart for Recall Scores 

The Figure 4-13 illustrates the bar chart displaying the recall scores for all classes in 

the final model. The recall metric measures the model's ability to correctly identify all 

positive instances of a particular class. Looking at the chart, the recall scores are 

generally quite high, with most bars reaching close to 1.0. This indicates that the model 

has a high true positive rate and is successfully capturing the majority of instances for 

most classes. While the recall is generally high, there are some classes with lower scores. 

These variations could be due to factors such as class imbalance, complexity or 

similarity of certain signs, or limitations in the training data or model architecture for 

those specific classes. 
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4.7 Application Development and Model Integration  

4.7.1 Overview 

The final module focuses on developing the front-end user interface, building the back-

end system, and integrating the trained model. The front-end, built with Bootstrap 5, 

features sections for sign language recognition via webcam, accessing the sign 

dictionary, user login/signup, and form validation. The back end, developed in PHP, 

integrates with a MySQL database and handles components like transaction history 

management, account management, and dictionary management. The critical model 

integration step involves converting the Keras model into the TensorFlowJS Layer 

format using the TensorFlowJS library, enabling browser-based execution without a 

server. The converted model files are hosted on GitHub to bypass CORS restrictions. 

Ultimately, the completed web application is deployed on the 000Webhost platform, 

making it accessible to users over the internet. 

4.7.2 Requirements 

The final product is a web application called SignSpeak, it is designed to facilitate 

interaction with a trained sign language prediction model. Users can access various 

features such as webcam-based predictions, a sign language dictionary with search 

capabilities, and user authentication for personalized experiences. Additionally, the 

application allows users to view labelled sign language videos, manage their accounts, 

and benefit from a good browsing experience with the model running directly in the 

browser. 

4.7.3 Implementation Details 

The Application Development and Model Integration module is the final module to be 

discussed. It encompasses designing and developing a front-end interface that enables 

users to interact with the trained model for prediction purposes. Additionally, it 

involves building a backend system to support the management of the sign language 

dictionary and user authentication. Lastly, it covers the conversion of the Keras model 

into the TensorFlowJS Layer format. The following sections will elaborate on these 

steps in detail. 

Firstly, the module starts with the frontend development which focuses on using 

Bootstrap 5 to design and build interactive user interfaces that allow users to engage 
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with the model, such as activating the webcam for video frame analysis to make 

predictions. The application is organized into several key sections for user interaction. 

The Recognition Section enables users to control the camera, view videos labelled with 

landmarks, and access recognition results. In addition, this section also supports the 

prediction of sign language using the trained model in Tensorflow.js format. In the 

Dictionary Section, a table displays attributes like number, sign name, and video links, 

providing easy access to sign language resources. Additionally, a search bar in this 

section allows users to filter and locate specific signs of interest. For user authentication, 

the Login Section offers a form where users can input their email and password. 

Account holders can also bookmark frequently accessed signs. Meanwhile, the Signup 

Section provides forms for new users to register by entering their username, email, and 

password. Form validation ensures that users input valid information. 

Secondly, the next step is backend development. This step utilizes PHP, a backend 

programming language, to handle the system operations and integration with a MySQL 

database. Several components have been implemented in order for the application to 

handle various functionalities. The transaction history management component is 

implemented to manage and store the history of sign language recognition transactions. 

The account management component handles user authentication and account 

management. Lastly, the dictionary component is implemented to manage and update 

the sign language dictionary used by the application. 

The final step of this module is model integration, involving the conversion of the Keras 

model into the TensorFlowJS Layer format using the TensorFlowJS JavaScript library. 

This conversion allows the model to be deployed and run in the browser without a 

backend server. The conversion process generates a directory containing a 

model.json file and binary weight files. The model.json file encapsulates the 

model topology and weight file manifest, enabling direct prediction of sign language 

actions. However, due to Cross-Origin Resource Sharing (CORS) restrictions, the file 

cannot be accessed via HTTP requests from the same directory as the accessing code, 

as it would be considered a cross-origin request. To bypass this limitation, file hosting 

is implemented by storing the file on GitHub and accessing it via a URL, circumventing 

the CORS mechanism. Lastly, the completed web application is deployed on 

000Webhost platform to making it accessible to users on the internet.    
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CHAPTER 5 SYSTEM IMPLEMENTATION 

This chapter provides a detailed overview of the hardware specifications utilized in the 

SignSpeak project, focusing on the ASUS TUF Gaming A15 laptop model. The 

specifications include the processor, operating system, graphics card, memory, storage, 

and camera, all of which are crucial components for running the sign language 

recognition system. This chapter sets the foundation for the subsequent sections by 

outlining the hardware infrastructure necessary for the project's implementation and 

operation. 

5.1 Hardware Setup 

i. Laptop 

 

Description Specifications 

Model ASUS TUF Gaming A15 – FA506IH 

Processor AMD Ryzen™ 5 4600H Mobile Processor (6-core/12-

thread, 11MB Cache, 4.0 GHz max boost) 

Operating System Windows 10 Home 

Graphic NVIDIA® GeForce GTX™ 1650, 4GB GDDR6 

Memory 16GB DDR4 RAM 

Storage 512GB PCIe® 3.0 NVMe™ M.2 SSD 

Camera 720P HD camera 

Table 5-1 Specifications of laptop 
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5.2 Software Setup 

Name Type Description 

Python Programming 

Language 

Python was chosen as the primary programming 

language for the project due to its high-level 

nature, straightforward syntax, and extensive 

support for machine learning and deep learning 

through various APIs, libraries, and frameworks. 

Moreover, the Python community offers 

substantial support and resources for machine 

learning and deep learning endeavours. 

PHP Programming 

Language 

A server-side scripting language used for web 

development to integrate with MySQL database 

and to handle the back-end operation of the sign 

language recognition web application. 

OpenCV Python Library A library that provides a variety of programming 

functions for image and video processing, object 

detection, recognition, and other computer vision 

tasks. It is utilized to convert colour spaces to a 

format compatible with MediaPipe Holistic. 

MediaPipe 

Holistic 

Python Library A computer vision solution that provides 

simultaneous detection and extraction of multiple 

facial landmarks, hand gestures, and body poses 

in video clips of the datasets. 

TensorFlow Python Library A machine learning framework developed by 

Google for building and training the sign 

language recognition model. 

Pytube Python Library A library used in the python code to download 

YouTube videos based on a given URL to build 

the dataset. 

TensorFlowJS  JavaScript 

Library 

A JavaScript library that allows machine learning 

models, including those from TensorFlow, to run 

in web browsers. 

Bootstrap 5 JavaScript 

Framework 

An open-source front-end framework that 

provides tools and templates for building 

responsive and mobile-first websites and web 

applications. 

XAMPP Software 

Package 

XAMPP is a free and open-source cross-platform 

software package that provides a local server 

environment for web development, bundling 

Apache, MySQL, PHP, and Perl. 

000Webhost Service A free web hosting service that is used to host the 

proposed web application. It offers users the 

ability to host websites without any cost, 

providing a platform to publish web content 

online. 

Table 5-2 Software Setup 
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5.3 System Operation 

5.3.1 Overview 

In an overview, SignSpeak allows users to create accounts with unique email addresses 

and log in using email and password credentials. After logging in, the username is 

displayed, granting access to features like saving history. Guests can also log in but 

without access to history saving. Users can perform sign language actions for 

recognition and assess their performance in learning mode. A dictionary module lists 

recognizable actions with a search function, and users can view example videos of 

actions. Transaction history is displayed in a paginated table, where users can view 

details and delete records. 

5.3.2 Operations 

As shown in Figure 5-1, the users can create an account by entering their name, email 

address and password before clicking on the ‘Sign Up’ button. However, the email 

address entered must not be duplicated with the one of any records stored in database. 

 

Figure 5-1 Create Account 

As shown in Figure 5-2, the users can enter their email address and password to login 

to their account after creating one.  
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Figure 5-2 Login Account 

As shown in Figure 5-3, the top right corner of the main page will display the username 

after the user’s login to their account successfully. Users who have an account are 

eligible to use the save history feature. 

 

Figure 5-3 Username on Top Right Corner 
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As shown in Figure 5-4, the user can also login as a guest and the top right corner of 

the main page will display ‘Account’ as username. However, guest users are not eligible 

to use the save history feature. 

 

Figure 5-4 Default Username on Top Right Corner 

As shown in Figure 5-5, the users can perform sign language actions in front of the 

camera after clicking on the ‘Start Camera’ button in order to get the recognition result. 

 

Figure 5-5 Recognition Mode 
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As shown in Figure 5-6, the users can activate the learning mode by selecting the mode 

toggle button to get the rating of them in performing certain sign language actions. To 

switch between different actions, the users can select the available actions from the 

drop-down list. 

 

Figure 5-6 Learning Mode 

As shown in Figure 5-7, the users can view a list of actions that are recognizable by the 

system in the dictionary module. The search feature is also provided to allow users to 

search for a particular action.  

 

Figure 5-7 Dictionary Module with Search Feature 
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As shown in Figure 5-8, the users can view the example video clips of a particular 

action in a dialog by clicking on the “View” button.  

 

Figure 5-8 Dialog with Video Clip 

As shown in Figure 5-9, the users can view the translation history records that they have 

saved in a table which provides the information such as data and content. The 

pagiantion feature also supports in this table to allow the users to view the records page 

by page.  

 

Figure 5-9 Transaction History Table with Pagination Feature 

As shown in Figure 5-10, the users can view the details of a record by clicking row of 

the records. Also, the users can delete the record by clicking on the ‘Delete’ button. 
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Figure 5-10 Dialog Showing Record Details and Delete Button  

5.4 Implementation Issues and Challenges 

5.4.1 Overview 

During the system implementation phase, various critical challenges arose at different 

stages. These challenges have the potential to lead to issues like subpar system 

performance and user dissatisfaction. Nonetheless, effective solutions have been 

proposed to address these challenges, which will be elaborated upon in the subsequent 

section. 

5.4.2 Issues of MS-ASL Dataset 

One of the critical challenges in developing an effective sign language recognition 

model lies in the data collection process, specifically when dealing with the MS-ASL 

dataset. The issues associated with this dataset can have significant implications on the 

model’s performance and accuracy. 

In the dataset, some samples showcase the signer performing multiple sign actions in 

succession rather than just a single sign. Moreover, a minority of samples depict the 

signer repeating the same sign action multiple times. Most concerning is that certain 

video samples have been inaccurately labelled with incorrect sign annotations. These 

issues contribute to a dataset of low quality, deviating from the assumption that each 

clip should depict a single instance of a signer performing a single sign. Training a 

model on such flawed data, where signs are either compounded, repeated, or 

mislabelled, can result in poor performance and inaccuracies in sign recognition and 

interpretation. 

A proposed solution is to manually review every video clip, trim out unwanted portions 

with multiple or repeated signs, and discard any samples with wrong annotations. 
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However, this manual curation process is extremely labour-intensive and time-

consuming, requiring significant human effort and resources. 

In essence, the data collection phase for the MS-ASL dataset presents major challenges 

due to the inconsistencies and errors present, which can undermine the model's training. 

While manual cleaning can enhance data quality, it comes at a high cost in terms of the 

time and resources required for such an undertaking. 

5.4.3 Issues of Dataset 

The second significant challenge in training the model was dealing with the varying 

lengths of time steps in the video samples. Time steps refer to the number of frames 

that the video samples contain. While it is reasonable to provide the LSTM model with 

input sequences of different time steps by catering them in different batches, as the 

model is design to handle such variations, the difference in the number of frames across 

video samples was substantial, with some samples having up to 100 frames more than 

others. And it can lead to two major consequences.  

Firstly, there is a difficulty in learning temporal patterns. LSTM models are specifically 

designed to capture temporal dependencies in sequences. However, with a substantial 

difference in time steps, the model can struggle to effectively learn these dependencies. 

Shorter sequences may end up being forgotten or overshadowed by longer sequences 

during training, which can result in a suboptimal representation of the temporal patterns. 

Second, there's a risk of overfitting. The model might be overfit to the longer sequences, 

giving them undue weight while underfitting or even ignoring the shorter ones. This 

imbalance can lead to a biased model that performs well on certain sequence lengths 

but poorly on others, compromising its generalization capability. 

To address these issues, a data preparation step called frame sampling was introduced. 

Frame sampling allows for truncating or padding the video samples to a desired length, 

thereby achieving uniformity in the input sequences. This ensures that the model 

receives a more balanced representation of sequences during training, enabling it to 

better capture the temporal patterns and prevent overfitting or underfitting to specific 

sequence lengths. 

By implementing frame sampling, the model can be trained on a consistent number of 

frames across all video samples. This not only helps in learning the temporal 
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dependencies more effectively but also improves the overall performance and 

generalization capabilities of the sign language recognition model. 

5.5 Concluding Remark 

In summary, this project encountered challenges with data quality and model 

compatibility. Fixing dataset issues required extensive manual work, highlighting the 

importance of good data gathering. The model faced difficulties with varying video 

lengths, prompting the addition of frame sampling for consistent learning. Despite these 

hurdles, the implemented solutions demonstrated the system's resilience. Additionally, 

successful setup of hardware, software, and a user-friendly web app was achieved. 

These challenges provide valuable insights for improving sign language technology in 

the future.  
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CHAPTER 6 SYSTEM EVALUATION AND DISCUSSION 

This chapter outlines a comprehensive set of test cases designed to evaluate various 

aspects of the SignSpeak system. These test cases cover key functionalities such as 

human body capture via camera, landmarks extraction using MediaPipe Holistic, 

American Sign Language (ASL) recognition model performance, the SignSpeak web 

application, account management module, recognition module, dictionary module, and 

transaction history management module. Each test case specifies the expected results, 

ensuring thorough evaluation of the system's functionality and performance. 

Additionally, this chapter provides insights into the testing setup and results, 

demonstrating the reliability and effectiveness of the system across different scenarios. 

Despite challenges such as limitations in mobile application development and 

computational constraints on mobile devices, the SignSpeak system successfully 

achieves its defined objectives, paving the way for more accessible and inclusive 

communication tools for the deaf and hard-of-hearing communities. 

6.1 System Verification Plan 

In this section, test cases and their expected results are presented to evaluate all aspects 

of SignSpeak. These test cases were identified during system development and 

reviewed during the implementation stage. 

6.1.1 Human Body Capture via Camera 

Table 6-1 Test Cases for Evaluating Human Body Capture 

ID Test Case Expected Result 

1 Method to capture frame is 

executed 

Captured video frame is displayed as video 

stream on the window. 

2 User stands in front of the 

camera 

User is captured inside the video frame.  

3 User stands outside the range 

of the camera 

User is not captured inside the video frame. 
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6.1.2 Landmarks Extraction via MediaPipe Holistic 

Table 6-2 Test Cases for Evaluating Landmarks Extraction 

ID Test Case Expected Result 

1 Video frame showing a full 

human body is passed to the 

landmarker 

• Full body landmarks are drawn on 

the canvas. 

• No landmarks for any body 

components are empty. 

2 Video frame showing only face 

and pose is passed to the 

landmarker 

• Face and pose landmarks are drawn 

on the canvas. 

• Left and right hands’ landmarks are 

empty. 

3 Video frame showing only left 

hand is passed to the landmarker 

• Left hand’s landmarks are drawn on 

the canvas. 

• Landmarks of face, pose, and right 

hand are empty. 

4 Video frame showing only right 

hand is passed to the landmarker  

• Right hand’s landmarks are drawn 

on the canvas. 

• Landmarks of face, pose, and left 

hand are empty. 

5 Video frame showing no human 

body is passed to the landmarker 

• No landmarks for any body 

components are drawn on the 

canvas. 

• Full body landmarks are empty. 

 

  



CHAPTER  6 

68 
 

6.1.3 American Sign Language Recognition Model 

Table 6-3 Test Cases for Evaluating Landmarks Extraction 

ID Test Case Expected Result 

1 Signing ‘teacher’ from a 

frontal angle 

‘teacher’ is one of the classes that the model 

can predict. The model outputs a 

probability distribution where the value at 

the index corresponding to 'teacher' is the 

highest.  

2 Signing ‘teacher’ from a side 

angle 

The model outputs a probability distribution 

where the value at the index corresponding 

to 'teacher' is the highest. 

3 Signing ‘teacher’ in low light The model outputs a probability distribution 

where the value at the index corresponding 

to 'teacher' is the highest. 

4. Signing ‘air’ from frontal 

angle 

'air' is one of the actions that the model 

cannot predict. The model outputs a 

probability distribution where the values at 

all indexes are lower than 0.8. 

 

6.1.4 SignSpeak Web Application 

Table 6-4 Test Cases for Evaluating SignSpeak Web Application 

  

ID Test Case Expected Result 

1 User enters the URL of 

SignSpeak into a browser 

The Login page of SignSpeak is rendered. 

2 User enters the URL of 

SignSpeak into a browser 

after logging into an account 

The Main page of SignSpeak is rendered. 
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6.1.5 Account Management Module 

Table 6-5 Test Cases for Evaluating Account Management Module 

 

6.1.6 Recognition Module 

Table 6-6 Test Cases for Evaluating Recognition Module 

 

ID Test Case Expected Result 

1 User selects ‘Sign Up’ button 

after entering all required 

information 

An account is created, and the user is 

directed to the Main page. 

2 User selects 'Sign Up' button 

after entering an email that is 

already duplicated in the 

database 

A message is displayed informing the user 

that the email already exists. 

3 User selects ‘Login’ button 

after enters a combination of 

email and password that 

matches a record in the user 

table of the database. 

The user is directed to the main page of his 

account. 

4. User enters a combination of 

email and password that does 

not match a record in the user 

table of the database. 

A message is displayed informing the user 

that the combination is incorrect. 

ID Test Case Expected Result 

1 User selects the ‘Start 

Camera’ button 

Captured video frame is displayed as video 

stream on the canvas. 

2 User selects the ‘Stop 

Camera’ button 

The canvas turns black. 

3 User selects the ‘Recognition 

Mode’ toggle button 

The learning mode is activated, and the 'bird' 

action is selected as the default sign 

currently being rated. The rating is also 

displayed. 
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6.1.7 Dictionary Module 

Table 6-7 Test Cases for Evaluating Dictionary Module 

 

6.1.8 Transaction History Management Module 

Table 6-8 Test Cases for Evaluating Transaction History Management Module 

 

 

 

  

ID Test Case Expected Result 

1 User selects the ‘View’ 

button in the table row for 

‘teacher’ 

Video clip of signing ‘teacher’ is displayed 

in a dialog. 

2 User enters ‘t’ as the search 

query in the search bar. 

The history records with the sign name that 

matches 't' are displayed. 

3 User enters ‘1’ as the search 

query in the search bar. 

No history records are displayed. 

4. User enters ‘air’ as the search 

query in the search bar. 

No history records are displayed. 

ID Test Case Expected Result 

1 User clicks on ‘Save 

Translation History’ button 

The history record is displayed as a record 

of the translation history table. 

2 User has more than 10 history 

records 

The history records are displayed in the 

table, with 10 records per page. 

3 User selects the ‘Next’ 

pagination button. 

The history records of the next page are 

displayed in the table. 

4. User selects the first record of 

the translation history table. 

The details of the history record are 

displayed in a dialog, along with a ‘Delete’ 

button. 

5. User selects the ‘Delete’ 

button in the dialog of first 

history record. 

The first record is deleted from the 

database. 
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6.2 Testing Setup and Result 

In this section, some of the important test cases will be discussed to ensure the reliability 

of the system. 

6.2.1 Human Body Capture via Camera 

Table 6-9 Test Case for Testing Frame Capturing Method 

Test Case 

Name 

Testing frame capturing method 

Test Case 

Description 

Method to capture frame is executed  

Expected 

Output 

Captured video frame is displayed as video stream on the window. 

Output 

 

 

Result 

(Pass/Fail) 

Pass 
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Table 6-10 Test Case for Testing Frame Capturing Method in Capturing Human 

Body 

 

Table 6-11 Test Case for Testing Frame Capturing Method in not Capturing Human 

Body 

 

Test Case 

Name 

Testing frame capturing method in capturing human body 

Test Case 

Description 

User stands in front of the camera 

Expected 

Output 

User is captured inside the video frame 

Output 

 

Result 

(Pass/Fail) 

Pass 

Test Case Name Testing frame capturing method in not capturing human 

body 

Test Case Description User stands outside of the range of the camera 

Expected Output User is not captured inside the video frame 

Output 

 

Result 

(Pass/Fail) 

Pass 
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6.2.2 Landmarks Extraction via MediaPipe Holistic 

Table 6-12 Test Case for Testing Landmarker’s Ability in Detecting Holistic 

Keypoints 

  

Test Case 

Name 

Testing the landmarker’s ability in detecting holistic keypoints 

Test Case 

Description 

Video frame showing a full human body is passed to the 

landmarker 

Expected 

Output 

• Full body landmarks are drawn on the canvas. 

• No landmarks for any body components are empty. 

Input 

 

 

Output 

 

 

Result 

(Pass/Fail) 

Pass 
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Table 6-13 Test Case for Testing Landmarker’s Ability in Detecting Face and Pose 

Keypoints 

 

  

Test Case 

Name 

Testing the landmarker’s ability in detecting face and pose 

keypoints 

Test Case 

Description 

Video frame showing only face and pose is passed to the 

landmarker 

Expected 

Output 

• Face and pose landmarks are drawn on the canvas. 

• Left and right hands’ landmarks are empty. 

Input 

 

 

Output 

 

 

Result 

(Pass/Fail) 

Pass 
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Table 6-14 Test Case for Testing Landmarker’s Ability in Detecting Left Hand 

Keypoints 

 

  

Test Case 

Name 

Testing the landmarker’s ability in detecting left hand keypoints 

Test Case 

Description 

Video frame showing only left hand is passed to the landmarker 

Expected 

Output 

Left hand’s landmarks are drawn on the canvas. 

Landmarks of face, pose, and right hand are empty. 

Input 

 

 

Output 

 

 

Result 

(Pass/Fail) 

Pass 



CHAPTER  6 

76 
 

Table 6-15 Test Case for Testing Landmarker’s Ability in Detecting Right Hand 

Keypoints 

  

Test Case 

Name 

Testing the landmarker’s ability in detecting right hand landmarks 

Test Case 

Description 

Video frame showing only right hand is passed to the landmarker 

Expected 

Output 

Right hand’s landmarks are drawn on the canvas. 

Landmarks of face, pose, and left hand are empty. 

Input 

 

 

Output 

 

 

Result 

(Pass/Fail) 

Pass 
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6.2.3 American Sign Language Recognition Model 

Table 6-16 Test Case for Testing System’s Ability to Recognize from Front 

 

  

Test Case 

Name 

Testing the system’s ability to recognize from the front 

Test Case 

Description 

Signing ‘teacher’ from a frontal angle 

Expected 

Output 

‘teacher’ is one of the classes that the model can predict. The model 

outputs a probability distribution where the value at the index 

corresponding to 'teacher' is the highest. 

Input 

 

 

Output 

 

 

Result 

(Pass/Fail) 

Pass 
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Table 6-17 Test Case for Testing System’s Ability to Recognize from Side 

 

  

Test Case 

Name 

Testing the system’s ability to recognize from the side 

Test Case 

Description 

Signing ‘teacher’ from a side angle 

Expected 

Output 

‘teacher’ is one of the classes that the model can predict. The model 

outputs a probability distribution where the value at the index 

corresponding to 'teacher' is the highest. 

Input 

 

 

Output 

 

 

Result 

(Pass/Fail) 

Pass 
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Table 6-18 Test Case for Testing System’s Ability to Recognize in Low Light  

Test Case 

Name 

Testing the system’s ability to recognize in low light 

Test Case 

Description 

Signing ‘teacher’ in low light 

Expected 

Output 

The model outputs a probability distribution where the value at the 

index corresponding to 'teacher' is the highest. 

Input 

 

 

Output 

 

 

Result 

(Pass/Fail) 

Pass 
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6.2.4 Account Management Module  

Table 6-19 Test Case for Testing the Input Validation Mechanism 

  

Test Case 

Name 

Testing the input validation mechanism 

Test Case 

Description 

User selects the 'Sign Up' button after entering an email that is 

already duplicated in the database 

Expected 

Output 

A message is displayed informing the user that the email already 

exists. 

Input 

 

 

Output 

 

 

Result 

(Pass/Fail) 

Pass 
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 Table 6-20 Test Case for Testing User Authentication Mechanism 

  

Test Case 

Name 

Testing the user authentication mechanism 

Test Case 

Description 

User selects ‘Login’ after enters a combination of email and 

password that does not match a record in the user table of the 

database. 

Expected 

Output 

A message is displayed informing the user that the combination is 

incorrect. 

Input 

 

 

Output 

 

 

Result 

(Pass/Fail) 

Pass 
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6.2.5 Dictionary Module 

Table 6-21 Test Case for Testing the Searching Feature when Dealing with 

Alphabetical Query Term 

 

  

Test Case 

Name 

Testing the searching feature when dealing with alphabetical query 

term 

Test Case 

Description 

User enters ‘t’ as the search query in the search bar. 

Expected 

Output 

The history records with the sign name that matches 't' are 

displayed. 

Input 

 

 

Output 

 

 

Result 

(Pass/Fail) 

Pass 
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Table 6-22 Test Case for Testing the Searching Feature when Dealing with 

Numerical Query Term  

Test Case 

Name 

Testing the searching feature when dealing with numerical query term 

Test Case 

Description 

User enters ‘1’ as the search query in the search bar. 

Expected 

Output 

No history records are displayed. 

Input 

 

 

Output 

 

 

 

Result 

(Pass/Fail) 

Pass 
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6.2.6 Transaction History Management Module 

Table 6-23 Test Case for Testing Pagination Feature 

   

Test Case 

Name 

Testing pagination feature 

Test Case 

Description 

User has more than 10 history records 

Expected 

Output 

The history records are displayed in the table, with 10 records per 

page. 

Input 

 

 

Output 

 

 

Result 

(Pass/Fail) 

Pass 
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Table 6-24 Test Case for Testing Deletes History Record Feature 

 

  

Test Case 

Name 

Testing deletes history record feature 

Test Case 

Description 

User selects the ‘Delete’ button in the dialog of first history record. 

Expected 

Output 

The first record is deleted from the database. 

Input 

 

 

Output 

 

 
 

Result 

(Pass/Fail) 

Pass 
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6.3 Project Challenges 

In today's world, technology plays a pivotal role in bridging communication gaps and 

fostering inclusivity. One such endeavor is the development of an application that aims 

to translate American Sign Language (ASL) into English text. This innovative project 

not only demonstrates the power of modern technology but also highlights the 

challenges encountered during its development process. By addressing these challenges, 

the application strives to provide a seamless and accessible experience for individuals 

who communicate through ASL. 

The first challenge encountered is relevant to the feature engineering module. The 

primary aim of this project was to develop an intuitive Android mobile application 

capable of translating American Sign Language (ASL) into English. The choice of a 

mobile application was driven by its offline accessibility, ensuring users can utilize the 

application without the need for an internet connection, thereby offering high mobility. 

During the development phase, the system utilized MediaPipe Holistic, a framework 

designed to detect the human body and extract holistic landmarks. Unfortunately, 

MediaPipe Holistic doesn't support programming languages commonly used for mobile 

application development, such as Java or Kotlin. Instead, it is compatible only with 

Python and JavaScript. To overcome this limitation and ensure the project's progression, 

the objective was redefined. The focus shifted from an Android mobile application to a 

web-based sign language recognition application. While this approach may not offer 

the same benefits of offline accessibility that a mobile app provides, it introduces its 

advantages. Web applications can be accessed from any device with a web browser, 

irrespective of the operating system. 

After that, the second challenge is the limited computational capacity of mobile phones. 

The web application handles both landmark extraction and sign language recognition 

on the front-end, requiring significant computational power from the device. 

Consequently, the application often experiences lag and becomes less user-friendly on 

mobile phones, reducing its accessibility and usability. 

The development of the ASL-to-English translation mobile application represents a 

significant step towards promoting inclusivity and removing communication barriers. 

Despite the challenges faced, such as the limitations of MediaPipe Holistic's 

compatibility with mobile development languages and the computational constraints of 



CHAPTER  6 

87 
 

mobile devices, the project underscores the importance of leveraging technology to 

empower individuals and foster understanding. As technology continues to evolve, it is 

crucial to address these challenges and explore innovative solutions that enhance 

accessibility and usability for all users, regardless of their communication preferences 

or abilities.  

6.4 Objective Evaluation 

All the objectives defined in Chapter 1 were successfully achieved. For the first 

objective, the web application can capture video frames, detect the human body, and 

extract holistic landmarks to perform predictions using a model trained from scratch. 

The web application is accessible from any handheld device via a browser. Regarding 

the second objective, the web application can recognize and translate 50 ASL actions 

covering different aspects of life with a test accuracy exceeding 80%. The third 

objective has also been achieved, with the web application capturing frames and 

drawing landmarks on the detected human body with multiple colors in real-time. 

Lastly, the web application achieved the fourth objective by providing a sign language 

dictionary section with information on recognizable actions and a search feature for 

users to easily locate and view corresponding video clips. 

In conclusion, the proposed solutions effectively address the challenges faced in 

developing a practical and efficient sign language recognition system for mobile 

devices. By leveraging emerging technologies, refining underlying models, and 

ensuring computational efficiency, this work paves the way for more accessible and 

user-friendly communication tools for the deaf and hard-of-hearing communities. 

6.5 Concluding Remark 

In summary, the rigorous system verification process, involving comprehensive test 

cases and real-world scenarios, has validated the robustness and effectiveness of the 

developed sign language recognition system. Despite the challenges encountered 

during the project, such as technological constraints and computational limitations, the 

successful achievement of all defined objectives demonstrates the system's ability to 

bridge communication gaps and foster inclusivity. By leveraging emerging 

technologies, refining underlying models, and prioritizing computational efficiency, 

this work lays a solid foundation for more accessible and user-friendly communication 

tools tailored to the needs of the deaf and hard-of-hearing communities. The insights 
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gained from this project pave the way for further advancements in the field, ultimately 

contributing to a more inclusive society where communication barriers are minimized. 
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CHAPTER 7 CONCLUSION AND RECOMMENDATION 

This chapter summarizes the successful development of the Sign Language Recognition 

System (SignSpeak), highlighting its significance in improving accessibility for the 

hearing impaired. This chapter offers potential solutions to address challenges such as 

limited phone computational capacity, including utilizing high-powered devices or 

backend servers. Additionally, it suggests future development avenues, such as 

leveraging MediaPipe Holistic for mobile applications and adopting Transformer 

models with expanded datasets to enhance system performance and user experience. 

7.1 Conclusion 

In conclusion, the report has detailed the development journey of the Sign Language 

Recognition System (SignSpeak). By examining existing literature, implementing a 

systematic methodology, and overcoming challenges in design and implementation, a 

functional system has been successfully created. This achievement marks a significant 

step forward in improving accessibility for the hearing impaired. Moving forward, 

ongoing improvements to this system promise to further enhance its usability and 

impact, ultimately benefiting individuals who rely on sign language for communication. 

7.2 Recommendations  

The first recommendation is to address the second challenge mentioned in Chapter 6.3, 

which is the limited computational capacity of mobile phones. This can help provide 

the project with greater usability and practicality. There are some potential solutions to 

the challenge, but they come with their own limitations. 

The first solution suggests running the web application on high-powered mobile phones. 

However, tests on mid-range Android and iOS devices showed poor performance, 

indicating that only high-end phones would effectively run the application. This 

approach raises the bar for users, as they would need a high-end phone to use the 

application smoothly. 

The second solution involves moving the landmark extraction module and model to a 

backend server, making them accessible via an API. While this could reduce the 

computational load on the mobile device, it introduces a new issue: the requirement for 

a large bandwidth. Continuous transmission of video frames over the internet would be 
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necessary to ensure real-time prediction, potentially leading to increased data usage and 

latency problems. 

The second recommendation is to develop a sign language recognition mobile 

application using MediaPipe Holistic when it supports the programming languages 

commonly used for mobile development, such as Java and Kotlin. This is because 

MediaPipe Holistic might be optimized to be suitable for use in mobile phones at that 

time, thus providing a good user experience without requiring users to have high-end 

performance phones. 

Lastly, the third recommendation is to improve the methodology of developing the 

model by using a Transformer model and increasing the size of the dataset. This is 

because the Transformer model has been proven to have better capability to capture 

temporal patterns than LSTM models, which can help users communicate using the 

system in a more contextual situation. Increasing the size of the dataset can help the 

system recognize more sign language actions and generalize well to new data, making 

it more stable and useful. 

In conclusion, the recommendations address challenges in a sign language recognition 

project. To overcome limited phone computational capacity, options include high-end 

devices or backend servers, each with drawbacks. Future use of MediaPipe Holistic 

aims to optimize user experience without high-end phones. Additionally, employing 

Transformer models and expanding datasets improves pattern recognition and system 

stability. 
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