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ABSTRACT 

 

This research explores the development and evaluation of a hate speech detection system using 

transformer-based models, focusing on the robustness, efficiency, and scalability of the model. 

The study emphasizes key design considerations, including scalability, which addresses the 

model's capability to handle large volumes of data, and accuracy, achieved through fine-tuning 

methods for transformer models like BERT. Reviewing model to do proper performance 

analysis on existing model in detecting Social Media Hate Speech Texts such as Long Short-

Term Memory (LSTM) and Bidirectional Gated Recurrent Unit (Bi-GRU), GigaBERT for 

Arabic Hate Speech Detection, BERT-Based Approaches, DistilBERT and RoBERTa, T5 and 

Electra, Comparison of Transformer Models and its Challenges and Limitation. Besides, it also 

briefly discusses on system design to ensure that the model is conceptually accurate, scalable, 

and maintainable, providing a flexible framework for ongoing research in hate speech detection 

on social media. The research also discusses on the facing challenges such as data imbalance, 

computational limitations, and extensive hyperparameter tuning, all of which were addressed 

through various techniques and strategies. This research show system's experiment/ simulation 

to show performance with evaluated using a Logistic Regression model on a split dataset, fine-

tuning with GridSearchCV, how the model's accuracy improved. The experiment successfully 

show a predictive model with high accuracy and precision, also indicated future improvements 

in detecting hate speech on social media. The results underscore the importance of ongoing 

refinement in machine learning models or deep learning model to address complex, real-world 

issues such as hate speech detection.  
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Chapter 1: Introduction 

 

In this chapter will present the background and motivation of research, contributions to the 

field, and the outline of the thesis which including Problem Statement and Motivation, 

Research Objectives, Project Scope and Direction, Contributions and Report Organization. 

 

1.1  Problem Statement and Motivation 

Continuing the exploration of deep learning transformers in Task 2 about review the latest deep 

learning transformers that can be utilized and customized to solve the NLP task, a critical 

challenge persists: evaluating the effectiveness of these models in detecting hate speech on 

social media platforms. The evolving of online communication environment complicates this 

task. While transformer-based models like BERT, GPT, and others have shown their 

performance different significantly across different contexts and datasets. This unstable raises 

concerns of the reliability and stability of these models in real-world applications because the 

core of the problem lies in the complexity of hate speech itself. 

 

Moreover, the lack of standardized evaluation metrics and the limited availability of high-

quality annotated datasets further serious the challenge. The inconsistent performance of 

existing models show it need for a systematic analysis of strengths and weaknesses for the 

model. Understanding these nuances is so important for advancing the field and making sure 

that the models can effectively adapt to the complexities of social media hate speech detection. 

 

Based on the foundational research of transformer models in hate speech detection, the 

motivation for this task is to perform a comprehensive performance analysis of existing models. 

As social media continues to expand or new incoming new social media platform, the 

prevalence of hate speech and its impact on social media causing more problems occurs. To 

solve this problem, it is important to assessment on how well current transformer-based models 

address the issues and identify how to do improvements are needed. 

 

This task is motivated by the need to research the gap between theoretical advancements in 

NLP and practical applications in hate speech detection. By systematically reviewing the 

performance of these models in detecting Social Media Hate Speech Texts. This analysis will 
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not only contribute to the academic understanding of transformer models but also provide better 

insights for improving hate speech detection systems. This is not only important for reducing 

the spread of harmful content but also for protecting freedom of expression by ensuring that 

content is accurately classified. 

 

1.2  Objectives 

In this research, the primary goal of this task is to conduct a structured literature review focused 

on the performance of existing transformer-based models in detecting hate speech on social 

media. The research objectives include: 

 

1. Performance Evaluation of Transformer Models: Analyze the performance of 

transformer-based models such as BERT, GPT, RoBERTa, DistilBERT, Generative 

Pretrained Transformer [13]  and others in detecting hate speech or Natural Language 

Processing Tasks. This involves reviewing existing literature to compare their accuracy, 

precision, recall, and other relevant metrics. 

 

2. Analysis of Challenges and Limitations: Identify the challenges and limitations faced 

by these models in hate speech detection. This includes issues related to data 

availability, model generalization, and the handling of hate speech on social media. 

Analyze the limitations related to the quality and quantity of annotated datasets, the 

adaptability of models to different social media platforms, and their interpretability. 

 

 

3. Identification of Research Gaps: Highlight areas where current models fall short and 

suggest potential research directions for future research. This includes exploring new 

techniques or enhancements that could improve model performance in hate speech 

detection. 
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1.3  Project Scope and Direction  

The scope of this task involves a detailed review and analysis of the performance of 

transformer-based models in the specific context of hate speech detection.  

 

The first direction will be on Comprehensive Review of Model Performance by conducting 

review of existing studies that evaluate the performance of transformer models in hate speech 

detection. This will include analyzing various metrics and benchmarks used in literature. 

  

Second, exploration of model limitations by investigate the common or occurs limitations and 

challenges that identified in the literature. Such as the model struggles with understanding 

context, handling multi-lingual or cross-lingual data, and their sensitivity to changes in 

language, cultures all over the time. It needs to focus on issues and helping to solve the model 

limitations issue. 

 

Third, identification of future research directions. Based on the analysis, identify out the 

research gap and have proper performance analysis on existing model that could help to 

enhance their performance in detecting hate speech on social media platforms. This may 

include the development of hybrid models that combine the strengths of transformer model 

with other approaches, or identify out more training techniques that better capture the nuances 

of hate speech. 

 

By focusing on these key areas, the research project aims to provide valuable insights into 

leveraging deep learning transformers for effective hate speech detection, contributing to 

advancements in detecting Social Media Hate Speech Texts.  

 

1.4  Contributions 

This research task makes several key contributions to the field of  performance analysis on 

existing model in detecting Social Media Hate Speech Texts: 

 

1. Depth Performance Analysis: Provides a proper analysis of the performance of 

various transformer-based models in hate speech detection by reviewing existing 

literature and evaluating multiple (old and latest) transformer-based models, it provides 

a clear overview of the existing model's performance in detecting Social Media Hate 
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Speech Texts and know their pro and cons. It will also offering better view into their 

strengths and weaknesses so that can help to enhance on it. 

2. Identification of Critical Challenges: Highlights the significant challenges faced by 

these models in real-world applications, providing a foundation for future research 

aimed at addressing these issues. Identified solving problem Language complexity, 

differing views on what constitutes hate speech, and data availability restrictions for 

algorithm training and testing.  

3. Guidance for Future Research: This research offers useful information and 

summarization for future studies or development use in hate speech detection using 

Transformer model based. By highlighting research gaps, suggesting areas for 

improvement, and benchmarking on each transformer model pro and cons, it helps 

advancements in developing reliable hate speech detection technologies for social 

media platform. 

4. Benchmarking Existing Models: Establishes a benchmark for evaluating the 

performance of transformer models in hate speech detection throughout the research 

that had been done. This benchmarking will help to standardize the evaluation process 

and ensure that future research builds on a great foundation of comparable data. 

 

Overall, this research contributes to advancing knowledge in existing model for hate speech 

detection. It will offering valuable insights for researchers, practitioners, and policymakers. 

 

1.5  Report Organization 

This report is organized into 5 chapters. Chapter 1: Introduction, including the problem 

statement, motivation, research objectives, project scope, and contributions. Chapter 2: 

Literature Review, presenting a detailed analysis of existing research on transformer models in 

hate speech detection. Chapter 3: System Model. Chapter 4: System Design, Chapter 5: 

Experimental and Simulation, Chapter 6: System Evaluation and Discussion, Chapter 7: 

Conclusion and Recommendation. Summarizing the contributions of the research and 

suggesting directions for future studies. 
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Chapter 2: Literature Review 

 

2.1 Introduction 

The research of detection of hate speech on social media platforms has been a significant focus 

due to the growing over the spread of harmful content at online [9], [16]. By using transformer 

models, especially with BERT based model or any hybrid with BERT based model. With their 

powerful language representation capabilities, have emerged as a promising approach to 

address this challenge. This chapter will be reviews the existing literature on transformer-based 

models, along with other deep learning approaches, to assess their performance in hate speech 

detection. 

 

2.2 Review of Deep Learning Models for Hate Speech Detection 

2.2.1 Long Short-Term Memory (LSTM) and Bidirectional Gated Recurrent Unit (Bi-

GRU) 

LSTM networks and Bi-GRU have been widely applied in the field of NLP, particularly for 

tasks requiring the understanding of sequential data [11], [14], [17], [18].  A study by 

demonstrated that a combination of LSTM and Bi-GRU models achieved an accuracy of 

90.51% on the training set and 87.51% on the validation set. While these results are promising, 

the models struggle with capturing the nuanced context of hate speech, particularly when 

language evolves rapidly on social media platforms. [1] But the model still can enhancing by 

expanding the dataset and fine-tuning hyperparameters and exploring more advanced 

architecture to optimize the model performance. 

 

Figure 1. Result and Discussion 
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Figure 2. Result (Table) 

 

2.2.2 GigaBERT for Arabic Hate Speech Detection 

Detecting hate speech in languages other than English, such as Arabic. It shows out the 

limitations of Hate Speech Detection which is complexity of languages in social media [12], 

[15]. It presents unique challenges due to the language's rich vocabulary and diverse dialects 

[2]. The training dataset for this model from author shows 8662 rows, including 986 for Hateful 

tweets and 7676 for Not Hateful tweets. In data cleaning processing are eliminating diacritics, 

punctuation, repeated characters, hashtags, links, usernames, and emojis then oversampling the 

imbalanced data. The author using GigaBERT-v4 with an oversampling technique to detect 

hate speech in Arabic Twitter data. After fine-tuning the pre-trainer, it achieving an impressive 

F1-Score of 0.9700 and an accuracy of 0.9930. The research highlights that the effectiveness 

of transformer BERT models in handling complex languages, though it also underscores the 

need for large and diverse datasets to train these models effectively. 

 

Figure 3. WorkFlow of GigaBERT-v4 
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Figure 4. Model Comparsion among 4 Models 

 

2.2.3 BERT-Based Approaches 

BERT has become a widely recognized standard for various NLP tasks, including hate speech 

detection [10]. A study [3] demonstrated that a BERT model trained with focal loss achieved 

an accuracy of 98.03% and an F1-score of 98.02% when detecting hate speech in Arabic 

dialects. BERT's ability to capture context at a detailed level makes it particularly effective for 

this task. However, its performance is closely tied to the quality of the training data. To address 

the issue of class imbalance in the dataset used for training and testing, the researchers 

employed a resampling technique. This involved augmenting the minority class by using 

translation and back-translation strategies to generate additional instances. 
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Figure 5. BERT based model work flow 

 

 

Figure 6. Test Result 
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2.2.4 DistilBERT and RoBERTa 

DistilBERT, a smaller and faster variant of BERT, recorded an average accuracy of 92% in 

detecting hate speech on Twitter [4]. The author researchers tested DistilBERT against other 

models, including BERT, XLNet, RoBERTa, and attention-based LSTM, using a publicly 

available multiclass hate speech corpus of 24,783 labeled tweets. RoBERTa, another 

transformer model based on BERT, achieved a slightly lower accuracy of 90-91% by compares 

the performance of DistilBERT with other models across several metrics, including accuracy, 

precision, recall, F-measure, Mathews correlation coefficient (MCC), and evaluation loss. The 

results demonstrate that DistilBERT outperforms the other models in detecting hate speech. 

These models offer a good trade-off between performance and computational efficiency, 

making them viable options for real-time hate speech detection. The author also concludes by 

discussing the implications of the findings and suggesting areas for future research, such as 

improving transformer models' efficiency for deployment in real-time or resource-constrained 

environments. 

 

Figure 7. Architecture of Distillbert 
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Figure 8. Accuracy Scores of Benchmark and for proposed DISTILBERT MODEL 

 

2.2.5 T5 and Electra 

The T5 model, although powerful, requires more computational resources than BERT due to 

its extensive training on a broader range of NLP tasks [5]. On the other hand, Electra, which 

uses a more efficient pre-training objective, achieved an F1-score of 0.8216. However, when 

combined with BERT in an ensemble model, the F1-score improved to 0.8342. Besides these 

advancements, the high training costs associated with these models remain a significant 

drawback. The author also mentioned that the limitation for training T5 model requires a large 

amount of computing resources so that did not experiment with large T5 models such as T5-

XL and T5-XXL. While these models might perform better than standard T5 models. 

 

Figure 9. T5 pre-training process 

 

ELECTRA, a more recent Transformer-based model, introduces a generator-discriminator 

framework where the generator replaces some input tokens with plausible alternatives, and the 

discriminator predicts whether each token in the input was replaced or not. The research 

discusses the application of Transformer-based models, including BERT and ELECTRA[6], 

for detecting offensive language in Turkish tweets. The study is based on a dataset of over 

36,000 manually annotated tweets, and the authors experimented with various models, 

including Logistic Regression, Deep Neural Networks (DNN), and Gated Recurrent Units 
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(GRU) [8]. Among these, pre-trained Transformer models outperformed traditional methods, 

highlighting the importance of contextual word representation in natural language processing 

tasks like offensive language detection. 

 

This approach enables more efficient training by focusing on all tokens in the input sequence 

rather than just a masked subset. As a result, the ELECTRA model achieved the highest F1 

score in the study, demonstrating its superiority in detecting offensive language in social media 

posts. The ensemble of ELECTRA and BERT further improved performance, setting a new 

benchmark for this task [6].  

 

The disadvantages of ELECTRA model is Training cost. Training transformers networks 

requires a large amount of computation time and dataset and consumes a significant amount of 

power when pre-trained models are not preferred to use. 

 

Figure 10. Evaluation of each model 
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2.3 Comparison of Transformer Models 

BERT consistently outperforms other models in terms of accuracy and F1-score across various 

studies, making it the most suitable model for hate speech detection. From the latest relevant 

study that I had research show the same result even in different sector [7]. However, each model 

has its strengths and weaknesses, particularly in terms of computational efficiency, fine-tuning 

techniques, different combination of model and the ability to generalize across different 

languages and contexts will cause very different to the performance. 

 

2.4 Challenges and Limitations 

While transformer models show great performance results but they are not without their 

challenges. The limitations of it are need for large, well-annotated datasets, the computational 

cost to training these models, and their sensitivity to language and context changes all over the 

time are still quite a big problem on it. Plus, the lack of standardized evaluation metrics makes 

it difficult to compare results across studies and computational efficiency also affect the result 

from previous study shown. 

 

2.5 Conclusion 

This literature review indicates that transformer-based models, particularly BERT and its 

variants of combination, which provide the best performance for hate speech detection. 

However, there is still spaces for further improvement, especially in developing more efficient 

models and creating better datasets for training and evaluation so that can help in create a better 

environment for social media on detecting hate speech text. 
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Chapter 3: System Model 

 

3.1 Introduction 

Due to this is a research project. This chapter presents the conceptual system model and 

architecture designed to show out the effectiveness of transformer-based models, particularly 

BERT, in detecting hate speech on social media platforms. The focus is on outlining the 

components, processes, and theoretical that about the model's design, without actual 

implementation or deployment. 

 

3.2 System Architecture 

The conceptual system is composed of several key components, each integral to the research 

study: 

 

Data Collection Framework: The research framework involves the authors / researchers 

gathering social media data from platforms that with high volumes of user-generated content. 

The data is pre-processed theoretically to remove noise/ redundancy data and irrelevant 

information, setting datasets for model training and evaluation.  

 

Data Preprocessing Strategies: This section conceptualizes the methods for data cleaning, 

feature engineering, identify missing values, outliers in datasets. Better visualize to the datasets 

so that can know problem to the datasets. A clean data preprocessing strategies will help the 

model training out with higher accuracy and performance. 

 

Transformer Model Theoretical Layer: This layer focuses on transformer model such as 

BERT-BASED model in the research. The model fine-tuned on a dataset of hate speech 

examples using transfer learning techniques, which are explored and evaluated in this research 

to determine their effectiveness in detecting hate speech on the social media. The reason of 

using this technique because of there are big variations in the social media that generated by 

users. 

 

Prediction Module (Theoretical): Although this research is not implemented any model, but 

this section describes how predictions would be generated, categorizing text as either hate 
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speech or non-hate speech form the user-generated content show as literature above [4]. And 

include theoretical approaches to generating and interpreting confidence scores. 

 

Evaluation and Feedback Concept: This represents the theoretical evaluation of the model's 

performance metrics such as accuracy, precision, recall, and F1-score. The potential for 

integrating feedback loops for continual improvement is also considered. It will help better 

visualize for the data for the researchers from the results and enhance the model based on the 

feedback. 

 

3.3 Data Flow 

The research also shows the data flow beginning from the Data Collection Framework, through 

preprocessing strategies, and implement different Transformer Model Layer for prediction, 

fine-tuning until get a better result from the model. Finally, discussed and research gap from 

the context of research analysis and model performance testing. 

 

3.4 Conclusion 

This system model chapter show out the theoretical strengths of transformer-based models, 

providing a research framework that underscores the potential for high accuracy in hate speech 

detection. It also show the ability to adapt to new data and the considerations for scalability are 

also emphasized that the transformer model are high at scalability to adapt on different 

environments and able to make adjustments such as combining different model to get a better 

results on hate speech detection. 
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Figure 11. Sample of Transformer Model Architecture Flow 
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Chapter 4: System Design 

4.1 Introduction 

This chapter will discuss about the theoretical design of a hate speech detection system, 

focusing on the robustness, efficiency, and scalability of the transformer model. Through the 

whole research work, the model should have or enhancing based on design considerations, 

conceptual strategies, and others explored during the research. 

 

4.2 Design Considerations 

Main Key design considerations or can enhancement after throughout the research project. It 

needs to be included: 

 

Scalability: The research emphasizes applying the model theoretically capable of handling 

large volumes of data. The scalability is considered in terms of potential model architecture 

and processing capabilities. And important of hardware that affect the model performance and 

processing capabilities. 

 

Accuracy: The research also needs to consider on achieving high accuracy by exploring new 

fine-tuning methods for transformer models like BERT (because this model achieves a good 

performance among the model). The research can be including an in-depth examination of how 

different strategies can enhance model performance with different techniques and strategies. 

 

4.3 Conclusion 

The system design discussed in this research ensures that the hate speech detection model is 

conceptually accurate, scalable, and maintainable. The design need to allows for future 

enhancements and updates, providing a flexible framework for ongoing research in hate speech 

detection on social media. The better design the transformer model, the more accurate will 

detect Hate Speech in social media. 

 

 

 

 

 



Bachelor of Information Systems (Honours) Information Systems Engineering  

Faculty of Information and Communication Technology (Kampar Campus), UTAR 
    17 
 

CHAPTER 5: EXPERIMENT/SIMULATION  

5.1 Hardware Setup 

The hardware involved in this research is computer, mobile device, and tablet. A computer, 

mobile device and tablet all are used for doing research and collect research use. It is because 

it needs to study a lot of articles, know how the transformer model works through by education 

video. Tablet can use for better search of resources that needed. 

 

Table 1.1 Specifications of laptop 

Description Specifications 

Model HP Pavilion Gaming 

Processor Intel(R) Core(TM) i5-9300H 

Operating System Windows 11 

Graphic NVIDIA GeForce GTX 1050 

Memory 12GB DDR4 RAM 

Storage 500GB SSD + 1TB HDD 

 

5.2 Software Setup 

The experiment was conducted using Jupyter Lab, which platform that mostly use  on machine 

learning. It supports the execution of code, visualization of data/ performance, and 

documentation in a single platform. The following software tools and libraries were utilized: 

1. Python: Programming language used for the experiment. 

2. Jupyter Lab: Provided an interactive environment for coding, visualizing, and 

documenting the process. 

3. Pandas: For data manipulation and analysis. 

4. NumPy: For numerical operations. 

5. NLTK: For natural language processing tasks such as tokenization and stopword 

removal. 

6. WordCloud: To generate word clouds for visualizing text data. 

7. Scikit-learn: For machine learning tasks including model training, evaluation, and 

hyperparameter tuning. 

      8. Matplotlib and Seaborn: For creating visualizations like count plots, pie charts, and 

confusion matrices. 
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5.3 Setting and Configuration 

In the Jupyter Lab environment, the setting and configuration include: 

1. Kernel and Environment: Python 3 as the kernel, and necessary packages were 

installed using pip. 

2. Package Setup: Key packages like pandas, numpy, nltk, scikit-learn, matplotlib, 

seaborn, and wordcloud were installed and regularly updated (include in the jupyter 

lab). 

3. Structure: The structure was organized into sections for data exploration, 

preprocessing, visualization, modeling, and evaluation. 

4. Random State: A fixed random_state=42 was used during data splitting. 

5. Visualization Style: Using plot (style as “ggplot”) for visualizations. 

 

5.4 System Operation (with Screenshot) 

Start up System : Using Anaconda Prompt to start up Jupyter Lab [19] 

 

Figure 12. Anaconda Prompt 
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Data Preprocessing: Show how text data was cleaned, tokenized, and transformed. 

 
Figure 13. Show the process of data preprocessing 

 
Model Training: Displays the training process, including the loss and accuracy metrics. 

 
Figure 14. Show of Model Training Process 
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Evaluation Results: Evaluate the model's performance metrics like precision, recall, F1-
score, and confusion matrix. 

 
Figure 15. Showcase of model performance using confusion matrix 

 
5.5 Implementation Issues and Challenges 

Challenges facing during implementation: 

1. Data Imbalance: The dataset given had an imbalance between hate speech and non-

hate speech examples, which required techniques such as oversampling. 

2. Computational Limitations: Training transformer models require great hardware to , 

and despite using a GPU, certain configurations led to longer processing times. 

3. Hyperparameter Tuning: Identifying the optimal hyperparameters required extensive 

experimentation, which was both time-consuming and computationally demanding. 

 

5.6 Concluding Remark 

The experiment/simulation conducted in Jupyter Lab provided valuable insights into the 

behaviour and performance of similar to transformer-based models in detecting hate speech. 

Besides of facing challenges, the approach taken will have a thorough exploration and 

understanding of the model's capabilities and know the fundamental knowledge of how the 

model work. 
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CHAPTER 6:  

SYSTEM EVALUATION AND DISCUSSION 

6.1 System Testing and Performance Metrics 

In this chapter discuss on evaluate the performance of the developed model using several key 

metrics such as accuracy, precision, recall, and F1-score. The Logistic Regression model was 

using on this experimental, and its performance was assessed on the test dataset [19]. 

 

The experiment setup involved splitting the dataset into training and testing sets with a ratio of 

80:20. The Logistic Regression model was then trained on the training set, and its performance 

was evaluated on the test set.  

Details as below: 

 

Figure 16. Model Building (before fine tune) 1 

 

Figure 17. Model Building (before fine tune) 2 

Explanation : 
Model Building 

The used of Training Set Size: 23,476 samples, Testing Set Size: 5,869 samples, Feature Space: 

380,305 features. 
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Model Performance (before fine tuning) 

Test Accuracy: 93.17% 

Confusion Matrix: 

True Negatives(TN): 5,458, False Positives(FP): 0,  

False Negatives (FN): 401, True Positives (TP): 10 

 

The initial evaluation showed that the model accurately classified the majority of the samples, 

with a small number of false negatives and false positives. The overall accuracy of the model 

was 93.17% (Figure 17), also showing its strong performance. However, the recall for class 1 

was notably low, it means that the model's difficulty in identifying positive samples. Recall 

value come with 1.0 it also mean the model can find all instances of the target class in the 

dataset. Recall can also be called sensitivity or true positive rate and as the higher the recall the 

better. 

 

Figure 18. Test Accuracy (Before fine tune) 

 

6.2 Enhanced Testing Setup and Results 

To better refine the model, applying GridSearchCV (figure 18) to do hyperparameter tuning, 

and the model's performance show significantly improved. The final model achieved an 

increased-on test set with accuracy of 94.89%. 

 

Enhanced Model Performance 

Final Test Accuracy: 94.89% 

Confusion Matrix: 

True Negatives(TN): 5,450 , False Positives(FP): 8 

False Negatives(FN): 292, True Positives(TP): 119 

 

The confusion matrix from the final model shows that the false negatives were reduced  from 

401 to 292 after fine-tuning, and it also mean that model was able to correctly identify a greater 

number of positive samples compared to the previous work(before fine-tuning). It also reason 

of the accuracy increased of the modelling. 
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Detailed Metrics: 

Precision: 

Class 0: 0.95, Class 1: 0.94 

Recall: 

Class 0: 1.00, Class 1: 0.29 

F1-Score: 

Class 0: 0.97, Class 1: 0.44 

Accuracy: 94.89% 

 

Macro Average: 

Precision: 0.94, Recall: 0.64, F1-Score: 0.71 

Weighted Average: Precision: 0.95, Recall: 0.95, F1-Score: 0.94 

 

The final metrics from figure 18, show a significant improvement in the model's ability to 

identify positive cases (class 1), with increasing in recall and F1-score for class 1. However, 

the recall for class 1 remains low. Recall means the higher the better. It also indicates that there 

are room for improvement to prevent the model continues to miss some positive cases. 

 

Figure 19. Performance after fine-tune 

 



Bachelor of Information Systems (Honours) Information Systems Engineering  

Faculty of Information and Communication Technology (Kampar Campus), UTAR 
    24 
 

6.3 Project Challenges 

Throughout the experimental/simulation, there are several challenges were indicated, including 

dealing with imbalanced data, tuning the model's hyperparameters for optimal performance, 

and interpreting the model's predictions.  

 

6.4 Objectives Evaluation 

The objective of the experimental/simulation was to develop a predictive model that could 

accurately classify the given dataset. And, for can apply on deep learning for Detecting Hate 

Speech on social media. This objective was largely achieved on simulation while only taken 

advice, techniques from all the research paper had done (evaluation other researchers results) 

and select the best approach. The model achieves high accuracy and precision. But the 

challenges remain, the low recall for class 1 (figure 18) indicates that further work is needed to 

enhancement for higher accuracy or when facing more complexity datasets. 

 

6.5 Concluding Remark 

In conclusion, the developed experiment model showed results with a high overall accuracy 

and with great performance. The model is effective in identifying the majority class, but it will 

be great to do additional efforts to enhance its ability to achieve more higher accuracy and 

larger or complexity datasets. 
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Chapter 7: Conclusion and Recommendation 

7.1 Conclusion 

This report shows the effectiveness of transformer-based models, such as BERT, RoBERTa, 

and others that can apply in detecting hate speech on social media. Beginning with a clear 

problem statement and research objectives in. Especially on Chapter 5: Experiment/Simulation. 

Show that setup and basic process of starting the experimental. Chapter 6 system evaluation 

and discussion. It helps to conclude that experiment come out with great performance after 

combining techniques on past research. It helps to identify the limitations of the model such as 

dealing with imbalanced data, tuning the model's hyperparameters for optimal performance, 

and interpreting the model's predictions. And although the experimental/simulation achieve 

high score but remain spaces to improve. It also means that in nowadays Deep learning 

transformer model to detect hate speech text still not 100% prefect, it still needs to be done a 

lot of work to achieve higher accuracy by combining different techniques, models etc. 

 

Overall, the research confirms that while transformer-based models are great tools for detecting 

hate speech especially with BERT-based model, but there are significant challenges such as 

data diversity and model evaluation, computational efficiency. This problem must be addressed 

to enhance the model effectiveness so that can solve Hate Speech on social media. 

 

7.2 Recommendation 

There are some recommendations to advance the field of hate speech detection using 
transformer-based models. 
 

1. Development of More Efficient Models: Future research can be focus on creating 

more computationally efficient transformer models. This can be achieved through the 

exploration of architectures, hybrid models, and optimization techniques that reduce 

the resource demands without compromising performance. Because computationally 

efficient also a major problem affects the model while training the model. 

2. Standardization of Evaluation Metrics: The more standardized metrics for 

evaluating hate speech detection models is essential. This will enable more consistent 

and reliable comparisons across studies and contribute to the overall advancement of 

the field. Nowadays evaluation metric still not prefect because everyone use different 

datasets and testing environments. 
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3. Focus on Multilingual and Cross-Cultural Adaptability: Due to the global of 

different culture, language on social media, future work should focus on the 

development of models that can effectively handle multilingual data and adapt to cross-

cultural variations in hate speech. Users love this use different language or local slang 

to avoid detection. This may involve fine-tuning models that can based on regional or 

developing new approaches to cross-linguistic transfer learning. 

4. Implementation of Real-World Testing: The practical application of these models in 

live social media environments is the most important step. Real-world testing will 

provide valuable insights or more realistic feedback through the user. It also a best way 

to collect different types of data around the world and apply into the models to increase 

effectiveness in dynamic and diverse online settings, allowing for more targeted 

improvements. 

5. Continuous Monitoring and Updating of Models: Hate speech is an evolving all the 

time, there is no prefect model at once. Models need to be regularly updated to adapt 

new forms and patterns. Continuous monitoring and updating processes should be 

integrated into the deployment of hate speech detection systems and let the model keep 

learning new data or different hate speech around the world. 

6. Collaboration with Social Media Platforms: Close collaboration between researchers 

and social media platform can ensure that the developed models can be effectively 

integrated into existing content moderation systems. Such as the social media 

organizations can also sharing of real-time data with proper law and regulations to 

protect users’ privacy.  

 

In summary, while transformer-based models showing great performance approach to 

detecting hate speech on social media, the recommendations provided here aim to address the 

current challenges and guide to find gap to help future development or research. By focusing 

on these areas, it is possible to develop more robust, efficient, and adaptable models that can 

better contribute to a safer online environment. It is hoped that the insights gained from this 

research will inspire further innovations and foster a more proactive approach to combating 

online hate speech. 
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