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ABSTRACT

This project seeks to design and develop a mobile application that has the ability to
discern with quality of different foods in response to the emerging issue of food quality
and its effects on health. One of them is that people have a common difficulty in
evaluating the qualities of foods and thus suffer some adverse health effects and the act
of food waste among the various generations especially the young ones. This project
uses the concepts of computer vision, machine learning, and artifical intelligence to
develop an application that rates the quality of foods; particularly fruits and vegetables.
The approach entails collections of large datasets of images in food items and using
AutoKeras and EfficientNet B7 towards creating models. After that, these models are
incorporated into the mobile application interface to help the users to navigate through
the app. The utilization of the application was most importantly in validating the
application’s capability to recognize food quality and the stage of ripeness of the fruits
and vegetables. Thus, by way of revealing details about food quality, the app
contributing to food safety. Another strength is its introduction of sophisticated
technologies into a basic tool by also providing knowledge in a utilitarian approach.
This mobile application can be considered as an innovative solution that goes beyond
providing food safety and improving sustainability to acting as an informant that
increases people’s understanding of proper eating patterns and how to achieve better
food sustainability. Therefore, this work can be indeed considered as a useful

contribution to public health, environmental conservation and food security in general.
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CHAPTER 1

CHAPTER 1
Project Background

This chapter present the introduction (background information), problem statement and
motivation, project scope and direction, project objectives and impact, significance and
contributions that relate to the title “A Mobile Application for Food Quality Recognition”.

11 Introduction
With the advancement of technology, people can now easily have food delivered to

their homes through various delivery services [1]. This has resulted in an increasing number of
young people being unable to recognize if certain foods, such as fruits or vegetables, are spoiled.
This is because they often receive food that has already been processed and rarely go to the

supermarket to buy raw ingredients for cooking.

Additionally, most of them also prefer to eat out and pre-packaged meals [2]. As a
result, the younger generation is also becoming more and more unable to cook [3]. This causes
them to miss out on valuable recognition of some food quality due to cooking experience. This
may eventually lead them to face food safety problems due to a lack of experience in

recognizing food quality.

Therefore, food safety is a major factor affecting public health and the well-being of
society [4].

1.1.1 Definition

1. Mobile Application:
Mobile Application is a software program created expressly for use on tiny,

wireless computing like smartphones and tablets [5]. Instead, they are designed for use

on desktop or laptop computers [5].

2. Food Quality Recognition:
Food Quality Recognition is an important method for ensuring food safety [6].

1.1.2 Mobile Application for Food Quality Recognition
Mobile Application for Food Quality Recognition is a software program that can be

installed on smartphones or another mobile device to help users recognize the quality of food.



CHAPTER 1

1.2 Problem Statement
The central challenge addressed by this project revolves around food quality

recognition. However, many people are concerned about the quality and safety of the food they
consume, but they often lack ability to recognize the quality of different types of food. This

might cause health risks, such as food poisoning and allergies etc.

Therefore, there is a need for a mobile application that can help users recognize and
assess the quality of food using various technologies, such as computer vision (image
processing), machine learning, and artificial intelligence. This application can improve users'

food recognition skills and enable them to make informed quality food choices.

Bachelor of Computer Science (Honours)
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1.3 Motivation
Recognizing food quality is not only about food safety, but it also reduces food waste.

For example, consumers and capitalists expect their fruits and vegetables to be of perfect shape,
size and color [5]. Therefore, fruits with the slightest imperfection or "ugly" fruits and
vegetables are eliminated and discarded. But these fruits and vegetables are perfectly edible,
and it is shameful that they should be discarded and wasted simply because they are

substandard.

So, if people can accurately assess the freshness of food, they are less likely to discard

it prematurely, thus contributing to a more sustainable consumption of food.

Bachelor of Computer Science (Honours)
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14 Project Scope and Direction
The scope of the project is centered on recognizing and assessing the quality of food.

1.4.1 Project Deliverables

1. Mobile Application for Food Quality Recognition
The main deliverable of this project is a fully functional mobile application that

runs on smartphones and other mobile devices. The application will serve as a tool for users

to identify the quality of food including fruits, vegetables and etc.

2. User documentation
In addition to the mobile application, comprehensive user documentation will be

provided to guide users on how to effectively use the application. The documentation will
include step-by-step instructions, troubleshooting guides and tips for maximising the utility
of the application.

3. Training dataset
A dataset will be created that includes a variety of food products with quality labels

(e.g., Good, Bad, Level of ripeness, spoiled etc.) This dataset will be used as the basic for

training machine learning models in the application.

Bachelor of Computer Science (Honours)
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15 Project Objectives
This subsection will outline the specific objectives of the project. These objectives will

be aligned with the broader goal of creating food quality recognition mobile application.

1.5.1 Main Objective
The main objective of this project is to develop a mobile application that will enable

users to assess the quality of food and promote food safety.

1.5.2 Sub-Obijectives
The main objective will break down into 3 different sub-objectives, each contributing to the

overall objective:

1. Image Data Collection
Collect image datasets of food, categorised by quality attributes such as quality and

ripeness.

2. Model Development
Use the collected datasets to create and train machine learning models (e.g.

AtuoKeras, CNNs, etc.) for food quality recognition.

3. Mobile Application Development
Develop a user-friendly mobile application that integrates the trained models and

provides real-time quality assessment.

Bachelor of Computer Science (Honours)
Faculty of Information and Communication Technology (Kampar Campus), UTAR



CHAPTER 1

1.6 Impact, Significance and Contributions
The mobile application for food quality recognition represents a significant innovation

by integrating computer vision, machine learning, and mobile technology to improve food
safety and reduce waste. It serves as a practical tool and educational resource for sustainable

and informed food consumption.

1.6.1 Improve Food Safety
Through the application, it can greatly contribute to food safety by helping users

identify potentially spoiled or ripe of fruits and vegetables. This can help in reducing the risk
of foodborne illnesses like food poisoning, which can have serious health implications.

1.6.2 Educational tool
The app can be used as an educational tool by helping users understand what to look

for in quality food and encouraging them to use more fresh, healthy ingredients in their cooking
or eating. This knowledge can be extended beyond the app to help users make informed

decisions when purchasing food.

In conclusion, this project, through food quality identification, not only promotes food
safety and reduces waste but also educates the public about food quality. This can have a
profound impact on public health, sustainable development, and society, making it a
worthwhile and significant endeavor. It's not just an app; it's a step towards a healthier and more

sustainable world.
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1.7 Report Organization
This report is organized into 7 chapters. The first chapter is the introduction of this

project, which includes the problem statement, motivation, project scope and direction, project

objectives, impact, significance and contributions, and report organization.

While in the second chapter, the literature review on the food recognition, food quality
recognition, quality recognition approaches have been conducted. Besides that, this chapter also
included a review of the existing project for food recognition mobile applications, food quality

recognition mobile application, and quality recognition mobile applications.

Next, the third chapter is discussing the overall system methodology/approach of this
project. It conducts design specification and system design diagram which include system
architecture diagram, use case diagram and activity diagram.

While chapter 4 of this report is about the system implemetation and design of this
project. It presents what have been implemented into the system (e.g. dataset) and system

flowchart.

In addition, chapter 5 is regarding the details of how to setting and configuration of the

system setup and operation. Example, hardware and software setup.

Furthermore, the sixth chapter is about the evaluation and discussion of the system.

Here will show all the testing and evaluation result of the models.

Lastly, chapter 7 which is the last chapter of this report is about the conclusion of this
project, it included the project review and discussion, the novelties of this project and the

recommendation that can improve this project in future.
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CHAPTER 2
Literature Review

This chapter presents previous work on food quality recognition, the application of image
processing in food, food recognition systems, real-time quality assurance of food and real-time
mobile applications for food recognition. Also, their limitations and suggested solutions are

also presented.

2.1 Using Machine Learning Approaches for Food Quality Detection (Jumming Han
et al) [6]

2.1.1 Review Summary
Through this paper, food quality detection is an important method for ensuring food

safety and reducing waste [6]. However, traditional methods for food quality detection are slow,
costly and require professionals. For example, when faced with a dramatic increase in fruit
production, the selection, transport and quality control of fruit has become an important issue
[6]. The disadvantages of traditional methods will become more apparent at this point.
Therefore, the aim of this paper is to find an efficient and non-destructive method to identify
the quality of fruits. This is because fruit freshness detection is a hot and difficult research area,

as fruits are high-value and nutritious foods that are prone to spoilage.
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Figure 2.1.1 Typical architecture of CNN model [6].

For this issue, the paper proposes using machine learning algorithms (Convolutional
neural networks - CNNs) to classify fruit freshness based on RGB images. CNN is a feed-
forward neural network that contains convolutional computations with a deep structure [6]. In

other words, CNN is a type of deep learning model that can extract features from images and
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perform regression or classification tasks [7]. This paper has introduced two improved versions
of CNNs, which are “Deep Residual Networks (ResNets)” and “Dense Convolution Networks
(DenseNets)”.

Name Fresh Medium Rotten
o ’
Banana e ﬁ
a‘. o
L
Cucumber ‘ *
o1
Lemon | . ‘
e
i
Tomato

Figure 2.1.2 Example of datasets from paper [6].

Additionally, Figure 2.1.2 shows the dataset for experiments and testing use of this
paper. The experiments and testing from this paper have used a large dataset from Kaggle
(kaggle.com) and other websites that contain RGB images of six fruits (apples, banana,
cucumber, lemon, orange and tomato) at three classification experiments (fresh, medium and
rotten) and eighteen classification experiments ([fresh, medium and rotten] multiples [apple,

banana, cucumber, lemon, orange and tomato]) [6].
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Method Classification Data types Precision (%) | Recall (%) F1 score
number (%)

ResNets 18 RGB image | 95.69 94.72 95.07

DenseNets 18 RGB image | 95.55 94.73 95

Table 2.1.1: Experimental and testing results from the paper [6].

The experimental and testing results show that ResNets and DenseNets achieve high
precision, recall and F1 scores without overfitting. This is because ResNets and DenseNets use
only RGB images as input data, whereas several other methods use hyperspectral, laser

backscattering, or infrared video to improve the evaluation accuracy of the models [6].

2.1.2 Limitations and Solutions

From this paper, there has been mention a major limitation in CNNs. Which is in CNNs,
a degradation problem is exposed when the deep network is able to start converging. This
problem is that whenever the accuracy saturates as the depth of the network increases, it then
degrades rapidly [8]. This problem is also known as degradation. Therefore, the paper used

ResNets and DenseNets to solve this problem.

1. ResNets:
ResNets is an improved version of CNN developed by Kaiming He et al [8] for dealing

with this degradation problem in CNN.

Shortcut connection Shortcut connection Shortcut connection

ResNetBlock 1 ResNetBlock 2 ResNetBlock 8
Conv 7°7 Max poll 7*7 Conv 3*3 Conv 3*3 Conv 3*3 Conv 3*3 Conv 3*3 Conv 3*3
image [ Stride=2 o Stride=2 Stride=1 - Stride=1 b Stride=1 P Stride=1 » cgog p  Stride=1 P Stride=1 P Avg poll | fc
Padding=3 Padding=3 Padding=1 Padding=1 Padding=1 Padding=1 Padding=1 Padding=1

Figure 2.1.3 Shortcut connections in ResNets [6].
Figure 2.1.2 shows the joins achieved by simple identity mapping, whose output is

added to the output of the stacked layers; which this pure identity mapping is used as a bypass.
This means that with sufficient depth, ResNets can improve the performance and combine

image features by summing them before they enter the layer [6].

() Weakness / Limitation of ResNets:
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However, ResNets has weakness too, including complexity, vulnerability to overfitting

and restricted interpretability [9].

2. DenseNets:
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Figure 2.1.4 Concatenate in DenceNets, they are listed as (a) Concatenate is DenceNets, (b) Architecture of

DenseNets [6].

If a convolutional network contains short connections between layers close to the input

and layers close to the output, the depth, accuracy, and training efficiency of the convolutional

network will be greatly improved. DenseNets is a model designed through this idea by Gao

Huang et al [10]. Figure 2.1.3 shows that DenseNets use a feed-forward approach to concatenate

feature maps learnt from different layers so that for each layer, the input feature maps are the

outputs of the feature maps of the previous layers [6].
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(i) Weakness / Limitation of DenceNets:
However, DenceNets has a weakness too which is feature maps of each layer are

spliced with the previous layer, and the data is replicated multiple times. The number
of model parameters expands linearly with the number of network layers, eventually

resulting in an exponential rise in compute and memory overhead during training [11].

2.1.3 Proposed Solutions

1. ResNets
The solution that can resolve this is transfer learning with a modified architecture. This

is started with a pre-trained ResNets model as a base architecture, which benefits from the
complexity and representation power learned on a large dataset like ImageNet. Then, modify
and fine-tune this base model to suit your specific task while addressing the other limitations.

2. DenseNets
Implement a dense block compression technique to reduce the number of feature maps

within each dense block. This can be achieved by applying dimensionality reduction techniques
such as 1x1 convolutions or pooling operations to decrease the channel dimensions of feature
maps. By reducing the number of feature maps within a dense block, you can maintain

expressive power while controlling the model's growth in parameters [12].

12
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2.2 Application of Image Processing in Fruit and Vegetable Analysis: A Review (Shiv
Ram Dubey and Anand Singh Jalal) [13]

2.2.1 Review Summary
According to the paper, images are an essential source of data and information for

digital image analysis and image processing technology [13]. However, the paper mentions that
the existing dedicated imaging system on the market, where users can get results by pressing a
few key buttons is not very versatile and mostly they are costly. Moreover, it is difficult for the
user to understand how the results are generated due to a lack of basic knowledge of imaging

systems.

Additionally, the paper also mentions that the recognition system is a grand challenge
for the computer vision to achieve near-to-human levels of recognition [13]. This might be
because image-based analysis of fruit and vegetables, such as variations in shape, color, texture,
illumination, background, and defects. Therefore, there needs to trade-offs between accuracy,
speed, and cost of different methods.

Consequently, this paper focuses on 3 areas, which are fruit and vegetable recognition
and classification, fruit disease recognition and classification and the multi-class classification

method.

1. For fruit and vegetable recognition and classification, the paper surveys the
literature for the techniques used for recognizing and classifying different types of
fruits and vegetables based on their color, texture, shape, size, density, and other
features [13]. It also covers the application of image processing in food quality, safety,

and nutrition assessment.

2. For fruit disease recognition and classification, the paper reviews the approaches
proposed for detecting and identifying fruit diseases using images [13]. It also covers
the use of advanced techniques such as thermal imaging, hyperspectral imaging, and

multispectral imaging for detecting segmentation and classification.

3. For the multi-class classification method, the papers propose a method to classify
fruits and vegetables into multiple categories using binary classifiers and unique 1Ds
for each class [13]. It uses the “minimum distance” of the binary outcome to the class
IDs as the criterion.

13
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Lastly, the paper compared the different features and classifiers between two datasets,

which are fruit and vegetable classification (15 categories and 2615 images) and fruit disease

recognition (4 categories and 391 images). So, the paper compares them by using colour and
texture features such as GCH, CVV, BIC, UNSER, LBP, CLBP and ISADH. Also, it uses SVM

and KNN as the base learners for them [13].

1. Using GCH, CVV, BIC, UNSER, LBP, CLBP and ISADH Features Considering
MSVM as a Base Learner in the RGB and HSV Color Spaces:

—8-GCH_RGB
—#-CCV_RGB
——BIC_RGB
—UNSER_RGB
—+ISADH_RGB

Average error (%)

( . . . . : .
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—#CCV_HSV
——-BIC_HSV
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—#-ISADH_HSV

Average error (%)

20 25 30 35 40 45 50 55 60
Training examples per class

Figure 2.2.1: Average Fruit and Vegetable
Classification Error using GCH, CVV, BIC,
UNSER, LBP, CLBP and ISADH Features
Considering MSVM as a Base Learner in the RGB
and HSV Color Spaces [13].
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Figure 2.2.2: Apple Fruit Disease Average
Classification Accuracy using GCH, CVV, BIC,
UNSER, LBP, CLBP and ISADH Features
Considering MSVM as a Base Learner in the RGB
and HSV Color Spaces [13].

The experimental result above, it shows that the average fruit and vegetable

classification error for RGB and HSV colour spaces are decreasing. While for apple fruit

disease average classification accuracy for RGB and HSV colour spaces is increasing.

2. Comparison of SVM and KNN Classifier using the ISADH Texture Feature in
Both the RGB and HSV Color Spaces:
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Figure 2.2.3: Comparison of SVM and KNN Figure 2.2.4: Comparison of SVM and KNN
Classifier using the ISADH Texture Feature in Both Classifier using the ISADH Texture Feature in
the RGB and HSV Color Spaces for Fruit and Both the RGB and HSV Color Spaces for Fruit
Vegetable Classification Problem [13]. Disease Recognition Problem [13].

However, through a comparison of SVM and KNN classifiers results for fruit and
vegetable classification are increasing by more than 85%. While fruit disease recognition is
increasing only SVM results for RGB and HSV are more than 80%. Other than that, KNN
results for RGB and HSV are only more than 40%.

2.2.2 Limitations and Solutions

1. Multiclass Recognition of Varied Fruits and Vegetables
Because of the input image may contain multiple varieties fruits or vegetables in any

position and in any number [13]. Also, many fruits and vegetables vary significantly in shape,
texture and colour depending on their ripeness. For example, from the paper, oranges can be
green and yellow or mottled and brown [13]. Therefore, it may not be sufficient to use just one
image feature to classify fruits and vegetables, so it is necessary to extract and combine those

features that help to identify produce.

Q) Weakness / Limitation of combined features:
It will increase the computational complexity of the recognition system and

may require significant computational resources. Also, it might overfit if combining a
large number of features or using complex models without proper regularisation or
validation. Therefore, this might reduce the ability of the model to generalise to new

and unseen data.

2. Fruits and Vegetables in Plastic Bag
This means that for recognition it might need to add hue shifts and specular reflections

while the fruits and vegetables might put inside a plastic bag [13]. Therefore, it needs to

15
Bachelor of Computer Science (Honours)
Faculty of Information and Communication Technology (Kampar Campus), UTAR



CHAPTER 2

different classifiers that can produce different results. However, it needs settle the problem of
choosing the type of classifiers.

() Weakness / Limitation of color correction:
Accurately correcting for hue shifts and specular reflections caused by plastic

bags is a challenging task especially when the plastic bags are made of different

materials.

3. Performance of Fruit Disease Recognition System
The paper mentions that its performance depends on defect segmentation, hence the

need for accurate defect segmentation [13]. While the more training examples there are, the
longer the training time of the system will be [13]. Therefore, the performance of the system is
bound to be better when the system is trained using fewer training examples only.

(i Weakness / Limitation of defect segmentation:
Developing accurate defect segmentation techniques can be complex can may

require manual labelling of training data, which can be both time-consuming and

expensive to obtain.

16
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2.2.3 Proposed Solution

1. Multiclass Recognition of Varied Fruits and Vegetables
Deep learning models like Convolutional Neural Networks (CNN) and Long Short-

Term Memory (LSTM) networks can be used for multiclass fruit and vegetable categorization
[14].

2. Fruits and Vegetables in Plastic Bag
To identify fruits in plastic bags, a block classification-based technique has been

suggested. Based on the findings of edge detection of R-G grayscale pictures, this approach
segments original images into irregular chunks. Based on the colour and texture information
that were retrieved from blocks [15], a support vector machine then divides these blocks into
fruit blocks and non-fruit blocks.

3. Performance of Fruit Disease Recognition System
Use Semi-supervised learning approaches, where a small amount of data is manually

labeled and the remainder is automatically classified based on the manually labeled data, can
be used to accurately separate defects [16]. This can minimize training time, approaches like

transfer learning may be utilized, where a pre-trained model is fine-tuned on the fresh data [16].

17
Bachelor of Computer Science (Honours)
Faculty of Information and Communication Technology (Kampar Campus), UTAR



CHAPTER 2

2.3 Study for Food Recognition System Using Deep Learning (Nareen O. M. Salim et
al) [17]

2.3.1 Review Summary

The paper has mention that the technigues have been commonly used to detect food
characteristics, including electronic noses, computer vision, spectroscopy, and spectral imaging
[17]. A large amount of numerical data related to food characteristics can be collected by these
methods. Therefore, it is important to analyse the data for these methods because the huge
amount of data includes a lot of repetitive and irrelevant material [17]. However, to handle such
a huge amount of data and extract useful features from the acquired data and how to apply these
methods to the complexity of the real world is challenging [17]. Also, the paper mention that
their device while recognises food in real time at the customer’s end is without contact with
external computer resources while the others’ image recognition process takes place on a server,

so it causes not allow for interactive operations due to contact delay [17].

Additionally, the paper also mentions that food recognition is a challenging puzzle
because foods are diverse (sometimes they are different within the same group of foods) [17].
Therefore, the paper uses fine-grained image classification and multi-food image recognition
system (Multi-Kernel Learning Region (MLK)) to identify colour, texture, gradient and SIFT
extracted by multiple detectors. However, there are still limitations in placing food on a white
plate and taking photographs of the food to calculate the quantity of food as well as using a
checkerboard grid.

To handle this, the paper mentions that there is several data analysis methods (PLS,
SVM, Random Forests and k-NN) have been developed for modelling and processing large
amount of data [17]. So this paper is focusing on the concept and challenges of food recognition

and reviews various techniques and application of deep learning in this field.

In addition, this paper uses datasets, algorithms, implementation systems, accuracy
rates and significant goal satisfaction methods to analyse and compare successful results and
commonalities of food recognition methods and presents them in tabular form. So through the
table it can shows that the researcher relied on different datasets (Mangosteen Detection, Food
101, Indian Food, Food Dataset and etc.) rather than other dataset and CNN, DNN, SVM, PCA,
MLP and KNN are the most used algorithms in this flied [17]. Therefore, the system that
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implements this paperwork is stall movement and computer system rather than other systems.
However, the accuracy of the work of this paper is in the range of 70% to 100%.

In conclusion, by using these method and techniques, the paper has powerful structures,
frameworks, and functions. However, the research of this paper is more oriented towards the
field of modern food identification.

2.3.2 Limitations

1. Constraints on Food Placement and Photography
To improve the performance of real-time food recognition, it is recommended that user

to place the food on white dishes and captured using a checkerboard [17]. This shows that the
current system for food recognition and quantity estimation has constraints in terms of how the

food is presented and photographed.

(M Weakness / Limitation of solution using white dishes and captured using a
checkerboard:

For some situations like there is no white dishes or user didn’t capture the food
using a checkerboard, this can be cumbersome and may not always be practical for users.
This limitation can impact the system’s usability and flexibility since it imposes specific
conditions on users when they want to use the technology for food recognition and quantity

estimation.

2. Server-Based Image Recognition
The paper mentions that many existing systems rely on performing image recognition

processes on servers, which can introduce delays due to data transmission and processing [17].
This can hinder real-time and interactive usage of food recognition applications. Therefore, the
paper mentions that identify food products in real-time on the customer side without require

contact with external computer resources which allows customers to use it interactively [17].

(1) Weakness / Limitation of real-time on customer side without require contact
with external computer resources:

However, customer side devices (smartphones or tablets) may have limited
processing power and memory which can performing complex image recognition tasks in
real-time can consume a lot of resources, potentially leading to performance degradation
or even crashes on less capable devices.

19
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2.3.3 Proposed Solution

1. Constraints on Food Placement and Photography
Using “image segmentation” algorithms to isolate the food from the backdrop and

estimate its volume and calories independent of the dish's colour or pattern is one way to
circumvent the restrictions on food placement and photography. Utilizing interactive
segmentation techniques, which enable users to manually modify the food zone and fix any
issues with the automated segmentation, is an additional remedy [18], [19].

2. Server-Based Image Recognition
Using Mobile Edge Computing (MEC) methods is one way to address the flaw or

restriction of real-time image recognition on customer-side devices. MEC allows for dispersed
data processing close to the source, which lowers latency and bandwidth usage [20]. Another
option is to apply deep neural network "model compression” techniques to scale down their
size and complexity, making them more appropriate for portable devices [21]. These solutions
can fulfil the need for internet picture transmission, enhance real-time image identification

precision, and ease core network load [20].
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24

241

Food Handlers’ Food Safety Knowledge, Attitudes, and Practices in Taman
Negara, Kuala Tahan [22]

Review Summary

The place of study, hosted in Malaysia, at the famous tourist location of Taman Negara,

centralized on food safety knowledge, attitude and practices of food handlers. The paper

highlighted the pivotal role of food handlers in providing clean, safe food and decreasing the

rate of foodborne illnesses.

Key findings of the study include:

Food Safety Knowledge: The Food handlers” knowledge of Food safety and Hygiene
in Kuala Tanah was good, with a mean score of over 4.50 [22]. This shows that food
handlers in these groups strongly concur that food handling must comply with health
standards [22]. The results of this research indicate that this literacy is important to
guarantee the protection of the food that catered to the public, especially in those places
like tourist attractions.

Hygiene practices: The investigation identified food handlers’ hygienic practices and
established that staff generally observed Good Hygiene Practices (GHP). This included
cases of proper hand washing, and food preparation areas that were safe from pests.
Because of this, the incidences of diseases and famine were lessened. The study
emphasized on the fact that things could be done to further clean the kitchen floors
alongside the fact that they were clean.

Training and certification: The study showed that the food handlers with certification
had better food safety knowledge in comparison to those who did not possess the
certification. The findings show that certification programs influence the engagement
of food handlers which involves continuous education and training and skill
development.

Data analysis: The discussion was conducted with the use of SPSS IBM version 22
[22]. The development of such a software helped the researcher to interpret the gathered
data on the food handlers correctly and, eventually, derive useful conclusions.

Room for Improvement: Students can use flash cards to go over the vocabulary words
and definitions that were taught in the class. This will allow the vocabulary to become
part of students’ language and help them remember it for a longer time. Therefore, this
research underlines the importance of awareness and supervision to keep the level of

food safety at the highest level may work.
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In conclusion, this study concludes that although food handlers in Kuala Lumpur
Mahanta Manigala generally have good food safety knowledge and practices, there is still a
need for improvement in certain areas. The study emphasised the importance of continuous
education and supervision in maintaining high standards of food safety [22]. The study also
highlighted the role of certification schemes in equipping food handlers with the necessary
knowledge and skills to ensure food safety. The findings of this study are particularly important

given the region's popularity as a tourist destination.

2.4.2 Limitations and Proposed Solutions

1. Limited Scope of Training Content

The findings of the study indicate that the training materials given by the
Ministry of Health are quite generic and may not be able to specifically voice out the
situation that they are facing [22]. Various individuals who migrate are born in other
locations; they have attended different educational institutions; and some of them not
familiar with the language of the location where they reside. Currently, a 3-hour
training is widely used to train the entire team across food handlers in the respective

areas of concern.

o Weakness / Limitation: The current training material only cater for a general
approach, and hence, it may fail to address the food handlers' specific area of
interest, causing both inadequate understanding and different interpretation by
them. This could prove to be a problem for them if the said information does
not correspond to their concept or does not make much sense to them due to
their level of education or English language proficiency resulting in a gap in
the essential knowledge of food safety that they should have.

o Proposed Solution: In order to deal with this challenge, the first step should
include designing highly specialized training schemes. These programs should
be structured following an assessment of food safety knowledge, attitude and
practice and it should be inclusive of all demographics, for instance, young,
old, churchgoing, female, poorly educated and the poor [22]. Individual
training courses catering to understanding and applying food safety policies by

food handlers will enhance the overall situation.
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2. Lack of Comprehensive Waste Management Systems

The study points out that the restaurants at Taman Negara have inadequate
solid waste disposal systems which lead to disposed waste ending in rivers. This is a
two-fold challenge because it means that the residents of the settlement now have to
endure their waste contaminating the river that they depend on in terms of food, water,
and livelihoods [22].

o Weakness / Limitation: With an inefficient waste management system, our
environment will be prone to pollution, and can also affect the cleanliness and
hygiene standards restaurants will be conducting their operations. The neglect
may bring wide range of health impacts to the aquatic environment and to the
people who regularly visit the restaurants.

o Proposed Solution: It is vital that these restaurants develop and implement a
good waste strategy which will undoubtedly play a key role. In this interim
they need to make up their minds on what actions to take which should be
aimed on limiting any possible negative consequences. It entails that no waste
flows into the river and that the established hygiene routes are adhered to as

regards the cleanness in a dining area.
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25 Development of Safety Assessment System for Food Premises [23]

25.1 Review Summary

Carried out by the servicemen from Universiti Pahang Malaysia and other local
institutions, the paper canters on the design of a safe workplace for foodstuffs service [23]. It
reminisces the need of food safety and the magnitude of food handlers' involvement in
preventing foodborne illnesses [23].

Key findings of the study include:

e Food Safety Concerns: The work highlights the fact that safety in the food industry is
a worldwide issue, and it is estimated by the WHO to be connected to 300 million
hospitalizations and 420 thousand deaths resultant from contaminated food. It shows
the key role of food-workers in the practice of food safety that cross the production,
processing, storage, and preparation system [23].

o Safety Assessment System: The research will produce a safety system that tests
samples of food premises using an excel sheet that will be used to establish its reliability.
The system is expected to bring efficiency in auditing food premises. This system
works to assist in the ergonomic determination of the respective scores and grades,
which enhances the recording and recovering easiness. [23].

o Usability Testing: Survey with the System Usability Scale (SUS) among expert panels
and food premise owners conducted which scored 69.6 which is greater than the
average. This suggests that the system is usable and is likely to meet its intended
purpose.

e Recommendations for Improvement: The study proves a thumbs up but at the same
time, it shows that there is still a long way to go when aiming at optimizing the system

to secure better success.

In conclusion, the study successfully develops and validates a new safety assessment
system for food premises, which could potentially streamline the assessment process and
contribute to higher food safety awareness and standards [23]. The study also calls for

continuous improvement and user feedback to refine the system.
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2.5.2

Limitations and Proposed Solutions

1. Limited Training Content Adaptability

'Plating' refers to a concept or two involving coming up with food for the
photographic purposes of instruction or promotional stuff. These restrictions may result
from unmet conditions such as the positioning of the camera, lighting, or the deduction
to adhere to guidelines that make the food look tasty and reflect the exact dish. Limiting
the power of these instruments may cause their beneficial properties to be lost.

Ultimately, it is better to find ways to overcome them and at the achieving of the aims.

o Weakness / Limitation: There is no aspect of training related to food quality
recognition in the current setting that fit users from different demographic
settings in the society. It would be a failure to consider user’s individual needs,
since the skills conveyed may simply not be appropriate or fit to the context
(rate of learning, cultural).

o Proposed Solution: Therefore, it is recommended to establish a system of
lessons for individual training purposes. The courses enabled by such
initiatives must provide tutoring and academic support that caters to different
user profiles through provision of the necessary materials, differentiated
techniques and multiple languages. The objective is to draw users’ attention to
all the necessary materials to help them conceptualize and practically apply

safety food measures.

2. Constraints on Food Placement and Photography

These occasions represent the confinements of whenever you are working with
food for photos of that you would like to put in in your training or promotional material.
The lack of the ability to precisely reproduce the colour, texture, and the appearance of
the food may be caused by the setting of equipment, lighting conditions, or adherence
to guidelines to make the food look attractive and reflect the recipe. Overcoming the
mentioned disadvantages is the key to creating visual aid systems that are also both

meaningful and visually appealing.

o Weakness / Limitation: A specified system has to be used for the food image
recognition purpose and it requires serving food with white dishes and placing
the forms in the checkerboard for the system to be able to process the food.

There are cases where users are denied access to some public zones just to
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comply with the system’s conditions, effectively setting a limit to the
applicability of the system [23].

Proposed Solution: The paper presents the universal solution on how to
overcome this issue by implementing state-of-the-art image segmentation
techniques. The purpose of this approach will be to distinguish the food items
from the reference frame to transparently give exact volumes and calories
without the influence of the item’s colour or pattern. On the other hand,
interactivities could be applied as a derivative technique of enabling users to

correct recognized selections, thus ensuring higher precision [23].

3. Server-Based Image Recognition

2.6

26.1

Server-based image recognition involves processing and analysing images on

a central server rather than a local device. This method is typically used in applications

that require powerful computational resources to recognise complex patterns or details

in an image. It is a common approach in situations where real-time analysis is not

important or where the device capturing the image has limited computational power.

@)

Weakness / Limitation: The reliance on server-based image recognition in
existing systems can cause delays, affecting the system’s ability to provide
real-time feedback and hindering its practical use.

Proposed Solution: The research recommends the adoption of Mobile Edge
Computing (MEC). MEC processes data closer to the data source, which can
significantly reduce latency and bandwidth usage. Furthermore, the paper
suggests applying model compression techniques to deep neural networks,
making them more efficient and suitable for deployment on mobile devices,

thus facilitating faster and more reliable image recognition.

Smart Supervision for Food Safety in Food Service Establishments in China:

Challenges and Solutions [24]

Review Summary

The paper furthered micro-issues of food safety in FSEs in China and demonstrated

barriers in policy implementation among the control of the government. A new ‘smart

supervision,” method to solve the problem will be proposed. Study brings these facts to the fore

on account of worldwide occurrence of foodborne diseases and implementing health policies

suitable for food safety. [24].
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Key findings of the study include:

o Food Safety Policies: The article will focus on how China seeks to achieve this noble
goal by implementing policies such as scheduled inspection and criteria for grading
that are risk based. Among the benefits that this policy report cites are the poor
implementation of these policies and ascribe it to factors like poor monitoring plus
government officials’ turnover matters.

e Smart Supervision Solution: Facing these problems, there occurs a smart supervision
system based on the web and 2D barcode technique [24]. This system is devised with
three main objectives to wit consecutively — quickening the implementation process,
reducing workload of an individual and facilitating proper policies implementation.

o Pilot Application: As a trial supervision system in Jilin province, this model has
worked, providing highly positive impacts on governance in social perspective and a
more competent regulatory activity [24].

o Implications for Policy Implementation: The results indicate that the incorporation
of the technology in food safety supervision can play a critical role in implementing
the policies effectively The research, too, provides the reasons for government backing

homes and also demand a stable funding to sustain project work.

In conclusion, the study provides valuable insights into the obstacles hindering
effective food safety supervision in China and offers a technologically driven solution to
overcome these challenges. It serves as a reference for other regions and governments seeking
to implement similar food safety policies, stressing the importance of innovation, government
backing, and stakeholder involvement in ensuring food safety [24]. The paper’s implications
extend beyond China, offering a framework for global application in the pursuit of reducing

foodborne illnesses.

2.6.2 Limitations and Solutions

1. Heavy Individual Workload and High Turnover Rate of FSEs

The study pinpoints that one of the main obstacles to policy implementation is
overload of inspectors and high fluctuation level of FSEs tour visits. This in turn

confounds the task of inspectors to remain on top of the compliance obligations.
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o Weakness / Limitation: The individual workload can increase significantly to

an extent of making the inspectors become mentally and physically tired which
might make them inefficient. As another point to consider, the astronomical
rates at which FSEs recede the field adds as an additional complication as
regulators find it difficult to observe the landscape of FSEs since the scene is
always changing.

Proposed Solution: To confront the work force and labor drain, the study
proposes the introduction of the smart overseer systems. Two 2D barcoding on
mobile Internet would be employed for the inspection system in which the
inspection process is simplified [24]. It might potentially reduce the workload
by functioning as a performance enhancement tool as well as a method of
developing employees through automating some tasks and keeping records of

the decrease in the turnover rates.

2. Lack of a Monitoring and Evaluation System

Furthermore, another shortcoming is unveiled in a monitoring and evaluation

system without proper robustness. This interrupts tracing and monitoring food safety

measures. It thus becomes difficult to estimate the policy's performance.

o Weakness/ Limitation: Without having a monitoring and evaluation process,

it s hard to say whether their policies were a hit or just a miss, and also to know
to what areas for improvement. Feedback is the process that conveys feedback
from consumer and therefore this mechanism is neglected that resulted in
continuous practices which may be not effective as to the assurance of food
safety.

Proposed Solution: The development of the indicators and ability to monitor
and control the process are the main aspects of implementing this system into
the smart supervision framework. That would also entail the designing of a
digital tool for conducting surveillance over the compliance of this measure

and the performance of food safety rules in a real-time mode.
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2.7 Fruit Quality Recognition using Deep Learning Algorithm [25]
2.7.1 Review Summary

Having the researchers from the College of Electronics and Telecommunication at
MITWPU in Pune, India as the study co-Author, this study has designed a model that uses deep
learning techniques for the purpose of fruit quality recognition [25]. According to the study,
factory fruit sorting automation is a useful method for industrial settings to raise productivity
and achieve higher accuracy levels.

Key findings of the study include:

e Deep Learning Application: Fruit classification model was successfully organized
along CNN lines showing clearly visibly performance [25]. The model obtained 95%
accuracy after applying of 50 epochs to the fruits 360 dataset for training it and which
has 131 different fruit and vegetable classes [25].

o Fruit Classification: The model had, indeed, made it very easy to sort fruits by choices
of whether they are: good, raw, damaged. This showed how deep learning could be
used to automate the sorting processes in industrial applications.

o Dataset Utilization: Showing the ability of the CNN for image recognition based on a
broad dataset of data underlines its significance for correct fruit classification because
of the complexity of its nature.

e Automation in Agriculture: Research has shown the reason for using automation in
agriculture, especially developing country, which are mostly manual during pre-harvest

operations and post-harvest stages.

In conclusion, the paper presents a promising approach to fruit quality recognition
using deep learning, which could significantly benefit the agricultural industry by enhancing
the sorting and grading processes. The study's findings are particularly relevant for countries
with labour-intensive agricultural practices, offering a technological solution to improve quality

control and efficiency.
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2.7.2 Limitations and Solutions

1. Limited Dataset Variability

This restriction is with the study only because of the size of the dataset and not the
general situation. In this case, the model was trained on a dataset that only included three
categories of fruits: Hollywood, on the other hand, usually puts more emphasis on spectacle,
speed, and visual effects. Therefore, there is a likelihood that the extracted key features
might not be those that are traditionally considered to be the most important for discerning
the fruity character of wine. As an example, many fruits carry a lot of cosmetic flaws such
as bruises, being discoloured or infected by a disease, which are not considered by the three
categories. Subsequently, the model would struggle in terms of classification when
presented with fruits that were not in the mode’s training dataset. The suggested approach
is integrating the variety of the dataset that contemplates the fruit types and that account
those conditions for the fruits in its broader spectrum. This depends on this will help to
enhance the model performance and its capacity to generalize.

o Weakness / Limitation: The study utilized the fruits 360 dataset that includes 131
different fruit and vegetable varieties [25] to practically bring the different
combinations of red, yellow, and green colors to the screen. However, the model
was trained only on three categories of fruits: genuine, adorable, and wearable
pieces of clothes [25]. On the downside of this narrow case there may not be the
necessary range to accurately represent the broad spread of fruit conditions
encountered in real life.

o Proposed Solution: For future research into the model's robustness and
applicability, consideration must involve utilization of a wider range of data that
consists of more variety and includes different fruit conditions and types. This will

in part support the models precision and generalization.
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2. Model Generalization

Model generalization is the focal area of machine learning. Here a model is said to
show good generalization capability when it performs efficiently in predicting new unseen
data. In this study, the deep learning model performed very well in predicting the class of
a given fruit, when it reached the 95% accuracy, however, the model's generalization to
fruits it was not trained on is still not clear. Moreover, the research fails to provide
information on how it will perform in areas where unseen fruit types or conditions are
present which is an important detail in real-world applications. Thus, suppose the model
was produced based on the photos of apple, orange, and banana. It may have not been as
effective when faced with images of pineapple and mango. However a modeling that
achieves such performance on training data only faces a usual problem in machine learning
known as overfitting, where a model performs well on the training set but gives a poor
result on new, unseen data. The suggested solution is to execute the next tests and studies
with both fruits that may not have been included in the training dataset after the tests that
only included those fruits presented on the training dataset are done. This could involve
multi-source data validation or the actual testing to make sure the model retain performance

while trying to categorize fruits of different classes.

o Weakness / Limitation: Although the model demonstrated an accuracy of 95% in
predicting the shelf life of the fruits that it was trained on, the level at which it will
generalize to other fruits that were not part of the training set could not be proven.
The unknown response of the device to various fruit types and forming conditions
is missed, what is necessary for a practical application.

o Proposed Solution: Lastly, this validation must be done on greater number of
fruits, this includes fruits that are not present in the training set. This could involve
such as a cross-validation technique or original simulation in order to check the

model's ability as far as a diversity of fruit classes is concerned.
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2.8

2.8.1

Pattern Recognition Techniques In Food Quality And Authenticity: A Guide On
How To Process Multivariate Data In Food Analysis [26]

Review Summary

Given by a group of researchers from all over the world, the study represents a

compendium of basic principles and algorithms of chemometric tools of pattern recognition

applied in food analysis for the purposes of quality evaluation and authenticity determination.

The paper advances the position that food authenticity and safety can be guaranteed only

through the practice of these techniques.

Key findings of the study include:

Food Integrity: Study deal with the food integrity term in which quality, safety and
adulteration regards to food commodities are included [26]. The concept of food
security is crucial in terms of realizing the product's adherence of labels on quality,
including a declaration of desired constituents and omission of unwanted substances
[26].

Analytical Techniques: Some of the analytical methods and acquisition principles of
food analysis are addressed in the article. Traditionally, these methods are divided into
two groups: spectroscopy, separation techniques, sensors, and image-based methods.
They are key as means of getting multivariable data useful in morphology.
Chemometric Tools: The study focusses on the main pattern recognition chemometric
techniques which include Principal Component Analysis (PCA) and Hierarchical
Cluster Analysis (HCA) that have been used to accomplice the differentiation and
interpretation of the complex food analyzes.

Applications and Advantages: For simpler explanation, multivariate data processing
in food analysis is explained with practical examples and the advantages and
disadvantages of this method are also presented [26]. Such registration of the certain
parameters occurs against the background of databases like the EU-Wine one to detect

the natural variances within the determined qualities of a commaodity [26].

In conclusion, the study asserts that the application of pattern recognition techniques

in food analysis is indispensable for ensuring food quality and authenticity [26]. It calls for

continuous improvement and development of analytical methods and protocols to keep up with

the evolving challenges in food integrity assessment.
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2.8.2 Limitations and Solutions

1. Complexity of Food Systems

The food systems consist of the stages from food formation until its utilization,
consisting of growing, gathering, processing, packing, transporting, selling, and wasting it.
This is due to complexity of systems because of the vast extent of possibilities that include
poor handling and mismanaging at any stage. Promoting commendable food quality, which
refers to quality, safety, and prevention of misbranding of the foodstuffs is difficult due to
this elusiveness [26]. It's crucial for the product to adhere to its label in terms of quality,
including the presence of specified constituents and the absence of undisclosed substances
[26].

o Weakness / Limitation: This article brings to light the complexity of food
systems. Moreover, it elaborates how difficult it is to maintain the authenticity of
food due to the fact the almost everything can be tampered with or adulterated.
This complication within this subject matter is somehow making the designers of
these analyses verily difficult to be consistent in their work concerning all aspects
of the quality and safety of food products.

o Proposed Solution: Such lines may encourage the usage of advanced analytical
units and multivariate data modeling in order to get better monitoring systems for
food safety. It does not omit the note that a comprehensive multifaceted health of

food systems should be achieved by means of cooperation of different approaches.
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2. Data Interpretation Challenges

Analytical techniques applied in the modern food realm generate massive volumes
of data (input parameter, processing, and output statistics). Understanding these datasets
can become hard though you get no help from chemometrics which do statistical and
mathematical work related to chemistry. The tools described above make the task of
separating the wheat from the chaff of intricate data much easier, thus progressing the
calibration of food safety and genuineness. While the instruments make the data collection
simple, the tools require experience, and one has to be knowledgeable about data
interpretation, creating a problem.

o Weakness / Limitation: Furthermore, the article underscores that the
comprehensive analytics yielding massive data outputs may not be understood
without the support of chemometrics—the right combination of statistical
mathematical tools to help sum up the data.

o Proposed Solution: It is proposed to fight this issue with the use of pattern
recognition chemometric techniques; these approaches can distinguish and
interpret the tough data resulting in improved examination of food’s quality and

authenticity.
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2.9

29.1

Recognition of Food Material and Measurement of Quality using YOLO and
WLD-SVM [27]

Review Summary

2.9.2 Implemented by engineers from the Politeknik Elektronika Negeri Surabaya, the

study will report on the development of the system [27]. to differentiate types of
food materials and detect their quality and defects visually via camera. The system
makes use of the YOLOv3-tiny for detection and which is a combination of Weber
Local Descriptor (WLD) features and Support Vector Machine (SVM) for quality

assessments [27].

Key findings of the study include:

Food Material Recognition: The approach got the score of 82.02% that was used by
the YOLOv3-tiny [27] in object detection [27].

Quality Measurement: The realization of good food quality measure is 83.33 % by
WLD-SVM which is a strong indication of the efficiency and effectiveness of the
system in classifying foods as fresh or not.

Technological Advancement: The work confirms the use of computer vision and
artificial intelligence, a combination that represents a viable and economical approach
for food quality determination.

Practical Implications: The system is capable of identifying, recognizing and
evaluating the quantities of different food products simultaneously. This fact makes it
beneficial, as being used for food safety as well as quality assessments in different

places [27].

In conclusion, the paper details the creation of an innovative system that combines food

material recognition with quality measurement [27]. The system's high accuracy rates

demonstrate its potential utility in food safety applications, although there is room for

improvement in detection accuracy and quality differentiation. The study underscores the

importance of continuous development in the field of computer vision and machine learning to

enhance food quality assessment methods.
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2.9.3 Limitations and Solutions

1. Inconsistent Detection Accuracy

Furthermore, identifying the true nature of food ingredients through the use of a
(such) system is subject to loss in accuracy. The system was implemented on a dataset
resulting in an assurance rate of 82.02%. Nevertheless, in the actual field work, the
precision is likely to be affected by different factors such as the kind of lighting in that
environment, colours and level of shadows present [27]. This kind of erratic condition might
be caused by the system which performs the analysis process and might lead to the
deterioration of the detection accuracy.

o Weakness / Limitation: Precision of system in detection of food items also
fluctuates, and it can detect them with altogether 82.02% of accuracy. Consistency
was disrupted due to varied environments between trained model and real-world
condition like lighting, object colors or shadows [27].

o Proposed Solution: Next up, the dataset could be upgraded to accommodate more
realistic variations and fashion stronger algorithms that could safeguard the model

against different environmental conditions.
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2. Mixed Texture Descriptor Interference

The problem emerges when one Weber local descriptor (WLD) feature is resigned
in combination with SVM to be useful for the evaluation of all meal types. The texture
classifier based on the WLD-SVM model aims to represent the textures of broad variety
food items. Yet the model that is frequently applied to different types of food may be the
root of the problem. Therefore, the model could mistakenly classify fresh and unfresh parts
coming from water chemistry, or the inside of food into varied samples, with the accuracy

shown on the results. This interference is termed as property irrelevant mixed texture.

o Weakness / Limitation: System is based on multiplied WLD-SVM model, this
leads to mixing up when pointing qualities of food substance. These causes provide
an impossibility to distinguish between newly scanned and past scanned images,
which reduce the quality of scanner's classification [27].

o Proposed Solution: To ensure that the model is able to deal with all food types a
separate WDL-SVM model for each food type could be developed, or the existing
model could be fine-tuned so that it can distinguish similar textures of different

food materials.
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2.10 A Review of the Discriminant Analysis Methods for Food Quality Based On Near-
Infrared Spectroscopy and Pattern Recognition [28]

2.10.1 Review Summary

The article presents a critical review of discriminant analysis techniques including
NIRS (Near-Infrared Spectroscopy) and pattern recognition technologies in food quality
assessment [28]. It reveals the importance of these procedures as one of the non-destructive
food quality discrimination methods, which is very critical for the food safety and television

screens.
Key findings of the study include:

o Food Safety and Quality: This review shows the relevance of that NIRS combined
with a pattern recognition as a disruptive method of the food quality process [28]. This
phylogenetic approach avoids intellectual hardship, is accurate, and does not damage
the samples, unlike traditional methods.

e Technological Advancements: It talks about the history of NIRS technology such as
a near-infrared hyperspectral imaging that is the recent development (NIRHSI). This
thing can detect chemical and spatial information from different substances in one
sample [28].

e Methodological Insights: The article explores techniques used for pre-processing,
traditional recognition techniques, and deep learning methods (Convolution Neural
Networks, the abbreviation of CNN) that help enhance food quality analysis [28].

e Future Directions: The paper analyzes the limitations and advocates for future studies,
highlighting the role of pattern recognition in addressing those limitations. The
problems of NIRS-based food discrimination are solved with the use of pattern

recognition.

In conclusion, the paper presents a detailed analysis of the current state and
advancements in NIRS and pattern recognition for food quality assessment, pointing out the

benefits and areas for future improvement in this field.

2.10.2 Limitations and Solutions

1. Limited Data Preprocessing Techniques

Referring to the case of an NIRS (Near-Infrared Spectroscopy), data preparation

techniques are utilized for cleaning and processing the spectral data to make it ready for the
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purpose of further analysis. These techniques can comprise element disparities, baseline
correction, normalization and more. Conversely, underlying technologies capable against
never ever may not very well work for all interferences data can be in the data, such as
instrument noise or environmental conditions. This is pulling down the accuracy of the
predictive methods which depend on the variable selected for food quality judgment by this

discriminant analysis.

o Weakness/ Limitation: The paper discusses that the noise that is coming from the
NIRS device itself, cannot be eliminated and this will in turn effect how the
modeling is done. This means poor stress reduction of the current approach and
may not be able to solve the nuisance of background noise completely.

o Proposed Solution: Future studies could focus on developing advanced
preprocessing methods that are more effective in eliminating noise and other
uncertainties from the spectral data, thus enhancing the robustness of the NIRS-
based discriminant models.
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2. Challenges in Pattern Recognition

Pattern widely recognized is a process of distinguishing trends and repetitions from
data. It is one of the fundamental principles as well as one of the most used techniques in
non-invasive reflectance spectroscopy-based quality analysis of food items [28]. Even
though this is an advantage, there is a lot of ground to cover in this domain. The principle
problem is the so- called "Curse of dimensionality”, which appears to be a disguise of the
complexity and difficulties that is to process the high-dimensional data, encountered with
the NIRS spectral data. In addition to this, pitfalls such as the models fitting the training
data only and not performing well on unseen data (also known as overfitting) and the need
to use documentation reduction methods which will decrease the dimensionality of the data

play an important role.

o Weakness / Limitation: The review states the “curses of dimensionality” as a
challenge in chemometrics due to the confounding measurement of thousands of
wavelengths in the NIRS method. This can become the reason of which the
discrimination power of the patter recognition methods will decline.

o Proposed Solution: Research could be made to narrow down the feature extracting
methods and simultaneously to decrease the spectra diagonal. As a result, deeper
learning techniques such as convolutional neural networks (CNN) have the
potential to offer more advanced and sophisticated tools for recognizing the good

food patterns with NIRS-based determination of its quality.
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2.11

Summary

This section provides a comprehensive summary of the reviews, identifies limitations, and proposes solutions for all the reviewed papers/studies, including a

comparison with the current title “A Mobile Application for Food Quality Recognition”.

No | Name of papers Review Summary Limitations Solutions
(Main author - year)

1. Using Machine Learning Explores machine learning for non-destructive fruit CNNs face degradation problems Utilize transfer learning with modified
Approaches for Food Quality quality detection using CNNs, ResNets, and DenseNets. | with network depth. architecture and dense block compression.
Detection (Jumming Han et al -

2022)

2. Application of Image Processing in Discusses image-based analysis for fruit and vegetable Challenges in multiclass Suggests deep learning models and block
Fruit and Vegetable Analysis: A recognition and disease classification. recognition and handling fruits in classification-based techniques.

Review (Shiv Ram Dubey et al - plastic bags.
2015)

3. Study for Food Recognition System | Reviews techniques for food recognition systems and Constraints on food placement and | Recommends image segmentation
Using Deep Learning (Nareen O. M. | challenges in real-time applications. server-based recognition. algorithms and Mobile Edge Computing
Salim et al - 2014) (MEC).

4, Food Handlers’ Food Safety Focuses on food handlers’ knowledge and practices in Limited scope of training content Proposes specialized training programs and
Knowledge, Attitudes, and Practices | Kuala Tahan, emphasizing continuous education. and waste management systems. comprehensive waste management
in Taman Negara, Kuala Tahan strategies.

(Chemah Tamby Chik et al -2023)

5. Development of Safety Assessment | Develops a safety assessment system for food premises Limited training content Suggests the development of adaptable
System fod Food Premises (Nazmi to enhance food safety awareness. adaptability. training materials and advanced image
‘Imran Makhilan et al - 2021) segmentation.
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‘ 11.

6. Smart Supervision for Food Safety Introduces a smart supervision system for FSEs in China | Heavy workload and high turnover | Implements a smart supervision system
in Food Service Establishments in to improve policy implementation. rate of FSEs. using mobile Internet and 2D barcode
China: Challenges and Solutions technology.
(Taibo Chen - 2020)

7. Fruit Quality Recognition using Develops a deep learning model for fruit quality Limited dataset variability and Incorporates a more diverse dataset and
Deep Learning Algorithm (Prof recognition with high accuracy. model generalization. conducts further testing for generalization.
Sarika Bobde - 2021)

8. Pattern Recognition Techniques In Provides an overview of pattern recognition techniques Complexity of food systems and Advanced analytical techniques and
Food Quality And Authenticity: A in food analysis for quality and authenticity. data interpretation challenges. multivariate data modeling are needed.
Guide On How To Process
Multivariate Data In Food Analysis
(Adriano de Aradjo Gomes - 2023)

9. Recognition of Food Material and Presents a system for recognizing food materials and Inconsistent detection accuracy and | Enhances training datasets and develops
Measurement of Quality using measuring quality using YOLO and WLD-SVM. mixed texture descriptor separate models for different food types.
YOLO and WLD-SVM (Bima Sena interference.
Bayu Dewantara - 2021)

10. | A Review of the Discriminant Reviews discriminant analysis methods for food quality | Limited data preprocessing Application of pattern recognition
Analysis Methods for Food Quality | assessment using NIRS and pattern recognition. techniques. chemometric tools for data classification.
Based on Near-Infrared
Spectroscopy and Pattern
Recognition (Jian Zeng - 2021)

Table 2.11.1 Summary of reviewed papers

Proposed Application: Project Overview Innovative Approach Limitation
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A Mobile Application for Food
Quality Recognition (Connie Tang
Ming Xin - 2024)

The project aims to develop a mobile application for

recognizing food quality and focusing on food safety.

The project stands out for its
comprehensive approach to food
quality recognition, integrating
machine learning models into a
mobile app for real-time

recognition.

Challenges include ensuring data privacy,
addressing model bias, and obtaining user

consent for data usage.

The reviewed studies address a wide range of studies made on food safety and proper identification just by the application of machines that can make use of
computer linguistics and digital image processing. This point discusses the issues at hand and then gives propositions to how they can be fixed. Richings the
text with examples of CNNs, SVMs, and image segmentation, the technical solution puts a strong point on the significance of such instruments for precise food

guality assessment. Furthermore, the mentioned literature is about the huge contributions of these technologies in food security and food products amount

minimization.
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CHAPTER 3
Proposed Methodology/Approach

This chapter explores the design and complexity of a food quality identification app. It starts

with the design specifications, covering the development framework and approach. Then, it

presents the system architecture, use case, and activity diagrams. These visuals offer a clear

view of the system's structure, user interactions, and workflows, giving key insights into the

app's design and operations.

3.1

3.11

Design Specifications

Development Framework and Methodology
Research
e Conduct thorough research on the food tracking/recognition systems available
on the market.
e Identify approaches relevant for image processing, object detection and

recognition models, APIs and tools which are important.

Design
e Design a user-friendly mobile application interface.

e Develop model for object and quality detection.
o Define data for user to view more detailed information about the quality of the
food.

Implementation
e Leverage upon the programming language and framework that match the

criteria of the mobile app development.
o Apply the develop model into application to optimize the application for

performance and resource efficiency on mobile devices.

Testing
e Conduct one stringent testing for the deviation from food recognition model.

o Check the application performance upon the different scenarios and condition

alternatives.
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3.2 System Design Diagram

3.2.1 System Architecture Diagram

Food Recognition Modal (Total: 5000 Images)
Banana Quality Modal (Total: 400 images
Banana Ripeness Modal (Total: 500 Images)
Mango Quality Modal (Total: 400 images
Mango Ripeness Modal (Total: 500 Images)

o

E
g
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% Visual Studio Code

Modals Development
(Developer)

o
2

3
EE‘_
'
L
-
go
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. Result module
android
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Mobile Development
(User Interface)

PC drive
Phone drive

Figure 3.2.1 System Design Diagram
The Figure 3.1.1.1 illustrates the workflow for developing a Food Quality Recognition Mobile

Application. The process is divided into two main phases: model development and mobile
application development. These phases are handled using Visual Studio Code for training

machine learning models and Android Studio for building the mobile application.

1. Models training and development

The model training and development are carried out using Python 3.8.19, managed through an
Anaconda environment in Visual Studio Code. The following five machine learning models are
developed:

o Food Recognition Model: This model recognizes fruits and vegetables from uploaded
images and identifies their type.

o Classes: "apple", "avocado™, "banana", "beetroot"”, "bitter gourd", "blueberry",
"cabbage"”, "capsicum", “carrot”, "cauliflower”, "chilli pepper”, "corn",
"cucumber”, "dragon fruit", "durian", "eggplant”, "finger lady", "garlic",
"ginger", "grapes”, "guava", "honeydew", "jackfruit", "kiwi", "lemon",
"lettuce”, "longan”, "lychee", "mango"”, "mangosteen”, "onion", "orange",
"papaya”, "peach", "pear", "peas", "pineapple”, "pomegranate”, "potato”,
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"pumpkin”, "raddish", "rambutan”, "soy beans", "spinach", "strawberry",

""sweetpotato”, "tomato",

turnip”, "watermelon

, "yam"
e Banana Quality Model & Mango Quality Model: These models assess the quality

of bananas and mangoes.

o Quality:
= 1. Good
= 2. Bad

e Banana Ripeness Model & Mango Ripeness Model: These models assess the
ripeness level of bananas and mangoes.
o Ripeness level:
= 1. Level 1 (notripe)
= 2. Level 2 (ripe)
= 3. Level 3 (over ripe)
= 4. Level 4 (spoiled)

a. Image processing

Before training, all images in the datasets are preprocessed. Preprocessing includes:

o Resizing the images to 256x256 pixels.
o Data Augmentation to enhance the dataset and improve model robustness.
e Background Removal (except for the food recognition dataset).

b. Model Performance Evaluation

After training, the best-performing models are saved locally by “Save Model Module”. These
models are tested on the entire dataset, and metrics such as confusion matrix, accuracy,
precision, recall, and F1-score are generated for each model by “Test Dataset Module”. These

performance result will be manually saved locally.

Once satisfactory performance is achieved, the models are converted into TensorFlow Lite
format by “Convert Model to Tensorflow Lite Module”, making them suitable for integration

into mobile applications.

2. Mobile applications development
The next phase is the development of the mobile application using Android Studio. The
TensorFlow Lite models are integrated into the app for real-time inference. The mobile

application consists of six activity pages:
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e Home Page: This is the main interface where users can choose to upload an image for
prediction by either taking a photo using the camera or selecting an image from the
gallery. Users can also view their previous scan results on this page and access
additional information by proceeding to the More Informationl Page.

o Cropper Page: This page allows users to crop the uploaded images for better analysis
using the "Cropper Module."

o Remove Background Page: After cropping the image, users proceed to this page
where the uploaded image undergoes background removal via the "Remove
Background Module." This step removes unnecessary elements, focusing only on the
relevant food item. Users will see a loading indicator, but the image with the
background removed is not displayed. Once the background removal process is
complete, users are automatically redirected to the Result Page.

e Result Page: On this page, users can view the selected image and the model’s
predictions for food quality and ripeness, generated by the "Result Module." There is
also a 'Show Details' button that allows users to navigate to the More Information2
Page for additional insights.

o More Informationl Page & More Information2 Page: These pages, managed by the
"More Information Module," have the same layout and purpose. They provide users
with more detailed information about the food's quality and ripeness. Additionally,
links are provided for users to read related articles and learn more about the food.

All results generated by the models from the uploaded images are saved to the user's local phone

storage, allowing the scanned food history to be displayed on the Home Page.
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3.2.2 Use Case Diagram

Food Quality Recognition Mobile Application
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Figure 3.2.2 Use Case Diagram
The above use case diagram shown in Figure 3.1.2 effectively captures the core functionalities

and interactions within the Food Quality Recognition Mobile Application. It clearly outlines

the steps involved in image analysis, result viewing, and saving.

1. Key Use Cases and Relationships

e Upload Image: The primary interaction where the user starts the process by providing
an image.

e Crop Image: A mandatory step included within "Upload Image," indicating that
cropping is essential before analysis.

e Remove Background: Another mandatory step extended within "Crop Image,”
suggesting that background removal is necessary for accurate analysis.

e Load Models: A system-level use case indicating that the necessary models are loaded

for analysis.
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e Analyze Image: The core functionality where the system processes the image using
the loaded models.

e Save Results Locally: A system-level use case for storing results on the device.

e View Results: A user-facing use case where the user can see the analysis outcomes.

e View More Information: An optional extension of "View Results,” providing
additional details.

o View Previous Scans: A user-facing use case for reviewing past analyses.

2. Sequence of use cases
e Upload Image -> Crop Image -> Remove Background -> Load Models -> Analyze
Image -> Save Results Locally -> View Results -> View More Information.

e View Previous Scans -> View More Information.

Overall, the use case diagram in Figure 3.1.2 effectively illustrates the main features and
interactions of the Food Quality Recognition Mobile App. It highlights the sequence of actions
from image upload, cropping, and background removal to model loading, image analysis, result
viewing, and saving. Optional actions like viewing more information or previous scans enhance

user experience, providing a clear and streamlined process flow for food quality recognition.
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3.2.3 Activity Diagram

1. Activity Diagram for Uploading Image from Gallery

Select image Reselect Crop/Rotate/Flip

. No then proceed] . P Proceed
from gallery image selected image
T Ye Yes
Load Food Remove
(Food Type == banana || Food Type == mango) ", g Type Recognition Background
Model process
Display "Check Loa(;ll\l?lanana
for quality?" and an ) ango
"Check for <+——  Quality and
ripeness?” Ripeness (Food Type != banana && Food Type != mango)
P . Models
i ‘ Load Mango
Quality Model
Displ
Click "Check Click "Check Chee
; on I
for ripeness? for quality? quality?”

Display the
return that
result from the
model

Save the result
to local

Figure 3.2.3 Activity Diagram for Uploading Image form Gallery
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2. Activity Diagram for Uploading Image by Capture from Camera
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Photo image
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Figure 3.2.4 Activity Diagram for Uploading Image from Camera
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The above activity diagrams in Figure 3.1.3.1 and Figurer 3.1.3.2 are similar. Their outlines the

steps involved in uploading an image from a gallery or take photo by camera in a food quality

recognition mobile application. It demonstrates the decision points and actions taken based on

the user's choices and the type of food being analyzed.

Key Steps and Decisions

Start: The process begins.
(Gallery) Click “Gallery”: The user clicks the “Galley” button to select an image.
(Gallery) Select Image from Gallery: The user chooses an image from their phone’s
gallery.
(Camera) Click “Take Photo”: The user click the “Take Photo” button to capture an
image of the food.
Crop/Rotate/Flip (Optional): The user has the option to crop, rotate or flip the
selected image.
Proceed: The user confirms their selection and proceeds to the next step.
Remove Background: The background of the image is removed.
Food Type: The system determines the type of the food in the image by Food
Recognition Model.
Load Maodels: The appropriate models are loaded based on the food type.
o If banana or mango, then loads both their quality and ripeness models.
= Display Questions: The user is presented with options to check for
quality and ripeness of the food.
o Else then only load mango quality model.
= Display Question: The user is presented only option to check for
guality of the food.
Analyze Image: The system analyzes the image using the loaded models.
Display Result: The analysis result is displayed to the user.
Save Result to Local: The result is saved to the phone’s local storage.

End: The process concludes.

Overall, the activity diagrams provide a clear visualization of the steps involved in uploading

an image, analyzing its quality and ripeness, and saving the results for user review from history.
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3. Activity Diagram for More Information

Click "Show Load and
Details" read data.csv

Figure 3.2.5 Activity Diagram for More Information
This activity diagram illustrates the process of retrieving and displaying additional information about the recognized food item based on the result from the

Food Recognition Model.

Food Type
(result return from
food recognition model) ==
Food_type (from
data.csv)

Display default
null value

Yes

Read the row
data for that
Food Type
from data.csv

Display the
Food Type's
information

Key Steps and Decisions

e Start: The process begins.
e Click “Show Details”: The user initiates the process by clicking the “Show Details” button.
e Loads and read data.csv: The system loads and reads the contents of the data.csv file.

o Data includes (below is first 5 examples in data.csv):

i Food_type  Ivitamin age_na pick bad

more
: ®yitamin C, Vitmin 4, Vitamin K apple_good_ba https:iwww.wikinow. com/Chaoose-an-Apple null https: a c html

g o Vitamin E, Vitamin K, Vitamin C, Vitamin B&  av _ba https:iwww.wikinow. comiTell-it-an-Avocade-Is-Ripe https:/hwwew. wikihow.com/Tellf 2n-Avocado-is-Bad https:/helpmechoosemyfruitandveg.com/avocado. html
EM bananz Vitamin BS, Vitamin C, Vitamin A 3 = 2 https:ifww.thesprucessts. comib sel and-storage-1807738 null https: fruita ’ html
[l bectroot Vitamin C. Vitamin B8, Folate https iy, mi comihow-lang-d ked-bests-last/Ehow-long-do-bests-las null https:/helpmechoosemyfruitandveg.com/best. html

Figure 3.2.6 data.csv
= Food_type (the food name),
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= Vitamin (the vitamins of the food),
= Image_name (use for display correct image based on the Food_type),
= pick (a link bring user to view how to pick the food),
= Dbad (a link bring user to view how to know the food gone bad),
= more (a link bring user to view more information about the food).
o Check Food Type: The system compares the food type recognized by the model with the food types listed in the data.csv file.
o Display Default Null Value: If the recognized food type is not found in the data.csv file, a default null value or message is displayed. Possible
reason is because the wrong spelling so cannot be found.
o Display Food Type’s Information: If a match is found, the system reads the row data in the data.csv file corresponding to the recognized food
type. The relevant information for that food type is then extracted and displayed to the user.
Overall, this activity diagram outlines the steps involved in retrieving and displaying more information about the recognized food item, ensuring that user has
access to relevant details when needed.
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4. Activity Diagram for Off Page Link

@

Figure 3.2.7 Activity Diagram for Off Page Link

Bring user to the
pre-defined
website link

Click "(Here)"

The above activity diagram illustrates a simple process where a user clicks “(Here)” is a link to be redirected to predefined external website.
Key Steps and Decisions

e Click “(Here)”: the user initiates the process by clicking on it. This “(Here)” is a link that associated with a predefined URL. So, after clicking will
triggers a redirection to the external website.
e Bring User to the Pre-defined Website Link: The system then navigates the user to the specific external website.

Overall, this activity diagram outlines the simple process of redirecting the user to an external website based on the click event.
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CHAPTER 4
System Implementation and Design

This chapter focuses on the system implementation and design aspects of the Food Quality
Recognition Mobile Application. It presents what have implement into the system and system
overview design/flowchart. These offered insights into the application’s design and

functionality.

4.1 System Implementation
411 Rembg [29]

1. Introduction
Rembg is a tool to remove the background from images. This processing step

ensure that irrelevant or messy backgrounds do not interfere with the model training process.

By eliminating the background, Rembg helps to enhance model accuracy. With a
clean and uniform background, the model can focus more effectively on the surface of the
object, leading to better feature extraction and more precise learning of object details.

Example Comparison: Below is an example illustrating the effect of using Rembg.

09/07/2024 15:22

Figure 4.1.1 Rembg (before and after)
e This is one of the images from the dataset.

e The after image’s background is null, not white color.
Therefore, the model can focus on the surface of the object from the dataset to learn
the details and their different during the model training.
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2. Implementation
This Rembg was implemented in the part of processing image from the dataset. Firstly, the

images from the dataset will be resize to 256*256, then apply together for the data augmentation (to
increase the dataset up to total 100 images for each class) and this Rembg (to remove the image

background). After these all the processed image will be saved into “Preprocessedlmages” directory.

Example below is the original images and processed images for quality dataset:

Figure 4.1.2 Original images

Figure 4.1.3 Processed images

4.1.2 AutoKeras [30]

1. Introduction
Below is the logo of AutoKeras and its short introduction:
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A< AutoKeras

Figure 4.1.4 Logo of AutoKeras
e AutoKerasis an AutoML (Auto Machine Learning) system which a framework

automate create the best neural networks build on top of Keras that fits best to
the dataset.
o Itisdeveloped by DATA Lab at Texas A&M University.
e The goal of AutoKeras is to make machine learning accessible to everyone.
This tool is used to develop the model for core system.

During the development, this tool is helping in the following tasks:

o Image Classification model building: It automates the process of
constructing images classification models, exploring various architectures and
hyperparameters to find the best neural network or the best model with the
most effective configurations.

e Model training and evaluation: The tools streamlines the training process by
automating hyperparameter tuning and model selection. It also evaluates the
model’s performance using validation datasets, ensuring that the best possible
model is identified.

Overall, AutoKeras is a machine learning library built on Keras and TensorFlow
that simplifies model building and hyperparameter tuning using KerasTuner [31]. Its
workflow involves analyzing training data, constructing a suitable search space for neural
architectures and hyperparameters, and finding high-performing values. AutoKeras
supports state-of-the-art models like EfficientNet and BERT, allowing for the use of
pretrained weights. In addition to optimizing model architecture, it tunes preprocessing
steps and training parameters such as data augmentation, feature encoding, optimizers, and
learning rates. By automating these tasks, AutoKeras not only enhances model accuracy
and reliability but also reduces development time, optimizes resource usage, and

accelerates the iteration and deployment process, improving overall efficiency.

2. Implementation
This AutoKeras was implemented in the part of model training. Firstly, install the

package by “pip install autokeras” and then import the library by “import autokeras as ak”.

Example code snippet of a model training by using AutoKeras:
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print("Starting Quality Model Training")

quality_clf = ak.ImageClassifier(
max_trials=3,
overwrite=True,
objective="val_accuracy",

project_name="banana_quality_model”,

directory=quality_model_dir

early_stopping_callback = EarlyStopping(monitor='val_accuracy', patience=5, restore_best_weights=True)
reduce_lr_callback = ReducelLROnPlateau(monitor="val_accuracy', factor=0.2, patience=3, min_lr=6.80e81)
callbacks = [early_stopping_callback, reduce_lr_callback]

quality_clf.fit(train_dataset, validation_data=val_dataset, epochs=58, callbacks=callbacks)

Figure 4.1.5 AutoKeras implemented for model training
Based on above code snippet is a model training for banana quality model. The model running

search trial in 3 times. Each time will be 50 epochs, but will be stop training and reduce the

learning rate by the callbacks (EarlyStopping and ReduceLROnPlateau).

a.

Bachelor of Computer Science (Honours)

Trial

Search: Running Trial #1

Value |Best Value So Far |Hyperparameter

vanilla |vanilla
True |True
False |False
|3
|1
|2
| True
|False
|le.25
|32
|64
|flatten
le.s
|adam
|e.ee1

Search: Running Trial #2

|image_block_1/block_type
|image_block_1/normalize
|image_block_1/augment

| image_block_1/conv_block_1/kernel_size
|image_block_1/conv_block_1/num_blocks
|image_block_1/conv_block_1/num_layers
| image_block_1/conv_block_1/max_pooling
|image_block_1/conv_block_1/separable

| image_block_1/conv_block_1/dropout
|image_block_1/conv_block_1/filters_@_o
|image_block_1/conv_block_1/filters_@_1
|classification_head_1/spatial_reduction_1/reduction_type
|classification_head_1/dropout
|optimizer

|learning_rate

Figure 4.1.6 Running Trial 1

|Best Value So Far |Hyperparameter

|vanilla
| True
|False
|None
|None
|None
|None
|None
|None
|None
|None
|None

| flatten
le.s

| adam
|e.e01

| image_block_1/block_type

|image_block_1/normalize

|image_block_1/augment

| image_block_1/image_augmentation_l/horizontal flip
|image_block_1/image_augmentation_1/vertical_flip
|image_block_1/image_augmentation_1/contrast_factor
|image_block_1/image_augmentation_1/rotation_factor
|image_block_1/image_augmentation_1/translation_factor
|image_block_1/image_augmentation_1/zoom_factor

| image_block_1/res_net_block_1/pretrained
|image_block_1/res_net_block_1/version

|image block_1/res_net_block_1/imagenet_size
|classification_head_1/spatial_reduction_1/reduction_type
|classification_head_1/dropout

|optimizer

|learning_rate

Figure 4.1.7 Running Trial 2

Faculty of Information and Communication Technology (Kampar Campus), UTAR
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Search: R

Value
efficient
True

True

True

global_av,
-]

EGEL]
2e-85

unning Trial #3

|Best Value So Far |Hyperparameter

|vanilla | image_block_1/block_type

| True | image_block_1/normalize

|False | image_block_1/augment

|None | image_block_1/image_augmentation_1/horizontal_flip
|None | image_block_1/image_augmentation_1/vertical_flip
|None |image_block_1/image augmentation_1/contrast_factor
|None |image_block_1/image augmentation_1/rotation_factor
|None |image_block_1/image_augmentation_1/translation_factor
|None | image_block_1/image_augmentation_1/zoom_factor
|None |image_block_1/efficient_net_block_1/pretrained
|None | image_block_1/efficient_net_block_1/version

|None |image_block_1/efficient_net_block_1/trainable
|None |image_block_1/efficient_net_block_1/imagenet_size

g | flatten |classification_head_1/spatial_reduction_1/reduction_type
le.s |classification_head_1/dropout
|adam |optimizer
|e.e01 |learning_rate

Figure 4.1.8 Running Trial 3

Here is the breakdown of the hyperparameters tried about:

e Block Type & Version

O

e Normal

O

Vanilla: The value vanilla suggests that a basic, standard CNN architecture is
being used. Vanila neural networks refer to straightforward, fully connected
networks without any advanced architectures like residual blocks or attention
mechanisms.

ResNet 50: The value ResNet 50 is an architecture includes skip connections
that help the model “skip” certain layers and pass information directly to
deeper layers, allowing for very deep networks to be trained effectively.
Efficient B7: The value Efficient b7 is an architecture, which is more efficient
CNN that scales both depth and width of the model along with resolution. This
architecture achieves a better balance between accuracy and computational
efficiency, allowing for high performance with fewer parameters compared to
older architectures like ResNet.

ization = True

“True” means that the model is normalizing the input data, a crucial
preprocessing step. Normalization adjust the range of pixel values (e.g.
between 0 and 1), which helps the neural network converge faster during

training.

¢ Augmentation

O

Only Trial 1 is “False” means that data augmentation is not applied in vanilla
configuration.
Then Trial 2 and 3 is “True” means that data augmentation is applied in the

configuration.
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O

Augmentation creates variations of the input data (e.qg. flips, rotations, contrast
adjustment, etc.) to help the model generalize better by training on slightly
modified images.

o Image Augmentation Techniques: These specific augmentation techniques help

create different versions of images to improve model robustness.

O

Horizontal Flip: Both Trial 2 and 3 is “True” mean that the random horizontal
flips are applied to images.

Vertical Flip: Only Trial 2 is “True” mean that the random vertical flips are
applied to images.

Contrast Factor: Both Trial 2 and Trial 3 is “0” mean that no contrast
adjustment are applied to images.

Rotation Factor: Both Trial 2 and Trial 3 is “0” mean that no rotation
adjustment are applied to images.

Translation Factor: Both Trial 2 and Trial 3 is “0.1” mean that images are
translation (shifting) randomly by small factor from 0% up to 10%.

Zoom Factor: Both Trial 2 and Trial 3 is “0” mean that no zoom adjustment

are applied to images.

e Vanilla’s parameters and classification head

(i) Parameters:

O

These parameters define the structure of the convolutional layers ( the layers)
that process image in the network.

“kernel_size: 3” this refers to the size of the filter used in convolutional layers.
A 3*3 kernel is a standard choice that balances the complexity and efficiency
of the feature extraction.

“num_block: 1” this indicates that there is a single convolutional block. Each
block typically consists of multiple layers (like convolution activation, etc.).
“num_layers : 2” this is suggesting that there are two layers inside the
convolutional block.

“max_pooling: True” this means that max pooling is being used, which helps
reduce the spatial dimensions of the feature maps, thereby down-sampling the
input to make the model more computationally efficient and to capture
important features.

“separable: False” this means that separable convolutions are not used.
Separable convolutions decompose the convolution operation into simple

operations, which can reduce the number of parameters and computation.
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O

“dropout: 0.25” this means that there is 25% of the units in the convolutional
layer are randomly dropped out. Dropout is a regularization technique to
prevent overfitting by randomly setting a fraction of the layer’s output to zero
during training.

“filter_0_0: 32” and “filter 0 _1: 64” these specify the number of filters (e.g.
output channels) in the first and second convolutional layers of the block. More

filters allow the model capture more features at different levels of abstraction.

(ii) Classification Head:

O

“spatial_reductionl/reduction_type: flatten” this is a flatten operation is
used to covert the 2D feature maps into a 1D vector, which is necessary before
epassing the data into fully connected (dense) layers for classification.
“classification_head_1/dropout: 0.5” this means that dropout is also applied
in the classification head, and with 50% of units being randomly dropped out
to prevent overfitting.

e ResNet 50°s parameters and classification head

(i) Parameters:

O

“Pretrained: False” this means that the model is not initialized with pre-
trained weights from ImageNet in this Trial 2.

“Version: resnet50” this means this Trial 2 confirms that the ResNet-50
version of the architecture is used. ResNest 50 also known for depth (50 layers)
and its ability to learn detailed features, making it very effective for image
classification tasks.

“Imagenet Size: Ture” this means the model expect the input images to match

the sized used in ImageNet, which is 224*224 pixels.

(ii) Classification Head:

O

“Spatial Reduction: global avg” this means that the Global Average Pooling
layer is used to reduce the spatial dimensions of the output before passing it to
the fully connected layers. Global average pooling replaces fully connected
layers and reduces overfitting by averaging the feature maps, thus producing a
1D vector.

“Dropout: 0” this means that no dropout regularization is applied in the

classification head.

o Efficient B7’s parameters and classification head

(i) Parameters:
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“Pretrained: True” this means that the model is initialized with pre-trained
weights from ImageNet in this Trial 3. Using pre-trained models enables the
model to start with a better set of weights, which can significantly speed up
training and improve performance, especially when fine-tuning.

“Version: b7” this means this Trial 3 confirms that the EfficientNet B7 version
of the architecture is used. B7 version is one of the larger and more powerful
version in the EfficienNet family. It has more parameters and layers than
smaller variants like BO or B1, allowing it to learn more complex patters in the
data.

“Trainable: True” this means that Trial 3 indicates that the pre-trained layers
of the EfficienNet B7 model are set to be trainable. In fine-tuning, pre-trained
layers can be either frozen (non-trainable) or trainable, depending on whether
you want to adjust those layers to your specific dataset. Here, they are fine-
tuned.

“Imagenet Size: Ture” this means the model expect the input images to match
the sized used by EfficientNet B7, which is 600*600 pixels.

(ii) Classification Head:

O

“Spatial Reduction: global avg” this means that the Global Average Pooling
layer is used to reduce the spatial dimensions of the output before passing it to
the fully connected layers. Global average pooling replaces fully connected
layers and reduces overfitting by averaging the feature maps, thus producing a
1D vector.

“Dropout: 0” this means that no dropout regularization is applied in the

classification head.

o Optimizer

O

Trial 1, 2 and 3 are all used “Adam”. It adjusts the learning rate based on the

gradients during training, leading to faster and more stable convergence.

e Learning Rate

e}

Conclusion:

Trial 1 and 2 are set to 0.001, which controls the size of the steps the optimizer
takes when updating the model weights. A small learning rate like this is to
prevents the model from overshooting the optimal weights during training.

Trial 3 is set to 2e-05, which a very small learning rate is applied. This is
common when fine-tuning pre-trained models/ Smaller learning rates allow the
model to make finer adjustments to the pre-trained weights, improving

performance without drastically altering the learned features.
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Trial 1 is a simple vanilla Convolutional Neural Network (CNN) architecture was
tested. The model consists of two convolutional layers per block, using 3x3 filters,
followed by max pooling and dropout regularization to prevent overfitting. The final
layer is flattened before reaching the classification head. The Adam optimizer was
employed with a low learning rate, a standard practice for image-based tasks. However,
Vanilla neural networks are basic fully connected architectures, lacking advanced
features like convolutional layers, making them less effective for tasks such as image
recognition [32].
Trial 2 is a ResNet-50 architecture replaces the basic CNN. ResNet-50, with 50 layers
and skip connections, excels in image classification by retaining key features in deeper
networks. The model also uses data augmentation techniques like flips and rotations to
enhance robustness. Although not pre-trained, it is designed to handle ImageNet-sized
inputs, a common practice for image classification tasks. ResNet-50 effectively tackles
the vanishing gradient problem using skip connections, allowing for the training of
deeper networks, often pre-trained on large datasets like ImageNet [33].
Trial 3 is a powerful variant of the EfficientNet family, which is EfficientNet B7. It
offers state-of-the-art performance by efficiently scaling depth, width, and resolution,
achieving high accuracy with fewer parameters compared to older models like ResNet.
The trial utilizes pre-trained weights from ImageNet and fine-tunes them to adapt to
the current dataset. Data augmentation, including horizontal flips and small rotations,
is used to improve generalization. A very small learning rate (2e-05) is applied to
prevent overfitting during fine-tuning. EfficientNet models optimize accuracy and
efficiency by balancing depth, width, and resolution. EfficientNet-B7, a larger variant,
is often fine-tuned with pre-trained weights to enhance performance and generalization
[34] [35].

o Inconclusion, all the models developed by using EfficientNet B7 because after

every time trial search it always get the best result so it was the best model

after training.

b. Callbacks

e EarlyStopping callback: it will stop training if the validation accuracy doesn’t
improve for 5 epochs

¢ ReduceLROnPlateau callback: it will reduce the learning rate by a factor of 0.2
if the validation accuracy doesn’t improve for 3 epochs, but the the learning rate
will never go below 0.00001.
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413

Overall, these callbacks are helped to prevent overfitting when the model is not
improving on the validation set and improve convergence when the model is stuck
in a local minimum. Therefore, by suing these callbacks can often achieve better

model performance and save training time.

Python packages

The installed python packages that will be used for development the core system
includes pandas, numpy, matplotlib, seaborn, scikit-learn, tensorflow, keras-tuner,
autokeras, keras, opencv-python, ipywidgets and rembg.

These packages collectively enhance system performance by improving the
accuracy of models through better data handling, numerical computation, and
visualization; increasing efficiency with optimized computational tools and
automated processes; and enhancing user interaction through more intuitive and

responsive interfaces.

4.1.4 Dataset

1. Foo
[ ]

Name

B apple

B9 banana
B beetroot
B bell pepper
B cabbage
B capsicum
B carrot

B cauliflower
B chilli pepper
B com

B cucumber
B eggplant
B garlic

B ginger

B® grapes

o go
B onion

B orange

B paprika

B pear

B peas

B pineapple
B® pomegranat
B potato

B raddish

B soy beans
B spinach

B sweetcorn
B sweetpotato
B tomato

B tumip

B watermelon

d Recognition Dataset
Below here is the previous dataset in Project 1:

Image_1.jpg Image_2jpg Image_3jpg Image_4.jpg Image_5.jpg Image_9.jpg Image_10jpg

Image_1, Image 2, Image Image 4, Image_5. Image_6. Image 7. Image 8, Image_9, Image_10,
ge_1ipg ge 2jpg 9 ge 4ipg ge_5ipg ge_6ipg ge 7ipg ge_8jpg ge 9jpg ge_10jpg

Image_1jpg Image_2jpg Image_3jpeg image_4jpg Image_5,jpg Image_6jpg Image 7,jpg Image_8jpg Image_9,jpg Image_10jpg

\mage upg \mage 2jpg \mage_‘ljpg R Image_6jpg Image_7jpg image_9,jpg Image_10jpg

Z ~ i . wa -
@}!?-,o

Image_2.jpg Image_4,jpg jpg Image_6jpg

\mage 3.jpg \mage 8jpg

oo

Image_1jpg Image_3.JPG Image_5 Image_7.jpg Image_9,jpg Image_10,pg

Figure 4.1.9 Food recognition dataset project 1

Found 36 different common fruits and vegetables for dataset use for continuous

development. Each fruit and vegetable have 10 different images in the file. This dataset is from

Kaggle website [36].
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Then in Project 2, developer increase the dataset from 36 types of food to 50 types of
food and each type of food have 100 different images in the file so total 5000 images. Here is
the 50 classes for this dataset: "apple", "avocado", "banana", "beetroot", "bitter gourd", "blueberry",

"cabbage”, "capsicum”, "carrot”, "cauliflower", "chilli pepper", “"corn", “"cucumber", "dragon fruit",

"durian”, "eggplant", "finger lady", "garlic", "ginger

, grapes-,

guava", "honeydew", "jackfruit", "kiwi",

, 'mango”, "mangosteen”,

onion", "orange", "papaya"”,

pumpkin®, "raddish", "rambutan”, "soy beans",

"lemon", "lettuce"”, "longan”, "lychee peach",

"pear”, "peas",

pineapple”, "pomegranate”, "potato",

"spinach", “strawberry

, 'sweetpotato”, "tomato”,

turnip”, "watermelon”, "yam".

o Below here is a helper code that help developer to find and download the
images for increase the dataset:

from bing_image downloader import downloader

rch_term, num_images, output_dir):

search_term,
limit=num_images,
output_dir=output_dir,
adult_filter_off=True,
force_replace=F

verbose=True

if __name_ == "_ main_ ":

"bitter gourd fruit and vegetable”

download_images(search_term, num_images, output dir)

Figure 4.1.10 Helper code

2. Banana Quality Dataset
o Dataset for banana quality is find from Internet and capture real life images from

supermarket. Example:
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Figure 4.1.11 Banana good quality

Figure 4.1.12 Banana bad quality

e Total: 60 + 40 = 100 images
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3. Banana Ripeness Dataset
o Dataset for banana ripeness is find from Internet and capture real life images from

supermarket. Example:
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Figure 4.1.13 Banana levell
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Figure 4.1.14 Banana level2

L EQ

B oy W

Bachelor of Computer Science (Honours)
Faculty of Information and Communication Technology (Kampar Campus), UTAR



CHAPTER 4

Figure 4.1.15 Banana level3
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Figure 4.1.15 Banana level4
e Total: 60 + 60 + 60 + 60 = 240 images

e Some of the images is get from Google and Roboflow [37].

4. Mango Quality Dataset
o Dataset for mango quality is find from Internet and capture real life images from

supermarket. Example:

Pﬁrﬂltrleﬁ
fﬂ-ﬂ!lumﬂfﬁlc
PEICE FeumdmmE
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Figure 4.1.16 Mango good quality

69
Bachelor of Computer Science (Honours)

Faculty of Information and Communication Technology (Kampar Campus), UTAR



CHAPTER 4

Figure 4.1.17 Mango bad quality
e Total: 60 + 40 = 100 images
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5. Mango Ripeness Dataset
o Dataset for mango ripeness is find from Internet and capture real life images from

supermarket. Example:

Figure 4.1.18 Mango levell
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Figure 4.1.19 Mango level2
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Figure 4.1.20 Mango level3
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Figure 4.1.15 Banana level4
e Total: 60 + 60 + 60 + 60 = 240 images

e Some of the images is get from Google, Roboflow and Kaggle [38] [39] [40].
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4.2 System Design/Overview

In this section, a comprehensive overview of the system design for the mobile application aimed at food quality recognition is provided. This includes
outlining the architecture, functionality, and interaction of various components within the application.

4 A
User
(start)
If select
from
Gallery
— Home page — s"’,:::“’ ———  Phone local gallery
Else Else capture .
display from Camera yez
nothing|
Praviously
seanned food? (el
FEETE Cropper to crop “Back” button
selected image > pressed?
If have data saved l
in the phone by b
sSharedPraforange Else Else continue
continue Check food
Display the previously If yes “Show Detalls” Ifyes Ifyes 7 o
M <canned food dataat Retake photo? c'“""”.:"l':“"“" Bbutten —_— ""r';d“""‘)"' result= ——— (display all information ——p r:;?
Home page L pressed? i “Food_type” in about the food) -
il datacsv
Else Ifyes
display
Food recognition m'"'“:m l default ifyes
madel "‘”""m ou Else close
i Else check Bring user to the — phane
1 { e, website link by phone ——— premsed? —
L browser
Else “Checkfor
banana quality If banana athers Result page quality?” & Ifyes Result page
and ripeness — ";’:ﬂ"";’ —_— "‘“’ﬁ“ﬂ:ﬂ“""t Y —— (only can check for the ——= “Check far b (display the quality
model o’ quality) ripeness” and ripeness result)
pressed? 1
l lzlse if mango
Elseclose
Result page - o hone
ango quality and “Back’ L
Canheck oty 4—— BN o
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\.

Figure 4.2.1 System flowchart
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Here’s a breakdown of the process of how the system work based on Figure 4.2.1 above:

1. Start (User Interaction Begins)
e  User starts the app on their mobile device, beginning the flow from the home

page.

2. Home Page (Main Menu)
i. Selecting Image Source

e Camera
o Users capture food image via their phone’s camera.
o After capture the image:

= Ifuser pressed X will recapture again the image.
» Else if «, then forwarded this capture image to cropper
module.

o Gallery
o Users select images from their gallery.
o The image is then forwarded to the cropper module.
ii. Previously scanned food
e The app checks if there is any previously scanned food data stored in the
phone’s by ‘Shared Preferences’.
o If YES, it displays the previously scanned food data on the home
page.
=  User can press “Show Details” button to view more
information about that food.

o Else, there will be empty with no display anything for that part.

3. Cropper module
¢ Inthismodule, user can either crop/rotate/flip the uploaded image for increase

the accuracy prediction result of the food image. This action is optional, user
can do nothing and just proceed to the next step by clicking “NEXT” button.
e Below here is an example an image why cropper is useful for increasing the

correct result accuracy:
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Figure 4.2.2 Image process module [41]
o This is done by “Android-lImage-Cropper”, an open-source form

GitHub [42].
o With the above example the cropped image can be more focus on the
food item without disturbing by the background.
e During cropper page:
o Ifuser pressed the “BACK” button, then will take back to the home
page.
o Elseifuser pressed the “NEXT” button, then will passing the cropped

image to Remove background module, which develop by Rembg.

4. Remove background module
¢ In this module the cropped image will be remove the background by Rembg.

e eg.

Figure 4.2.3 Image process module [41]
e Then the image will pass to Food Recognition Model.

5. Food Recognition Module
e In this module, the processed image will be predicted by developed Food

Recognition Model.
e The predicted result will be passed to check it is banana or mango.
o If is banana or mango then will trigger their quality and ripeness
models to check the quality and level of ripeness.
o Else will only trigger mango’s quality model to check the quality.
This mango quality model is well to predict the quality for different
food that not only mango.

e The results will be passed to the Result Page to display.

6. Banana and Mango Quality and Ripeness Module
o Quality:
o Banana Quality Model will only trigger if the predicted result from
Food Recognition Model is “banana”.
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o Else if the predicted result is “mango” or others result then will trigger
Mango Quality Model.
e Ripeness:
o Banana Ripeness Model will only trigger if the predicted result from
Food Recognition Model is “banana”.
o Mango Ripeness Model will only trigger if the predicted result from
Food Recognition Model is “banana”.

e These predictions result will be pass to Result Page to display.

7. Result Page
e This page is to display the quality and ripeness results and a short briefing

“More Information” related to the predicted food to user.

e Condition:

o When the predicted result from the Food Recognition Model is
“banana” or “mango” then will display “Check for quality?” and
“Check for ripeness?” for user to interact with and get the quality and
ripeness results.

o Else will only display “Check for quality?” for user to interact with
and get the quality result.

e The “More Information” part:

o Firstly, here will need to load and read the data.csv to get the related
data to display.

= The data will be need to get is based on if the predicted result
from the Food Recognition Model equal to the Food_type in
data.csv, then its row data will be read and get to display.

o Will display the predicted result from the Food Recognition Model and
vitamin details of the food.

e When the back action trigger by user then the data and result will be saved into
phone local storage by ‘SharedPreferences’ so that the results can be
displayed under “Previous scanned food” at Home Page.

o Data saved includes image after cropper (as original image), removed
background image (as processed image), result from Food Recognition
Model, quality result, ripeness result (if don’t have then will be null as

default), vitamin details from “More Information” part.
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8. More Information Page

o This page will be trigger when user clicks on “Show Details” from Home Page

under “Previous scanned food” part or Result Page under “More Information”

part.

e After user clicked the “Show Details” button, then will bring user to this More

Information Page.

e In this page, system will load and read the data.csv and check the predicted

result get from Food Recognition Model equal to Food_type in data.csv.

o Iffound, then will read the row data for that food type to display at this

page.

= Here user can view these information:

Bachelor of Computer Science (Honours)

The name of the food type
Vitamin details
The comparison good and bad quality image of the

food type. Example:

o
Figure 4.2.4 Good and bad quality image
Common way to check is 'Good' quality?

Common way to check is 'Bad' quality?
The comparison of ripeness level image. This will
only display when the food type is equal to ‘banana’

or ‘mango’. Else will not display this part. Example:

1 2 3 4

¢ “ W e

Level 1 (not ripe) Level 2 (ripe) Level 3 (over ripe) Level 4 (spoiled)

(@]
Figure 4.2.5 Level of ripeness image
Provided pre-defined links for user to browser more

information that related to the food type. Most of the
links are find from wikiHow (because this platform

provide step by step with a lot images to teach the
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reader) and helpmechoosemyfruitandveg.com by
Moe Salama [43]. Example:
o How to pick?

wiki s

°

How to Tell if an Avocado Is Ripe

% @@=

0 cocombioi xcusive
) Hazel e ."\k ! cocomagy L=

Checking the Appearance

. I ]

Figure 4.2.6 Example for Avocado [44]
o How to know gone bad?

wiki )

© w

How to Tell if an Avocado is Bad

l' s P?otv;e?au 1 % @@= ‘
21/bulan
‘‘‘‘‘‘‘ s \M !

Examining the Avocado

A" I

Figure 4.2.7 Example for Avocado [45]
o More information details.

TOUCH

HOW TO CLEAN

HOW TO STORE

WHEN IT'S IN SEASON

Figure 4.2.8 Example for Banana [46]

o Else not found, then this page will display the default null value.

9. End when user exits the app
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CHAPTER S

System Setup and Operation

This chapter focuses on the system setup dan operation for Food Quality Recognition Mobile
Application development. It presents what the hardware and software setup, setting and
configuration, system operation, and implementation issues and challenges. These offered

insights into the application’s design and functionality.

5.1 Hardware Setup

The hardware involved in this project consists of a laptop and mobile device for real-
time testing. The laptop is used to perform various task such as data pre-processing, model
training and application development. The specifications of the laptop used in this project are
detailed in Table 5.1.1

Description Specifications

Model HP Laptop 14s-dkOxxx

Processor AMD Ryzen 5 35000 U with Readeon Vega Mobile Gfx 2.10GHz
Operating System Windows 11

Graphic AMD Radeopn(TM) Vega 8 Graphics

Memory 12GB (4 + 8)

Storage 256GB

Table 5.1.1 Specifications of laptop
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5.2 Software Setup

The software involved in this project 2 includes Figma, Visual Studio Code, Android Studio,
Anaconda, and GitHub.

521 Figma

y Figma
o g

Figure 5.2.1 Logo of Figma
Figma is used to design an overview of the mobile app, which can help create

a simple prototype of the application [47].

5.2.2 Visual Studio Code

Visual Studio Code

Figure 5.2.2 Logo of Visual Studio Code
Visual Studio Code is used for developing the core system (food quality

recognition system), including preprocessing the dataset, model training, model testing
etc. [48].

5.2.3 Android Studio

android
studio

Figure 5.2.3 Logo of Android Studio
Android Studio is used to develop the mobile application so that to apply the

developed core system that can be used by mobile phone with pretty design and friendly

user experience. [49].
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5.2.4 Anaconda

ANACONDA

Figure 5.2.4 Logo of Anaconda
Anaconda is used to create a new environment for developing the system. The

cores system was using python 3.8.16 which an environment that created by Anaconda.

525 GitHub

GitHub

Figure 5.2.5 Logo of GitHub
GitHub is used to save/backup every changing or version of development/project. It is

easy for the process and version control of development and also avoiding issue that sudden the
device dies or data missing. Therefore, any bad issues happen still can clone to the GitHub
repository and continue the development. Example, both model development and mobile

application development are saved/backup on GitHub:

Figure 5.2.6 Screenshot of the developments/projects uploaded on GitHub
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53 Setting and Configuration
5.3.1 Model Development (Visual Studio Code)

1. Create environment and install all the necessary package

5
) ANACONDA NAVIGATOR o Comected o
, A Home a ” o 2
| o "
8w
&k Community
B au
8

L
g =
LI

Figure 5.3.1 Create development environment
e Environment -> Create -> Name (Define a name) -> Python (Choose

version 3.8.19) -> Create.

2. Select/apply the environment

Go [

&

image_path

for root, dirs, file s.walk(base_dir):
or file_name in

if file_name.endswith(
image_path = os.path.join(root, file_name)

food_type = os.path.basename(root

writer.writerow([image_path, food_type])

Figure 5.3.2 Create development environment
¢ In the python file, the right down corner click and change to the created

environment.

82
Bachelor of Computer Science (Honours)
Faculty of Information and Communication Technology (Kampar Campus), UTAR



CHAPTER 5

3. Installation python packages

1. FR2.1 AutoKeras(foo

4. banana and ma

OUTLINE

TIMELINE

Figure 5.3.3 Create development environment
e Packages need to be install:

o pip install pandas

o pip install numpy

o pip install matplotlib

o pip install scikit-learn

o pip install tensorflow

o pip install git+https://github.com/keras-
team/keras-tuner.git

o pip install autokeras

o pip install keras

o pip install opencv-python

o pip install ipywidgets

o pip install bing-image-downloader
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5.3.2 Mobile Application Development (Android Studio)

1. Create new project

Figure 5.3.4 Create new project
o Select “Empty View Acitivity”.
e Optional (Define new one or continue with the default).

e Click “Finish” to create the project.

2. Manifest

<uses-sdk tools:overridelLibrary

<uses-feature
id:name

1droid:required />

<uses-permission android:name
<uses-permission android:name
<uses-permission android:name

<uses-permission android:name

Figure 5.3.5 Manifest
e Add these before the “<application”.

o “uses-sdk” is used for remove background module.

o “uses-features” is used for capture image by camera.

e ‘“uses-permission” is used for getting permission for accessing:
o Internet
o Read and write external storage

o Camera
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<provider

android:name="androldx
android:authorities=
android:exported="false
android:grantUriPermissions="tr
<meta-data

android:name="an

androld:resource=

</provider>
Figure 5.3.6 Provider
e Add this provider in the “<application”.

o This is a file provider that allow the app to securely share files with other
apps by creating a content URI, instead of exposing the file system path
directly. This is essential for sharing files (images from gallery and took
from camera) between the app while maintaining privacy and security, as

app shouldn’t access each other’s file systems directly.

3. build.gradle (:app)
e plugins { id ‘org.jetbrains.kotlin.android’ }.Added thisto

apply Kotlin Android plugin so that can using Kotlin instead of Java.
e buildFeatures { mlModelBinding true }. Adde this to enable
TensorFlow Lite model binding.
e kotlinOption { jvmTarget = “1.8” }. Added this for the required
when using Kotlin and want to set the JVM target version.
e dependencies {
// for Tensorflow Lite:
implementation 'org.tensorflow: tensorflow-lite-
support:0.4.4"
implementation 'org.tensorflow: tensorflow-lite-
metadata:0.4.4'
implementation 'org.tensorflow: tensorflow-lite-
gpu:2.16.1"
// for cropper:
implementation 'com.vanniktech:android-image-
cropper:4.6.0'

// for remove background:
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implementation

'com.github.erenalpaslan:removebg:1.0.4"

implementation 'org.jetbrains.kotlinx

coroutines-core:1.8.1'

implementation 'org. jetbrains.kotlinx

coroutines-android:1.8.1"

// for Kotlin coroutines:

implementation 'org.jetbrains.kotlinx

coroutines-core:1.8.1"

implementation 'org.jetbrains.kotlinx

coroutines-android:1.8.1"

// for CSV file handling:

implementation 'com.opencsv:opencsv:5.5.2'

:kotlinx-

:kotlinx-

:kotlinx-

:kotlinx-

}. Added these implementations so that can import the library and apply them into

app.

4. build.gradle (‘project’)

e plugins { id 'org.jetbrains.kotlin.android'

'2.0.20' apply false }.Added thisto apply Kotlin.

5. setting.gradle (‘project’)

e pluginManagement { repositories

{ maven

version

{ url

'https://jitpack.io' } } }. Added this for the remove background.

e dependencyResolutionManagement

{

repositoriesMode.set (RepositoriesMode.FAIL ON PROJECT

REPOS) repositories { maven { url

} } }. Added this for the remove background.
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5.4 System Operation (with Screenshot)

5.4.1 Ul Prototype (Created by Figma)

Previeusy scamnedioos

\, < ) =] /
Figure 5.4.1 Ul

@ Food Quakty Recog

®

The above Figure 5.4.1 is the Ul prototype design in project 1 that created by Figma.

It is homelessness information app that sketched a proto-type Ul that designed with Figma. The

screen mock-up incorporates a Ul design for user interaction features that begin with opening

the app and concludes with recognizing the food quality by the provided UI. It has the screen

splash of the application where home page and image capture or image gallery page are

provided. As well as food quality recognition page (result page) and more information page.
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5.4.2 Mobile Application Operation View (Android Studio)

1. Home page:
il Nl B @D 55
iFood Quality Recognition n Information
. 1. You can either to capture the
Scan Food Quality food select an image from gallery.

2. After the uploaded image, the result
about the the food quality will be displayed.
3. You can decide either to get more information
about the food or reupload another image of the
food

Understand
Take Photo
n Information
1. You can either to capture the
food select an image from gallery.
2. After the uploaded image, the result
about the the food quality will be displayed.
3. You can decide either to get more information
about the food or reupload another image of the
food.
P Understand
Previously scanned food Q,
banana
Quality: 1. Good
\ , ,' Ripeness Level: 1.Level 1 (notripe)
/ Vitamin: Vitamin B6, Vitamin C, Vitamin A
[(Sron oot
banana
Quality: 1.Good
A ~ =) Ripeness Level: 2. Level 2 (ripe)
— Vitamin: Vitamin B6, Vitamin C, Vitamin A

Figure 5.4.2 Home Page
When this icon “ B > i being clicked, an information dialog box containing the
following information will get displayed at the centre of the page. After the establishment of
this box, the detailed instructions and guidelines that will help user to use the tool properly will

be included in this box.

Furthermore, the users will be able to view the “Previously scanned food” items at the

Home Page. The «{show Details >} button for each scanned food item will bring user navigate to
More Information Page to get more information that related to the food item. Thus, it is the
attribute through which users can check their record of the scanned results and more

information be available to view at any time.

The "Take Photo" and "Gallery" options will help him or her navigate to either camera
to capture a new food image or an image from their gallery. Having a chosen image placed into

the system for processing in the end, the user will decide depending on an outcome page.
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2. Take Photo or Gallery

21470 il & ED 55
X Select 1 photo

Photos  Albums

Today | Camera, FYP

X

Take Photo

Figure 5.4.3 Image capture page and Gallery page
Users have two methods to input food images into the system. They can either capture

a photo directly using the camera or select an existing image from their gallery.

1. Copper

21:480 Ll W i) B B 55x

L ] ry o
L&(J Selected Image n L;)(J Selected Image n

m c: DNm (t; DE{ NEXT [

Figure 5.4.4 Cropper
In this page user can choose to crop, rotate right 90 degree each time, flip horizontally.

This section is optional, user can click the “ 2l button to proceed.
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2. Remove Background

21:50 & atll anll 7 G54

Processing Image Processing Image
Please wait. Please wait...

Processing Complete

100%

Figure 5.4.5 Remove background
The cropper image will be passed to remove background module to remove the

background of the image. In this page the process is automatically run after user click the «

’ ” button from the cropper page. Also, will display this loading box for user knows it
was in processing please wait. It will start from 0% until 100% in 1 to 2 seconds. After it the
processing completed, then will automatically passed the removed background image to the
next step and also will bring user intent to Result Page.

3. Result Page
The outcome of the Food Recognition, Quality and Ripeness Models’ result will be

displayed on the result page.
a. Example 1 (Quality and Ripeness Results)

e Only when the result return from Food Recognition Model == ‘banana’ or
‘mango’ then can check for their quality and ripeness results by loading
their quality and ripeness models.

e The user only clicked “Check for quality?”” and “Check for ripeness level?”
then the quality and ripeness results will be displayed. Else if not clicked
and exit this page then the results will be saved as null value. Then under
“Previous scanned food” part at Home Page will be display as “Forgot to

click to check the result”. Example:
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ol il B @54y

iFood Quality Recognition n -.Fuod Quality Recognition n i Food Quality Recognition n

banana banana banana
Eheck for quality? : > 1, Good 1. Good
Check for ripeness level? I Check for rip Ievel’.‘: > 1. Level 1 (not ripe)
More Information More Information More Information
banana banana banana
\ ‘ ‘ ; Vitamin: \{:::wra::ga vitamin C, .\ ‘ ’ - Vitamin: V:;Evmn:B\O Vitamin G, \ ‘ ’ . Vitamin: :’::i‘:‘:gib Vitamin G,
e “ .

Figure 5.4.6 Example 1

b. Example 2 (Quality Results only)
e When the result return from Food Recognition Model !== ‘banana’ or
‘mango’, then can only check for their quality result by loading the Mango
Quality Model.
e Same as Examplel the user only clicked “Check for quality?” then the
quality result will be displayed. Else result will be saved as null value.
Then under “Previous scanned food” part at Home Page will be display as

“Forgot to click to check the result”. Example:
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atll ll S B 54w il B, @545

6Fuod Quality Recognition n i Food Quality Recognition

apple apple
Check for quality? > 1. Good

More Information More Information

apple [ apple

'
M Vitamin: , Vitamin A, W Vitamin: Vitamin C, Vitamin A,
! ‘.l Vitamin K
H Show Details > ﬁ Show Details >

Figure 5.4.7 Example 2

Additionally, users will have the option to click “”. This button will bring

user navigate to a More Information Page where user can access additional information about

the recognized food.
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4. More information page

atll il B E 49

@ Food Quality Recognition a8 W@ Food Quality Recognition B i Food Quality Recognition B

More Information: More Information: "
More Information:

banana mango
Vitamin: vitamin B6, Vitamin C, Vitamin A Vitamin: Vitamin C, Vitamin A, Vitamin £
Quality: Quality: avocado

Vitamin: Vitamin E, Vitamin K, Vitamin C, Vitamin 86

Quality:

{
Common way to check is 'Good' quality? Common way to check is 'Good' quality? 6
Color: Bright, vibrant color. Color: Bright, vibrant color.
Texture: Firm and crisp. Texture: Firm and crisp.
Skin: Smooth and intact. Skin: Smooth and intact
Smell: Fresh and pleasant Smell: Fresh and pleasant
Shape: Typical shape Shape: Typical shape
P 9 : i ' " | is' P ity?
Common way to check is 'Bad' quality? Common way to check is '‘Bad' quality? Common way to check is 'Good' quality?
Color: Dull or faded color. Color: Dull or faded color. Color: Bright, vibrant color |
Texture: Limp, mushy, or soft Texture: Limp, mushy, or soft. Texturé: F d
Skin: Bruised or wrinkled, Skin: Bruised or wrinkled. e S and crisp.
Smell: Sour or unpleasant Smell: Sour or unpleasant. Skin: Smooth and intact
Shape: Irregular or misshapen. Shape: Irregular or misshapen Smell: Fresh and pleasant.
. A . = Shape: Typical shape.
Ripeness: Ripeness:
Common way to check is 'Bad' quality?
1 2 3 4 A 2 3 4 Color: Dull or faded color.
R 5 Texture: Limp, mushy, or soft.
\ ' I~ Skin: Bruised or wrinkled.
&2 Smell: Sour or unpleasant.
o - [ Level 1 frot ige) Level 2 ipe) Lot jovorripe) Lovel 4 {spalled) Shape: Irregular or misshapen.
Get more details from the below link!
Get more details from the below link! Get more details from the below link! (Click the '(Here) to visit the website article.)
(Click the ‘(Here) to visit the website article.) (Click the (Here)' o visit the website article )
How to pick? (Here)
How 10 pick? (Here) How to pick?  (Here)
?
More informantion here! (Here) NP2 Rformantion: herel/: (ers)y How to know gone bad? (Here)
More informantion here! (Here)

Figure 5.4.8 More information page
In this More Information Page, the information will be display includes the name of

the food, vitamin details, comparison good and bad image, common way to check is ‘Good’
and ‘Bad’ quality, 4 different levels of ripeness image and pre-defined links for user to browser
more information about the food.

Since only ‘banana’ and ‘mango’ will load their ripeness to check the level of ripeness,
so in More Information Page will display their 4 different levels of ripeness. Then for other

result will only showing the comparison good and bad images of the food.
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Example the links:

22:580 .l R @49+
) 2 wikihow.com/Tell-if-ai  + H
wiki Qs

€ Leam wihy people trust wikiHow
RECIPES » FRUITS AND VEGETABLES
How to Tell if an Avocado Is Ripe

3 Recipe Ralings (7 Success Stories
Co-authored by Ollie George Cigliano @ and Hannah Madden
Last Updated: February 4,2024 (%) Fact Checked

ARTICLE  VIDEO

If you've ever eaten an unripe avocado, you
probably know that it's not the best idea (hard and
flavorless, no thanks). Thankfully, there are a few
tricks you can use to see if your avocado is ready
to eat, whether you're picking it out at the store or
you've already brought it home. Then you'll be on
your way to enjoying a delicious avocado
sandwich, guacamole dip, or an avocado snack

Method 1 of 4:
Checking the Appearance

How to pick?

22589 .l B @349+
) % wikihowcom/Tell-if-ar 4+ @ 3
3 wiki oy

© Learn why people trust wikiHow
FOOD AND ENTERTAINING » FOOD SAFETY

How to Tell if an Avocado is Bad
Easy foolproof ways to know if your avocado is still
safe to eat

Co-authored by Ollie George Cigliano &
Last Updated: August 8,2024 (<] Approved

& Download Aticle

Beloved by many, avocados are delicious,
nutritious and versatile. However, knowing the right
time to eat them can be tricky. As well as the
adverse health effects of eating food that has gone
bad, an avocado that is just overripe may be safe
to eat, but very unpleasant. By knowing what to
look out for and how to store avocados you can
avoid disappointment.

2
v

x|

S (LH

Method 1 of 2
Examining the Avocado

22:589 il R @49+
O 5 emyfruitandvegcom + @ &

= ¢

HOW TO CHOOSE THE BEST:

AVOCADO

SEE TOUCH

VI

[ ‘SOME MORE DETAILS: | WHEN IT'S IN SEASON ]

How to know gone bad?

More information here!
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Faculty of Information and Communication Technology (Kampar Campus), UTAR

Figure 5.4.9 Example for Avocado [44] [45] [50]

94



CHAPTER 5

55 Implementation Issues and Challenges

55.1 Import the converted model (TFLite) into Android Studio

Figure 5.5.1 Import TFLife model into Android Studio
1. Filesize issue
e The models’ file size are over the maximum able file size = 200MB so need to
reduce the size during convert section. To fix this problem, need to add this
line “converter.optimizations =
[tf.lite.Optimize.DEFAULT]”. After this, the file size of the model
become 68,540KB.

2. Invalid file
e Converted TFLite model of Food Recognition Model cannot import into

Android Studio due to “'dtype': <class 'numpy.float64'”.
Android Studio only accept with ‘float32’. To fix this problem, need to add
these:

o Rebuild the Model with New Input Layer:

inputs = tf.keras.Input(shape=(256, 256, 3), dtype='flo

¥ = model(inpu training=
model = tf.keras.Model(inputs=inputs, outputs=x)

Figure 5.5.2 Rebuild the model with new input layer
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o Define a Representative Dataset for Quantization:

def representative_dataset_generator():
for _ in range(160):

yield [np.random.uniform(@&.8, 1.6, [1, 256, 256, 3]).astype(np.float32)]

o converter.representative_dataset = representative dataset_generator

Figure 5.5.3 Define a representative dataset for quantization
o  After these, the converted TFLite model can be import into Android Studio.

The above issues/challenges were solved by referring from this “How to reduce the size of the

tflite model below 200mb while converting h5 to tflite” discussion on GitHub [51].

5.5.2 Remove background module problem

Since Rembg is used during model development, it also needs to be applied in Android Studio
for processing user-uploaded images. However, Rembg is an open source that in Python language and
isn't supported in Android Studio. This challenge almost led to abandoning this step, meaning the model
would receive image with unremoved background for prediction. Although this could result in lower

prediction accuracy, it would still allow the system to function.

Developer tried 3 different approaches and ultimately succeeded in integrating Rembg into
Android Studio, ensuring that the prediction accuracy matched the results achieved in the Visual Studio

Code environment.

1. chaquopy (run python file in Android Studio)
e chaquopy is a Python SDK for Android. It provides everything need to include

Python components in an Android app [52]. Due to this, developer try to import
the functional Rembg python file by following step by step from LaptopML
on YouTube [53]. This python file will be run while get the user-uploaded
image from the app and return the removed background image to the app.
Unfortunately, it fails by cannot receive the return removed background image

by the python file.

2. U2Net model
e Since Rembg also use this U2Net model for remove the background image, so

developer try find the model and download it. The model was downloaded
from the Rembg repository on GitHub [29]. The downloaded model is onnx
model so need to convert into TFLite so that can apply in Android Studio.

Unfortunately, the convert process was fail due unknown reasons.

3. removebg (Open source on GitHub allow applying Rembg into Android Studio)
o After two failed attempts, the developer, on the verge of giving up, discovered

an open-source solution which provide the background removal library for

Android. Upon testing it, they found that it produced the same results as in the
96
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Visual Studio Code environment. However, another challenge arose: the
Android Studio project was based on Java, while the open-source solution was
written in Kotlin. The developer attempted to convert the Kotlin code to Java
but encountered issues because the data returned was in Kotlin, which Java
couldn't handle. As a result, the developer had to configure Kotlin within the
Android Studio project to enable the background removal functionality. Below
is an example of how to integrate Java and Kaotlin in a single Android Studio

project:

ne Launcher

Configure Kotlin in Project

49 © t 9

T ©@

e
Partly cloudy

Figure 5.5.4 Configure Kotlin in project
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5.6 Concluding Remark
5.6.1 Summarize of the project

1. Developed models include:
¢ Food Recognition Model, can recognize 50 types of fruits and vegetables.

e Banana Quality Model & Mango Quality Model, detect good or bad quality.

e Banana Ripeness Model & Mango Ripeness Model, detect 4 different levels of
ripeness includes: 1. Level 1 (notripe), 2. Level 2 (ripe), 3. Level 3 (over ripe), and
4. Level 4 (spoiled).

2. Mobile application developed 5 pages:
e Home Page

o Cropper Page
¢ Remove Background Page
e Result Page

e More Information Page

5.6.2 Highlight key challenges and solutions

1. Fail import converted TFLite models into Android Studio
e Fix by reduce the size below 200MB and make sure that the dtype is

“'dtype': <class 'numpy.float32”.

2. Remove background module problem
e Implement chaquopy but fail due to cannot receive the return moved

background image by the python file.

o Import U2Net model but fail due to failing in covert the U2Net.onnx to TFLite
model.

e Implement removebg an open-source solution which provide the background
removal library for Android. However, face an issue that the Android Studio
project is Java based but this open source is Kotlin language. Tried convert
Kotlin to Java but fail due to the return data is in Kotlin so Java cannot handle

it. Fix this issue by configure Kotlin into the project.

5.6.3 Future direction
This development project didn’t use any APIs or database services so allow it run

offline. While this is good feature but it has resulted in the mobile application file size exceeding
98
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500MB above. This is mainly due to the large number of images inserted into the project. Also,
the needed data are saved into phone’s local storage by ‘Shared Preferences’ which this
will increase the file size. If the “Previous scanned food” saved a lot of numbers of items, then
every time lunch the app may take times to find, read and display the items’ data. This will
cause bad user experience. However, the solution now to avoid lunch the app takes times is
only clear all data, but this will remove the previous scanned data too. Therefore, need to find
a way to solve this issue for better user experience.

Secondly, the model currently only recognizes 50 common types of fruits and
vegetables but still quite limited. Additionally, there only banana and mango are supported for
ripeness detection. In the future, the goal is to expand the model to recognize more types of

fruits and vegetables and allow ripeness and quality checks across a wider variety of food types.
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CHAPTER 6
System Evaluation and Discussion

This chapter focuses on the system evaluation and discussion. It presents the system testing and

performance results.

6.1 System Testing and Performance Metrics
6.1.1 Food Recognition Model

1. First training
e Dataset has 50 classes, each class

support

20 has 100 images, so total 5000

4

&=

images.

[T

e Each class splits into 60 images

&=

4

as train set, 20 images as valid set
and the left 20 images are test set.
e Time takes for model training: 20
hours.
¢ Model Accuracy: 80%.

Figure 6.1.1 Food recognition model first training

SCCUracy
macr E
weighted avg
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S5 2. Second retrain
e Dataset has 50 classes, each class

support A

has 100 images, so total 5000
1) .

20 images.

28 o .

28 e Each class splits into 60 images
28 . . .

20 as train set, 20 images as valid set
28
28
28
28
28
28
N e Model Accuracy: 86%.

28

28

28

28

28

28

28

28

28

28

28

28

28

28

28

28

28

28

28

28

28

28

28

28

28

28

28

28

28

28

28

28 Figure 6.1.2 Food recognition model second
training

and the left 20 images are test set.
e Time takes for model training: 10

hours.

[

EHIERDEDEDEED B
P o T = 0 0 00 00D

accuracy
macro a

weighted aw
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LELELE]
beetroot
bitter gowrd
blusberry
cabbage
capsicum
carrot
cauliflower
chilli pepper
corn
cucumber
dragon fruit
durian
eggplant
finger lady

honey dew
jackfruit
kiwi
lemon
lettuce

mango
mangosteen
onion
orange
papaya
peach

pear

peas
pineapple
pomegranate
potato
pumpkin
raddish
rambutan

watermelon
Wam

accuracy
Macro avg
weighted avg

recall

8
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91

m

w

w

[ o

o

w

[

w

w

w o

Lo o

- ®m

w

[

o

[= DR T = P = T g Fa

K O WD DO

fl-score

a.89
8.95
a.96
a.96

a.94
a.9a

a.95
a.97
8.92
a.594
a.96
a.84
a.88
a.97
a.96
a.83
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188
18g
188
188
18g
188
188
188
188
188
188
188
188
188
188
188
188
188
18g
188
188
18g
188
188
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188
188
188
188
188
188
188
188
188
188
188
188
188
18g
188
188
18g
188
188
188
188
188
188
188
188

Seas
S8

Skl

3. Test all images from dataset

Figure
dataset

50 classes, each class tested 100
images so total 5000 images.
Time takes for test all images: 3
hours.

Model Accuracy: 93%.

6.1.3 Food recognition model test
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Confusion Matrix for test all images from dataset

4.

100
80
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-20
0

L
o

Confusion Matrix - Food Ty
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5. Conclusion based on the above
First time training the model accuracy reach 80%, then the second time retrain improve to 86%.

While test all the images form dataset, the accuracy reaches up to 93%. The highest accuracy of food
type is blueberry, which reach 100%. The lowest accuracy of food type is orange, which reach 73%

because most of the images are predicted as lemon.
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6.1.2 Banana Quality Model

1. First time training

Training set class distribution: quality

1. Good 128

2. Bad 128

Name: count, dtype: int&4

Validation set class distribution: quality

1. Good 48

2. Bad 48

Name: count, dtype: int&4

Test set class distribution: quality

1. Good 48

2. Bad 48

Mame: count, dtype: int64

Loading image: C:\FYP\Banana\PreprocessedImages\quality\l. Good\image 3 augmented 1.png
Loading image: C:\FYP\Banana\PreprocessedImages\quality\l. Good\image 54 augmented 1.png
Loading image: C:\FYP\Banana\PreprocessedImages\quality\l. Good\image 24 augmented_3.png
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Figure 6.1.5 Banana quality model first training
o Original dataset only has total 100 images for Good and Bad quality.

o Dataset was increased after data augmentation, so each class become 200 images so
total 400 images.
o So new dataset split into each class 120 as train set, 40 as valid set and the left
40 as test set.
o Time takes for model training: 5 hours.
e Model evaluation results is 95% but the actual accuracy is only 50%.

e This is because all the true labels are predicted as wrong.
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2. Second time training

] - 15s 5s/step - loss: 8.3789 - accuracy: ©.9080
: [8.37893469580541687, ©.8999999761581421]

=] - ETA: @s
=] - 22s 22sfstep
ity Model Accuracy: @.98
Classification Report (Quality):
precision recall fl-score support

1.00 8.85 13
8.78 1.8 - 7

accuracy 28
macro avg -89 28
weighted avg .E 28

Figure 6.1.6 Banana quality second training
o After fine tune the model can recognize Good and Bad quality.
e Time takes for model training: 1 hour.

e Even though the model evaluation result is 90% and the actual accuracy also 90%.

3. Test all images from dataset

525 11s/step
Quality Model Accuracy on all images: 8.96
Classification Report:

precision recall fl-score  support

(+1%]
46

accuracy
macro avg
weighted avg

Total execution time: 158.81 seconds

Figure 6.1.7 Banana quality test dataset
e Use the original dataset to test the model performance.

o Time takes for all images: 2.5 minutes
e Model Accuracy: 96%
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4. Confusion Matrix for test all images from dataset

Confusion Matrix - Quality

50

1. Good

40

30

Actual

-20

2. Bad

-10

Predicted

Figure 6.1.8 Banana quality confusion matrix
¢ In 100 images only 4 images are predicted wrong.

5. Wrong predictions

Misclassified Quality Images

True Label: 1. Good =" True Label: 1. Good
Predicted Label: 2. Bad Predicted Label: 2. Bad

True Label: 1. Good
Predicted Label: 2. Bad

True Label: 1. Good
Predicted Label: 2. Bad

Save Images j

Figure 6.1.9 Model predict different result with actual label
e Above Figure 6.1.9 showing the 4 wrong predictions are which images.
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6. Conclusion
The initial training of the banana quality model faced challenges, primarily due to a small

dataset of only 100 images split evenly between Good and Bad quality. After data augmentation, the
dataset was expanded to 400 images, improving the training set to 120 images per class, with 40 for
validation and 40 for testing. However, the first training yielded poor results, with an evaluation accuracy
of 95% but an actual accuracy of only 50%, indicating that the model incorrectly predicted all the true
labels. In the second round of training, fine-tuning the model improved its ability to correctly classify
Good and Bad quality bananas. This reduced the training time to 1 hour and significantly improved both
the evaluation and actual accuracy to 90%. Further testing on the original dataset confirmed the model's
enhanced performance, with an accuracy of 96% in just 2.5 minutes. The confusion matrix revealed only
4 misclassifications out of 100 images, and the wrongly predicted images were identified and highlighted,

illustrating the model’s overall effectiveness with room for slight improvements.
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6.1.3 Banana Ripeness Model

1. First time training
Training set class distribution: ripeness
1. Level 1 (not ripe) 72
3. Level 3 (over ripe) 72
4. Level 4 (spoiled) 72
2. Level 2 (ripe) 72
Mame: count, dtype: inte4
Validation set class distribution: ripeness
. Level 4 (spoiled)
. Level 2 (ripe)
. Level 3 (over ripe)
1. Level 1 (not ripe)
Name: count, dtype: int64
Test set class distribution: ripeness
. Level 4 (spoiled) 24
2. Level 2 (ripe)
3. Level 3 (over ripe)
1. Level 1 (not ripe)
count, dtype: inté4
image: C:\FYP\Banana\PreprocessedImages\ripenessil. Level 1 (not ripe)\Image_ 9.png

4
N

(=]
P

[l ¥ )

image: C:\FYP\Banana\PreprocessedImages\ripenes . Level 3 (over ripe)\Image_ 34.png
Loading image: C:\FYP\Banana\PreprocessedImages\ripenessi4. Level (spoiled)\Image 47 augmented 1.

12/12 [ ] - 53s 4s/step - loss: 8.5547 - accuracy: @.8438
Ripeness Model Evaluation Re : [©.5547298444374884, 8.84375]

=

ETA: 37s
ETA: 13s

[T
T Ty, Ty
Il

= e
Il

[YE R VR R v e

Ripeness Model Accuracy 84
Classification Report (Ripeness):
precision recall fi1-score support

24

accuracy
macro avg
weighted avg

Figure 6.1.10 Banana ripeness model first training
o Original dataset only has total 60 images for each class.

o Dataset was increased after data augmentation, so each class become 120 images so
total 480 images.
o So new dataset split into each class 72 as train set, 24 as valid set and the left
24 as test set.
o Time takes for model training: 7 hours.

e Model evaluation results is 84%.
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2. Second time training
Training set class distribution: ripeness
. Level 4 (spoiled) 36
1. Level 1 {not ripe)
. Level 3 (over ripe)
2. Level 2 (ripe)
Name: count, dtype: int64
Validation set class distribution: ripeness
3. Level 3 (over ripe) 12
. Level 4 (spoiled) 12
2. Level 2 (ripe) 12
1. Level 1 (not ripe) 12
Name: count, dtype: int64
Test set class distribution: ripeness
. Level 3 (over ripe) 12
. Level 4 (spoiled) 12
2. Level 2 (ripe) 12
1. Level 1 (not ripe) 12
Mame: count, dtype: inted
Loading image: C:\FYP\Banana\PreprocessedImages\ripeness\4. Level 4 (spoiled)\Image 6.png
Loading image: C:\FYP\Banana\PreprocessedImages\ripeness\1l. Level 1 (not ripe)\Image 11.png
Loading image: C:\FYP\Banana\PreprocessedImages\ripeness\3. Level 3 (over ripe)\Image_2.png

] - 48s 6s/step - loss: B.4962 - accuracy: 8.8333
: [8.4961577355861664, B8.8333333134651184]

Ripeness Model Accuracy: 8.
Classitication Report (Ripeness):
precision recall fl-score support

[

Bl B R B2

accuracy
macro avg
weighted avg

Figure 6.1.11 Banana ripeness second training
e Time takes for model training: 1.33 hour.

o After the second training the accuracy drop from 84% to 83%, so decide use the first

training model.
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3. Test all images from dataset
ETA: 3:89 : 9.3826
ETA: 1: : B.3685
ETA: 1:2: : 8.3535
ETA: 1: : B8.3850 - .
ETA: - accuracy: 9.831
ETA: - accuracy: ©.8986
ETA: - accuracy: e.
ETA:
137s

=R ]

LY I S R W R ¥ N
~

i

B

[++]
(=]

i
ca
B

[
N oh
w

L

6 - accuracy: @.9883
611488342]

ETA:
ETA:
ETA:
ETA:

Ripeness Model Accuracy on all images:
Classification Report (Ripeness):
precision fl-score  support

1. Level 1 (not ripe)
2. Level 2 (ripe)
Level 3 (over ripe)
Level 4 (spoiled)

accuracy
macro avg

weighted avg

Total execution time: 751.85 seconds

Figure 6.1.12 Banana ripeness test dataset
e Use the original dataset to test the model performance.

o Time takes for all images: 12.5 minutes
o Model Accuracy: 91%
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4. Confusion Matrix for test all images from dataset

Confusion Matrix - Ripeness

50

40

- 30

Actual
S

-20

-10

I
3. Level 3 (over ripe) 4. Level 4 (spoiled)
Predicted

I 1
1. Level 1 (not ripe) 2. Level 2 (ripe)

Figure 6.1.13 Banana ripeness confusion matrix
o Total 240 images, wrong predictions have 20 images.

e 8images from Level 1 predicted as Level 2.

e 2 images from Level 2 predicted as Level 1, and 2 images form Level 2 predicted
as Level 3.

e 3images from Level 3 predicted as Level 2, and 6 images from Level 3 predicted
as Level 4.

e Only 1 image from Level 4 predicted as Level 3.

e So in summary, Level 4 have the highest accuracy but Level 3 is the lowest.
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5. Wrong predictions

True Label: 1. Level 1 (not ripe)
Predicted Label: 2. Level 2 (ripe)

True Label: 1. Level 1 (not ripe)
Predicted Label: 2. Level 2 (ripe)

True Label: 1. Level 1 (not ripe)
Predicted Label. 2. Level 2 (ripe)

True Label: 1. Level 1 (not ripe)
Predicted Label: 2. Level 2 (ripe)

True Label: 1. Level 1 (not ripe)
Predicted Label: 2. Level 2 (ripe)

True Label: 1. Level 1 (not ripe)
Predicted Label: 2. Level 2 (ripe)

True Label: 1. Level 1 (not ripe)
Predicted Label: 2. Level 2 (ripe)

True Label: 1. Level 1 (not ripe)
Predicted Label: 2. Level 2 (ripe)

True Label: 2. Level 2 (ripe) True Label: 2. Level 2 (ripe)
Predicted Label: 1. Level 1 (not ripe) Predicted Label: 1. Level 1 (not ripe)

True Label: 2. Level 2 (ripe) True Label: 2. Level 2 (ripe)
Predicted Label: 3. Level 3 (over ripe) Predicted Label: 3. Level 3 (over ripe)

True Label: 3. Level 3 (over ripe)
Predicted Label: 4. Level 4 (spolled)

True Label: 3. Level 3 (over ripe)
Predicted Label: 4. Level 4 (spoiled)

True Label: 3. Level 3 (over ripe) P True Label: 3. Level 3 (over ripe)
Predicted Label: 4. Level 4 (spoiled) i ‘ Predicted Label: 2. Level 2 (ripe)

True Label: 3. Level 3 (over ripe)
Predicted Label: 4. Level 4 (spoiled)

True Label: 3. Level 3 (over ripe)
Predicted Label: 2. Level 2 (ripe)

True Label: 3. Level 3 (over ripe)
Predicted Label: 2. Level 2 (ripe)

True Label: 3. Level 3 (over ripe)
Predicted Label: 4. Level 4 (spoiled)

True Label: 3. Level 3 (over ripe)
Predicted Label: 4. Level 4 (spoiled)

True Label: 4. Level 4 (spoiled)
Predicted Label: 3. Level 3 (over ripe)

Figure 6.1.14 Model predict different result with actual label
e Above Figure 6.1.14 showing the 22 wrong predictions are which images.
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6. Conclusion
The banana ripeness model was first trained on an augmented dataset, increasing the image

count per class from 60 to 120, resulting in a total of 480 images. The initial training took 7 hours and
achieved an evaluation accuracy of 84%. However, after retraining, the accuracy slightly dropped to 83%,
leading to the decision to use the model from the first training. When tested on the original dataset, the
model achieved an accuracy of 91% in 12.5 minutes. A confusion matrix revealed 20 incorrect
predictions out of 240 images. Most errors occurred in predicting Level 3 ripeness, which had the lowest
accuracy, while Level 4 had the highest accuracy. Specifically, Level 1 was often confused with Level
2, and Level 3 was sometimes misclassified as Level 2 or Level 4. In summary, despite a small drop in
accuracy after retraining, the first model was selected for its overall better performance. The model
demonstrated high accuracy with some areas for improvement, particularly in distinguishing certain

ripeness levels.
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6.1.4 Mango Quality Model

1. First time training

Training set class distribution: quality
1. Good 128

2. Bad 12@

Name: count, dtype: inted

Validation set class distribution: quality
1. Good 48

2. Bad 48

Mame: count, dtype: int64
Test set class distribution: quality
1. Good 48

2. Bad 49

Name: count, dtype: int64

Loading image: C:\FYP\Mango\PreprocessedImages\quality\l. Good\image 48 augmented 1.png
Loading image: C:\FYP\Mango\PreprocessedImages\quality\l. Good\image 54 augmented 1.png
Loading image: C:\FYP\Mango\PreprocessedImages\quality\l. Good\image 26_augmented 2.png
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Quality Model Accuracy: 8.97
Classification Report (Quality):
precision recall fl-score  support

.95
1.88

accuracy
macro avg 8.9
weighted avg 8.9 .
Figure 6.1.15 Mango quality model first training

e Original dataset only has total 100 images for Good and Bad quality.

o Dataset was increased after data augmentation, so each class become 200 images so
total 400 images.
o So new dataset split into each class 120 as train set, 40 as valid set and the left
40 as test set.
o Time takes for model training: 5 hours.

e Model evaluation results is 97%.

115
Bachelor of Computer Science (Honours)
Faculty of Information and Communication Technology (Kampar Campus), UTAR



CHAPTER 6

2. Test all images from dataset

1/4

2/4

3/4

4/4

4/4

Quality Model Accuracy on all images:
Classification Report:

precision fl-score

accuracy
macro avg
weighted avg

[y
oD @ ®
&

o

=

: 207.20 seconds
Figure 6.1.16 Mango quality test dataset
e Use the original dataset to test the model performance.

e Time takes for all images: 5 minutes
o Model Accuracy: 95%

3. Confusion Matrix for test all images from dataset

Confusion Matrix - Quality

50

1. Good

Actual

-20

2. Bad

-10

I
1. Good 2. Bad
Predicted

Figure 6.1.17 Mango quality confusion matrix

e In 100 images have 5 images are predicted wrong.

e 1image from Good quality predicted as Bad quality.
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o 4 images form Bad quality predicted as Good quality.

4. Wrong predictions

True Label: 1. Good
Predicted Label: 2. Bad

True Label: 2. Bad
Predicted Label: 1. Good

= L

True Label: 2. Bad
Predicted Label: 1. Good

True Label: 2. Bad
Predicted Label: 1. Good

s

True Label: 2. Bad
Predicted Label: 1. Good

Save Images

Figure 6.1.18 Model predict different result with actual label
e Above Figure 6.1.18 showing the 5 wrong predictions are which images.

5. Conclusion
The mango quality model was initially trained on an augmented dataset, increasing the number

of images per class from 100 to 200, resulting in a total of 400 images. The first training session took 5
hours and achieved a strong evaluation accuracy of 97%. When tested on the original dataset, the model
demonstrated an accuracy of 95% within 5 minutes. The confusion matrix showed that out of 100 test
images, 5 predictions were incorrect. Specifically, 1 Good quality image was predicted as Bad, while 4
Bad quality images were predicted as Good. In conclusion, the mango quality model performed well,
with high overall accuracy. However, there is a slight bias toward misclassifying Bad quality images as

Good, indicating an area for improvement.
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6.1.5 Mango Ripeness Model

1. First time training
Training set class distribution: ripeness
1. Level 1 (not ripe) 72
3. Level 3 (over ripe) 72
4, Level (spoiled) 72
2. Level 2 (ripe) 72
MName: count, dtype: int64
Validation set class distribution: ripeness
4. Level 4 {
2. Level 2 ( )
3. Level 3 (over ripe)
1. Level 1 (not ripe)
MName: count, dtype: int64
Test set class distribution: ripeness
4. Level 4 (
2. Level 2 (ripe)
3. Level 3 (over ripe)
1. Level 1 (not ripe)

count, dtype: int64

:\FYP\Mango\PreprocessedImages\ripenessi\l. Level 1 (not ripe)\Image 9.png
\FYP\Mango\PreprocessedImages\ripenessi3. Level 3 (over ripe)\Image_34.png
edImages\ripeness\4. Level 4 (spoiled)\Image_47_augmented_1.png

ETA:
ETA:
68s 17s/step

Ripeness Model Accuracy: 8.86
Classification Report (Ripeness}:
precision recall fl-score  support

24

accuracy
macro avg
weighted avg

Figure 6.1.19 Mango ripeness model first training
e Original dataset only has total 60 images for each class.

o Dataset was increased after data augmentation, so each class become 120 images so
total 480 images.
o So new dataset split into each class 72 as train set, 24 as valid set and the left
24 as test set.
e Time takes for model training: 7 hours.

e Model evaluation results is 86%.
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2. Test all images from dataset

ETA:
ETA:

loss:
loss:
ETA: loss:
ETA: 1:: loss:
ETA: 1:18 loss: @. -
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[8.23868543066293335,

ETA: 3:82

ETA:

ETA:

ETA:

ETA:

ETA:

ETA:

ETA: @s

178s 22s/step
Ripeness Model Accuracy on all images: 8.92
Classification Report (Ripeness):

precision fl-score  support

1. Level 1 (not ripe)
2. Level 2 (ripe)

3. Level 2 (over ripe)
4. Level 4 (spoiled)

o

accuracy
macro avg
weighted avg

[1=]
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Total execution time: 527.49 seconds
Figure 6.1.20 Mango ripeness test dataset
e Use the original dataset to test the model performance.

o Time takes for all images: 9 minutes
o Model Accuracy: 92%
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3. Confusion Matrix for test all images from dataset

Confusion Matrix - Ripeness

50

40

-30

Actual
o

-20

-10

| | -0
2. Level 2 (ripe) 3. Level 3 (over ripe) 4. Level 4 (spoiled)
Predicted

I
1. Level 1 (not ripe)

Figure 6.1.21 Mango ripeness confusion matrix
o Total 240 images, wrong predictions have 19 images.

e 7 images from Level 1 predicted as Level 2.

e 1images from Level 2 predicted as Level 1, and 1 images form Level 2 predicted
as Level 3.

o 8images from Level 3 predicted as Level 2.

e 2images from Level 4 predicted as Level 3.

e Soin summary, Level 2 and Level 4 have the highest accuracy but Level 3 is the

lowest.
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4. Wrong predictions

4

s @e

True Label: 1. Level 1 (not ripe)
Predicted Label: 2. Level 2 (ripe)

True Label: 1. Level 1 (not ripe)
Predicted Label: 2. Level 2 (ripe)

True Label: 1. Level 1 (not ripe)
Predicted Label: 2. Level 2 (ripe)

True Label: 1. Level 1 (not ripe)
Predicted Label: 2. Level 2 (ripe)

True Label: 2. Level 2 (ripe)
Predicted Label: 1. Level 1 (not ripe)

True Label: 3. Level 3 (over ripe)
Predicted Label: 2. Level 2 (ripe)

True Label: 3. Level 3 (over ripe)
Predicted Label: 2. Level 2 (ripe)

True Label: 3. Level 3 (over ripe)
Predicted Label: 2. Level 2 (ripe)

True Label: 3. Level 3 (over ripe)
Predicted Label: 2. Level 2 (ripe)

True Label: 4. Level 4 (spoiled)

Predicted Label: 3. Level 3 (over ripe)

r
-«
.

Save Images

True Label: 1. Level 1 (not ripe)
Predicted Label: 2. Level 2 (ripe)

True Label: 1. Level 1 (not ripe)
Predicted Label: 2. Level 2 (ripe)

True Label: 1. Level 1 (not ripe)
Predicted Label: 2. Level 2 (ripe)

True Label: 2. Level 2 (ripe)
Predicted Label: 3. Level 3 (over ripe)

True Label: 3. Level 3 (over ripe)
Predicted Label: 2. Level 2 (ripe)

True Label: 3. Level 3 (over ripe)
Predicted Label: 2. Level 2 (ripe)

True Label: 3. Level 3 (over ripe)
Predicted Label: 2. Level 2 (ripe)

True Label: 3. Level 3 (over ripe)
Predicted Label: 2. Level 2 (ripe)

True Label: 4. Level 4 (spoiled)
Predicted Label: 3. Level 3 (over ripe)

Figure 6.1.22 Model predict different result with actual label
e Above Figure 6.1.22 showing the 19 wrong predictions are which images.
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5. Conclusion
The mango ripeness model was trained on an augmented dataset, increasing the number of

images per class from 60 to 120, resulting in a total of 480 images. The first training session took 7 hours,
with the model achieving an evaluation accuracy of 86%. When tested on the original dataset, the model
showed an improved accuracy of 92% in just 9 minutes. The confusion matrix revealed that 19 out of
240 images were predicted incorrectly. Most of the errors occurred with Level 1 images being classified
as Level 2, and Level 3 images being misclassified as Level 2 or Level 4. Levels 2 and 4 had the highest
accuracy, while Level 3 was the most challenging for the model. In conclusion, the mango ripeness model
performed well with high accuracy, though improvements are needed to better differentiate certain

ripeness levels, particularly Level 3.
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6.2 Testing Setup and Result

6.2.1 Banana

banana

Quality: 1. Good

Ripeness Level: 1. Level 1 (not ripe)
Vitamin: Vitamin B6, Vitamin C, Vitamin A

Show Details >

banana
Quality: 1. Good
i | ~ -4 Ripeness Level: 2. Level 2 (ripe)
) Vitamin: Vitamin B6, Vitamin C, Vitamin A

Show Details >

banana

Quality: 2.Bad

Ripeness Level: 3. Level 3 (overripe)
Vitamin: Vitamin B6, Vitamin C, Vitamin A

Show Details >

banana

Quality: 2.Bad

Ripeness Level: 4. Level 4 (spoiled)
Vitamin: Vitamin B6, Vitamin C, Vitamin A

Show Details >

Figure 6.2.1 Banana testing
The above images are new images for models, and the models’ predicted results are all

correct. By the testing above means that Food Recognition Model is good to recognize the food
is banana. This is important because if wrong recognize the food then the prediction for quality

and ripeness may be wrong also.
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6.2.2 Mango
mango
Quality: 1. Good
mango Ripeness Level: 1. Level T (not ripe)
£ Qua“ty: 1. Good 3 Vitamin: Vitamin C, Vitamin A, Vitamin E
‘ Ripeness Level: 4. Level 4 (spoiled)

Vitamin: Vitamin C, Vitamin A, Vitamin E

mango

Show Details > Quality: 1. Good

Ripeness Level: 3. Level 3 (over ripe)
Vitamin: Vitamin C, Vitamin A, Vitamin E

mango
Quality: 1. Good
Ripeness Level: 1.Level 1 (not ripe) nango

o s = . : 2 " . Quality: 1. Good
Vitamin: Vitamin C, Vitamin A, Vitamin E Ripeness Level: 4. Level 4 (spoiled)
Vitamin: Vitamin C, Vitamin A, Vitamin E

Show Details >

avocado
Quality: 2.Bad
Ripeness Level: Forgot to click to see the

Vitamin: Vitamin E, Vitamin K, Vitamin C,
Vitamin B6

Show Details >

papaya
Quality: 2.Bad
Ripeness Level: Forgot to click to see the

Vitamin: Vitamin C, Vitamin A, Vitamin E,
Vitamin K

Show Details >

Figure 6.2.2 Mango testing
The above testing result that the Food Recognition Model still not good enough to

predict this food is mango. However, the quality results are all correct means that the Mango
Quality Model can define Good and Bad quality. Unfortunately, for ripeness result only 100%
correct for one result only. The others can guess why but not logic.
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6.2.3 Others

apple
Quality: 1. Good

Show Details >

avocado
Quality: 1. Good

Vitamin B6

Shnaw Nataile S

orange
Quality: 1. Good

Show Details >

orange
Quality: 1. Good

Show Details >

lemon
Quality: 1. Good

Vitamin: VitaminC

Show Details >

orange
Quality: 1. Good

Show Details >

Bachelor of Computer Science (Honours)

Ripeness Level: Forgot to click to see the
Vitamin: Vitamin C, Vitamin A, Vitamin K

Ripeness Level: Forgot to click to see the
Vitamin: Vitamin E, Vitamin K, Vitamin C,

Ripeness Level: Forgot to click to see the
Vitamin: Vitamin C, Vitamin A

Ripeness Level: Forgot to click to see the
Vitamin: Vitamin C, Vitamin A

Ripeness Level: Forgot to click to see the

Ripeness Level: Forgot to click to see the
Vitamin: Vitamin C, Vitamin A

Here is used to test the Food Recognition

Randomly tested 2 types of food to
check the performance, apple and
avocado given correct result.

After that try orange and lemon
since above explain that most
orange images are predicted as
lemon.

Tired 4 times of different orange
and lemon images, really an lemon
image predicted as orange.

This mean that the Food
Recognition still need to be improve
so that low accuracy getting wrong
result.

Figure 6.2.3 Others testing

125

Faculty of Information and Communication Technology (Kampar Campus), UTAR



CHAPTER 6

6.2.4 Example when Food Recognition Model gives wrong predicted result

6340 P @@ will Wil B G 18«

@ Food Quality Recognition [ | This image actual food is lemon, but the Food

Recognition Model predicted it as orange.
More Information:

So due to this all the information about orange will

be display even the image is lemon actually.

e The vitamin details is for orange.

e The comparison good and bad image
displayed for orange

e The links provided also bring user to the

article websites that about orange too.

Therefore, Food Recognition Model is the first
important model for avoid this kind of issue happen.
orange

Vitamin: Vitamin C, Vitamin A

Quality:

Common way to check is 'Good' quality?

Color: Bright, vibrant color.
Texture: Firm and crisp.
Skin: Smooth and intact.
Smell: Fresh and pleasant.
Shape: Typical shape.

Common way to check is 'Bad' quality?

Color: Dull or faded color.
Texture: Limp, mushy, or soft.
Skin: Bruised or wrinkled.
Smell: Sour or unpleasant.
Shape: Irregular or misshapen.

Get more details from the below link!

(Click the ‘(Here)' to visit the website article.)

How to pick? (Here)

More informantion here! (Here)

Figure 6.2.4 Example wrong information

Conclusion: There still have a big improve for the models.
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6.3 Project Challenges

The challenge of this project includes Limited Hardware Resources, Insufficient Storage
Capacity, Data Collection and Labeling. Learning Model Development from Scratch, Mobile

Application Integration, and Overall Resource and Time Constraints.

The primary challenge in developing this project has been working with limited
resources. Model development was conducted on an old laptop, even upgraded to 12GB of
RAM (4GB+8GB), which still required almost an entire day to train the models since the
process was run on a CPU. During training, the system would become extremely slow, making
it difficult to work on other tasks, such as writing reports, finding dataset for other models while
waiting for the program to complete. Debugging and testing the models also consumed a

significant amount of time.

In addition, the laptop had only 256GB of storage, which proved problematic. On one
occasion, after waiting for hours for a program to finish running, the model failed to save due
to insufficient disk space. The total space for this project reached 25.787GB, as five different

models were developed, each with its own dataset.

Collecting and labeling the datasets was another significant time-consuming task.
Unlike some public datasets used by others (such as official skin cancer datasets), food quality
datasets were harder to find online. As a result, I manually sourced images by visiting
supermarkets, taking pictures of fruits and vegetables, and purchasing items like bananas and
mangoes to document their ripeness over time by photographing them daily. This manual

collection process, in addition to labeling the images, took a considerable amount of effort.

Being new to model development also posed a challenge. Starting from scratch, | had
to learn how to build models while simultaneously developing them. To simplify this process,
AutoKeras was used, which helped automate hyperparameter tuning and model selection,

reducing the complexity of manually testing configurations.

Finally, after the models were developed, integrating them into a mobile application
presented another challenge. | had to research and learn how to effectively apply the models in

a mobile environment, which added another layer of complexity to the project.

In conclusion, the most significant challenges have been the limited time, hardware,

and financial resources available to complete the project.
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6.4 Objective Evaluation

1. Objective 1: Achieving High Model Accuracy
The primary goal for the machine learning models is to achieve an accuracy of at least

90% on all images in the dataset. This benchmark ensures that the models are reliable and
effective in food quality recognition, providing users with trustworthy results based on the input

images.

2. Obijective 2: High Accuracy for Good and Bad Quality Detection
For the detection of good and bad quality food, it is essential that the model achieves a

very high accuracy. Since human eyes can easily distinguish between good and bad quality, the
model must be equally effective in identifying food that is visibly spoiled or in poor condition.
Achieving high precision in this task is crucial, as even small mistakes could impact the
usefulness of the application.

3. Objective 3: Accurate Classification of Ripeness Levels
For ripeness detection, the model aims to accurately classify at least three distinct

stages: unripe, ripe, and spoiled. Although there are four levels of ripeness defined, the primary
focus is on ensuring that the model can effectively differentiate between unripe, ripe, and
spoiled stages. These stages are visually distinct and should be easily recognizable by the
model, as they exhibit clear differences that can be identified by the human eye. Achieving

accurate classification in these key stages is crucial for providing reliable ripeness assessments.

4. Objective 4: Model Integration into the Mobile Application
All developed models must be fully integrated into the mobile application. The features

and processes applied during model training—such as background removal—should also be
implemented within the app to ensure consistency in the results. This seamless integration is
vital for maintaining the accuracy and performance achieved during development in the final

mobile version.

5. Obijective 5: Adhering to the Ul Prototype
The mobile application’s design should closely follow the UI prototype created during

the planning phase. The layout and functionality must be preserved, with improvements made
only to enhance the user experience, not to change or remove the core elements of the interface.
This consistency ensures that the app delivers a user experience in line with the original design

vision.

6. Objective 6: Offline Functionality and User-Friendly Interface
The mobile application is expected to function offline, allowing users to access its

features without an internet connection. In addition, it must be user-friendly, with a clear and
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intuitive interface that helps users easily understand its features and how to interact with the
app. Meeting this objective ensures that the application is both accessible and convenient for
users in various environments.
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6.5 Concluding Remark

In conclusion, there are several challenges and objectives formulated in this work to create this
mobile application for the food quality recognition. Despite these challenges, much has been
achieved working with limited resources, and with all the uncertainties, intricacies that
accompany the model training and its integration to the system. The goal of the project is set
high accuracy of food quality detection, guarantee successful ripeness classification, and create
a mobile application with the intuitive interface that corresponds to the prototype. By achieving
these goals, the application will serve the usefulness of the food quality insight and be useful
to the users, thus, the successful demonstration of the real-life use of machine learning.
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CHAPTER 7
Conclusion and Recommendation

This chapter is the last chapter of this report which is about the conclusion of this project. It is

an outline provides a comprehensive overview of the project's conclusion and offers practical

recommendations for future enhancements.

7.1

Conclusion

This project focused on developing a mobile application for food quality recognition, utilizing

machine learning models to evaluate food based on images.

711

Project Review and Discussion

Achievement of Objectives:
The project successfully met its core objectives. The machine learning models

achieved an accuracy of over 90% on the dataset, effectively distinguishing between
good and bad quality food. The ripeness classification, while initially set for four levels,
focused on accurately defining the key stages of unripe, ripe, and spoiled, ensuring

reliable differentiation among these visually distinct stages.

Challenges Overcome:
Significant challenges were encountered, including limited hardware

resources, insufficient storage capacity, and the need for extensive manual data
collection and labeling. Despite these constraints, the project adapted by using
AutoKeras for automated hyperparameter tuning and effectively integrating models

into the mobile application.

Integration and Usability:
The integration of models into the mobile application was a crucial milestone.

The application was developed to function offline, ensuring accessibility and user
convenience. The Ul design, based on the initial prototype, was preserved and refined

to enhance user experience while maintaining consistency with the original vision.

Project Novelties:
This project is notable for its approach to food quality recognition using

machine learning in a mobile context. The ability to perform accurate quality and
ripeness detection with limited resources showcases the effectiveness of the chosen
methodologies and technologies. Additionally, the focus on offline functionality and

user-friendly design adds practical value for end-users.
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7.2 Recommendation

To further improve the project and address some of the limitations encountered, the following

recommendations are proposed:

1. Model Accuracy and Stability:
Future work should focus on improving the accuracy and stability of the

models. Although the current models achieved reasonable accuracy, their performance
is not yet fully stable, particularly when predicting new images. Exploring more
advanced model architectures, fine-tuning techniques, and additional training data can
enhance accuracy. Implementing robust evaluation metrics and incorporating
techniques such as cross-validation and ensemble learning could also improve model

stability and generalizability.

2. Hardware and Resource Upgrades:
Upgrading hardware resources, including GPUs, would expedite model

training and improve overall efficiency. Increasing storage capacity would also address
issues related to disk space, allowing for more effective data management and model

handling.

3. Data Collection Enhancement:
Expanding and diversifying the dataset is crucial for improving model

performance. Collecting more images from varied sources and including additional
types of food or ripeness stages can enhance model robustness. Collaborating with
organizations for access to larger datasets or leveraging public datasets could also be

beneficial.

4. User Interface and Experience:
While the current UI meets the project’s goals, future iterations could benefit

from user feedback to further refine the interface. Conducting usability testing and
incorporating user suggestions can improve the overall user experience and

satisfaction.

5. Mobile Application Features:
Future versions of the application could include additional features, such as

real-time quality assessment or integration with external databases for more
comprehensive information. Exploring cloud-based solutions for data synchronization

and updates could enhance the application’s capabilities and user experience.
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6. Scalability and Maintenance:
Planning for scalability and long-term maintenance will ensure the

application’s continued relevance and performance. Developing a roadmap for future
updates, addressing emerging challenges, and incorporating new technologies will

contribute to the application's ongoing success.

In conclusion, while the project has achieved its primary objectives and demonstrated
significant progress, addressing these recommendations can lead to further advancements and
improvements. Enhancing model accuracy and stability, along with refining the application’s
features and user experience, will pave the way for a more effective and impactful food quality

recognition tool.
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FINAL YEAR PROJECT WEEKLY REPORT
(Project 1)
Trimester, Year: T3, Y3 | Study week no.: 2

Student Name & ID: Connie Tang Ming Xin, 21ACB06403

Supervisor: Ts Dr Saw Seow Hui

Project Title: A Mobile Application for Food Quality Recognition

1. WORK DONE
o First meet with supervisor and discuss following work for Project II.

o Bought banana and start record the quality and ripeness of banana until spoiled.

2. WORK TO BE DONE
e Data collection
e Prepare dataset

3. PROBLEMS ENCOUNTERED
¢ No problems, everything is in the progress smoothly.

4. SELF EVALUATION OF THE PROGRESS
¢ Visit around supermarket to decide a food type to focus on.

Supervisor’s signature Student’s signature
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FINAL YEAR PROJECT WEEKLY REPORT
(Project 1)

Trimester, Year: T3, Y3 | Study week no.: 4

Student Name & ID: Connie Tang Ming Xin, 21ACB06403

Supervisor: Ts Dr Saw Seow Hui

Project Title: A Mobile Application for Food Quality Recognition

1. WORK DONE

Done created dataset with labeling for banana.
Bought mango and start record the quality and ripeness of banana until spoiled.

2. WORK TO BE DONE

Continue data collect, labeling and preparing dataset for mango and food
recognition dataset.
Start develop the models and models training.

3. PROBLEMS ENCOUNTERED

Confusion how to start build models.

4. SELF EVALUATION OF THE PROGRESS

Research and learning how to build models, start developing the models.

Supervisor’s signature Student’s signature
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FINAL YEAR PROJECT WEEKLY REPORT
(Project 1)

Trimester, Year: T3, Y3 | Study week no.: 6

Student Name & ID: Connie Tang Ming Xin, 21ACB06403

Supervisor: Ts Dr Saw Seow Hui

Project Title: A Mobile Application for Food Quality Recognition

1. WORK DONE
¢ Finish data collection, labeling and dataset is prepared ready.
¢ Banana quality models is done develop.

2. WORK TO BE DONE
e Continue develop models.
e Continue models training.

3. PROBLEMS ENCOUNTERED
e Model training takes times.
e Spend whole day waiting the training program run finished.

e When the program running, nothing can do like write report, research and so on.

4. SELF EVALUATION OF THE PROGRESS
e Fully completed at least one model.

Supervisor’s signature Student’s signature
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FINAL YEAR PROJECT WEEKLY REPORT
(Project 1)

Trimester, Year: T3, Y3 | Study week no.: 8

Student Name & ID: Connie Tang Ming Xin, 21ACB06403

Supervisor: Ts Dr Saw Seow Hui

Project Title: A Mobile Application for Food Quality Recognition

1. WORK DONE
¢ Banana ripeness model done develop.

2. WORK TO BE DONE
e Continue develop the models.
e Continue model training.

3. PROBLEMS ENCOUNTERED
¢ Not enough sleep because need to keep tracking on the model training when code
is running.

4. SELF EVALUATION OF THE PROGRESS
e Even the progress is slower, but still can manage to complete the planning of the
week.

Supervisor’s signature Student’s signature
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(Project 1)

Trimester, Year: T3, Y3 | Study week no.: 10

Student Name & ID: Connie Tang Ming Xin, 21ACB06403

Supervisor: Ts Dr Saw Seow Hui

Project Title: A Mobile Application for Food Quality Recognition

1. WORK DONE
¢ Banana and mango quality and ripeness models is done.

2. WORK TO BE DONE
e Continue develop the last model.
e Continue the last model training.
e Start develop mobile application and configure the developed models into the
mobile application.

3. PROBLEMS ENCOUNTERED
e Not enough time to tried out more for increase the accuracy of the models due to
submission is coming.

4. SELF EVALUATION OF THE PROGRESS
e All models’ development and training can be done on planned time.

Supervisor’s signature Student’s signature

A-5




APPENDIX

FINAL YEAR PROJECT WEEKLY REPORT
(Project 1)

Trimester, Year: T3, Y3 | Study week no.: 12

Student Name & ID: Connie Tang Ming Xin, 21ACB06403

Supervisor: Ts Dr Saw Seow Hui

Project Title: A Mobile Application for Food Quality Recognition

1. WORK DONE
o Model development and training is done.
o Successfully apply into mobile application.
» Mobile application development done.

2. WORK TO BE DONE
e Project Il report.

and demonstration of the prototype.

e Prepare for presentation in the following week 13 or week 14, including PPT slide

3. PROBLEMS ENCOUNTERED
e No problems, everything is in the progress smoothly.

4. SELF EVALUATION OF THE PROGRESS
e Fully completed the task planning of the week.

Supervisor’s signature Student’s signature

A-6



APPENDIX

POSTER

;¥ Faculty of Information and Communication Technology

A Mobile Application for
Food Quality Recognition

Author: Connie Tang Ming Xin g ﬁ;
Supervisor: Ts Dr. Saw Seow Hﬁr{}

(U INTRODUCTION | GB PROPOSED
METHOD

* Research: Study advanced food
recognition systems and models.
+ Design: Develop user-friendly

A mobile app designed to enhance food
safety through quality recognition.

Y mobile app.
* Implementation: Use AutoKeras for
oz @) BJ ECTIVE model development and integrate
into the mobile app. \

s Testing & Evaluation: Perform
rigorous tests for accuracy and
reliability with diverse datasets.

* Software Tools: Design with Figma, |
develop model with Visual Studio

Code, code with Android Studio.
\_ J

AR |

To develop a user-friendly application
that enables real-time food quality
assessment.

% CONCLUSION

¢ Food Safety Enhancement: It aims to improve public health by enabling users
to recognize the quality of food, thus ensuring food safety.

¢ User Empowerment: The mobile app empowers users with knowledge about
food quality, which can be applied beyond the app for informed purchasing
decisions.

¢ Educational Value: It serves as an educational tool, teaching users about food

quality and encouraging the use of fresh ingredients.
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