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ABSTRACT 

 

This project is a Deep Learning Model research project for academic purpose. Knee 

osteoarthritis (OA) is a prevalent degenerative joint disorder affecting millions worldwide, 

leading to pain, impaired mobility, and diminished quality of life. Accurate grading of OA 

severity is crucial for effective clinical management, yet it remains a challenging task prone to 

subjectivity and inter-observer variability. In this study, we propose a novel approach utilizing 

deep learning classifiers to automate the grading process of knee OA based on the Kellgren 

Lawrence grading system. Through the development and evaluation of multiple deep learning 

models, we aim to provide a robust and reliable tool for clinicians to objectively assess OA 

severity from X-ray images. Our methodology involves preprocessing of X-ray images, 

followed by feature extraction and classification using convolutional neural networks (CNNs). 

The performance of each model is assessed through rigorous validation on a diverse dataset of 

knee X-ray images annotated with ground truth Kellgren Lawrence grades.  
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Chapter 1 Introduction 

1.1 Motivation and Problem Statement 

Osteoarthritis (OA) is one of the most common joint diseases, particularly lower extremity 

joints such as knee and hip, eventually leading to disability in the lower limbs [1]. Most people 

thought that OA will only affect the aging community but in fact it affects most of the 

population. Study says that genetics, obesity, diet, physical activity, knee injuries are also 

potential risks for the OA incidence [1]. Even though the disease is still considered incurable 

in the medical field, there are chances to mitigate the deterioration of the disease if detected in 

the early stage [2].  

Since the first radiography, X-ray introduced in the late 19th century by Wilhelm Conrad 

Roentgen, it has been widespread and developed throughout the 100 years resulting in more 

medical imaging techniques such as Fluoroscopy, Computed Tomography (CT) Scanning and 

Magnetic Resonance Imaging (MRI) [3]. The advancement in medical imaging have enhanced 

ability of healthcare professionals to perform diagnostics and formulate optimal treatment plan 

for patient. However, complexity of the knee joint structure and diversity of each human body 

caused manual detection by healthcare professionals consume more time. There have been 

active studies regarding detection of the disease throughout the years and implementation of 

Artificial Intelligence in medical field since recent years is the most potential way in successful 

early detection. Even so, further research in the field is imperative to refine and optimize these 

AI-based detection model to ensure the reliability and applicability across diverse patient 

population. Full automation of OA detection will be a remarkable achievement in both AI and 

medical field as it can speed up the diagnostics process and lower cost of the disease detection 

making the healthcare resource more accessible and sustainable.   
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1.2 Research Objectives 

i. Find the best deep learning classifier to grade severity of OA on the knee X-

ray images. 

Run a comparative analysis of several deep learning models to evaluate the 

performance of various automated grading methods for knee OA based on the KL 

grading system. 

  

ii. Optimize the deep learning model to enhance its accuracy and sensitivity in 

identifying OA features on X-ray images. 

Perform various optimization strategies to achieve a better model including 

architecture selection, hyperparameter tuning, data augmentation and more. 

  

iii. Implementing transfer learning to leverage the model overall performance 

Transfer learning allows model to converge faster during training and benefits in 

term of improving model generalization ability, reducing data requirements and 

having better feature representation. 

  

1.3 Project Scope and Direction 

The project will involve a systematic approach to develop an automated system for knee 

OA diagnosis and severity classification based on the KL grading using deep learning 

techniques. 
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Firstly, a diverse dataset of knee X-ray images labelled with the OA severity grades will be 

used. The dataset will serve as the foundation for training and evaluating the deep learning 

model. The images will undergo preprocessing steps including standardization, resizing and 

normalization to enhance the model performance and ensure consistency across the dataset. 

Next, various deep learning architectures, particularly Convolutional Neural Networks 

(CNNs), will be experimented with to develop an accurate OA classifier. The model will be 

trained using labelled data and validated using cross-validation techniques to ensure robustness 

and generalizability. A comparative analysis will be conducted among various models to 

identify the one that demonstrates superior performance compared to other models. 

Following model development, optimization techniques will be employed to fine-tune 

hyperparameters and explore transfer learning methods to enhance the model’s performance. 

This includes adjusting learning rates, batch sizes and exploring pre-trained models to leverage 

knowledge from related tasks. 

For evaluation, quantitative metrics such as accuracy, sensitivity and specificity will be 

assessed to quantify the model’s performance. The automated classification results will be 

compared with manual grading by health professionals to evaluate the efficacy of the model. 

Finally, the project will deliver a trained deep learning model capable of diagnosing and 

classifying severity of OA based on the patient's knee X-ray images. Accompanying 

documentation detailing the model architecture, training process and evaluation results will be 

provided. 

1.4 Impact, Significance and Contribution 

The implementation of deep learning models for knee OA diagnosis and severity 

classification holds significant implications for the healthcare industry. By leveraging advanced 

AI techniques such as CNN and transfer learning, the project aims to revolutionize the current 
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diagnostic process. With the ability to automatically analyse knee X-ray images and accurately 

classify OA severity, the model could streamline clinical workflows, reduce diagnostic errors 

and enhance patient outcomes. This helps to alleviate the burden on healthcare professionals, 

improve treatment decision making and contribute to more effective and efficient management 

of knee OA. 

Furthermore, the research contributes to the growing field of medical imaging and AI-

assisted diagnostics. By exploring the efficacy of deep learning algorithms in the context of 

knee OA diagnosis, the project expands the knowledge base and paves the way for future 

advancements in automated disease detection systems. The insights gained from this study 

could inform the development of similar models for other musculoskeletal disorders and 

facilitate the adoption of AI-driven solutions in clinical practice. 

1.5 Report Organization 

The details of this research are in the following chapters. In chapter 2, related papers 

according to deep learning models to grade OA severity are reviewed thoroughly and how the 

deep learning model works will be discussed. Chapter 3 will be about the system requirements 

and the system design. Chapter 4 will include the visualization of the work done. Chapter 5 

will include the final model’s training and testing results. Chapter 6 will conclude the project 

progress done so far and what can be expected in the future. 
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Chapter 2 Literature Review 

2.1 Literature Review 

2.1.1 Classification using CNN 

Schwartz et al. [4] researched on classifying OA using a classic CNN model to inspect 

if the AI-based classifier can perform as well as fellowship-trained knee arthroplasty surgeons. 

The researchers used combination of CNN training and statistical analysis to develop the model. 

The model performance is compared with manual grading by 4 expertise in the field. The output 

of the model shows little deviation with output of manual grading by the 4 experts even though 

the most basic model is used. This indicated possibilities of AI-based classifier to outperform 

human in the task with reduced time-consumption. 

2.1.2 Classification using Deep Siamese CNN 

Tiulpin et al. [5] developed a model employing deep Siamese CNN to predict the 

severity of OA. The model emphasizes on disease relevant features commonly used in clinical 

practice such as bone shape and joint space. Traditional Siamese Network takes in 2 image 

input and measures similarity or dissimilarity, it consists of two identical subnetworks that 

share the same weight and architecture for each input. The author uses same concept but instead 

of taking 2 image of input, image symmetry is utilized, and the input taken is equal left and 

right segment of an image. The author highlighted that utilization of deep Siamese neural 

network that uses a smaller number of training parameters have improved the robustness of 

model which can be testament by high AUC score of 0.93.  Although the state-of-art approach 

seems to be promising, the high reliability on large input data makes it prone to overfitting 

when applied to limited amount of data. 
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Nguyen et al. [6] further improve the architecture of Tiulpin et al. [5] by implementing 

semi supervised learning, Semixup on top of the deep Siamese CNN to address the use of huge 

dataset in the previous research. It also addresses another issue in the previous study regarding 

potential loss of fine-grained information for knee OA grading. Semixup achieves comparable 

performance to a well-tuned fully supervised baseline with a balanced accuracy of 71% ± 0.8% 

despite requiring only one sixth of the labelled data. However, effectiveness of the study may 

be strongly reliable on the quality of dataset. 

2.1.3 Classification using DenseNet 

Norman et al. [7] uses a U-Net model to localize left and right knee joints within the 

radiographs to isolate the ROI and then uses DenseNet neural network architecture to train the 

model in predicting the severity of OA. Unlike classic CNNs that uses forward pass approach, 

DenseNet architecture appear to be more complex where dense connections are established 

between all layers to reduce risk of information loss. The model shows sensitivity rate of 83.7% 

for no OA, 70.2% for mild OA, 68.9% for moderate OA and 86.0% for severe OA with 

specificity rates of 86.1%, 83.8%,97.1% and 99.1% respectively. The existence of deviation 

between sensitivity rate for each level shows the limitation of the model especially when the 

aim for research is for early detection which ranges in the mild and moderate OA. 

Pedoia et al. [8] also proposed the similar deep learning approach, DenseNet that can 

distinguish radiography with and without OA. On top of the basic DenseNet, the model also 

studies a feature of MRI which is raw T2 data that refers to the T2 relaxation time of tissues in 

human body. The study found that DenseNet easily attain AUC of 83.44% when trained on the 

T2 data compared to conventional shallow model that can only achieve AUC of 77.77%. 

However, T2 data can only be obtained from MRI that is not as accessible as X-ray. 
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S. Aslan [9] proposed method of integrating CNN for deep feature extraction, NCA for 

feature selection and ML models for classification task to grade the knee X-ray images. The 

CNN architectures are mainly used for feature extraction which will be flowed into NCA for 

feature selection and lastly using machine learning classifiers to complete the classification 

task. Among all experimented combinations, the DenseNet201 incorporated with SVM 

obtained the highest accuracy of 79.3% while other models also obtained nearly the same 

results, averagely around 77%. However, the achievement does not purely come from the 

power of the CNN architectures but incorporated with NCA feature selector and variety of 

machine learning models to accomplish the classification tasks. 

2.1.4 Classification ResNet variants 

Olsson et al. [10] uses a supervised learning approach with ResNet neural network 

having 35 layers and batch normalization for each convolutional layer. The chosen ResNet 

variant has a strong performance due to its ability to handle very deep network architecture 

while maintaining ease of training. The input image is only pre-processed to fit image to 256 x 

256 pixels and not cleaning it from major visual disturbance. The author incorporated 5% of 

white noise in model training making the model to handle variations and imperfections in real-

world data better. The model yielded overall high AUC of more than 0.8. The author stated the 

research have limitation regarding inclusiveness of different DLC architecture as only ResNet 

is used in the research. 

Kim et al. [11] applied the SE-ResNet architecture to perform grading of OA severity 

with 2 stages of model training. Firstly, a stack of six squeeze-and-excitation ResNet module 

was constructed to form a CNN which is used to train images only and predict the OA grade 

from 0 to 4. Then, the output is taken as input in the next step together with the clinical 

information into a neural network to improve the accuracy. The study achieved quite high AUC 

score which are 0,97, 0.85, 0.75, 0.86 and 0.95 for OA grading from 0 to 4 respectively. 
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However, the clinical data does not cover more possibilities such as past injuries and so on. 

Even with more related clinical data incorporated, it will only increase burden of model training 

as such dataset is hard to obtain. 

Tiulpin & Saarakkala [12] uses SE-ResNet-50 with ResNetXt blocks as their network 

architecture which involves an ensemble of residual network with 50 layers. Unlike others, the 

study uses 2 types of OA grading system which are Kellgren-Lawrence grading and OA 

Research Society International grading. The method yielded an amusing result which has area 

under the ROC curve of 0.98 and average precision of 0.98 for detecting presence of OA. The 

author stated that they faced limitation where bias in performance of the algorithm is possible 

as the model does not perform as well on the test set compared to the whole dataset. 

2.1.5 Classification using VGGNet variants 

Górriz et al. [13] proposes an end-to-end neural network architecture which uses a pre-

trained VGG-16 network as a base model. The VGG-16 that is popular for its simplicity, 

consists of 13 convolutional layers and 3 fully connected layers which uses small 3x3 

convolutional filters. The author adds a multi-loss training on top of the base model to manage 

the training of multiple attention branches with differing convergence rates. This approach 

enhances overall performance by combining attention features with varying level of abstraction. 

However, the model does not achieve high accuracy with test accuracy of 64.3%. 

Anthony et al. [14] implemented 2 variants of VGGNet in their study in classifying 

severity of OA which are VGG16 and VGG-M-128, a customized version of VGGNet. The 

model starts with a pre-trained model on ImageNet and repurpose it the to the current 

classifying task. After that, a linear SVM is employed for classifying the severity of knee OA. 

Unlike others, the paper suggested that the severity of OA should be treated as a continuous 

variable instead of the normal multi-class classification. The VGG-M-128 outperform the 
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VGG16 network architecture and achieved even higher accuracy after fine-tuned. Due to the 

reliance on SVM for final output, the author doesn’t fully utilize CNNs but only improve over 

the template matching technique.  

Chen et al. [15] evaluated total of 13 popular CNN classifier with variety of network 

architectures such as ResNet, VGG and DenseNet et al. Gradient-weighted Class Activation 

Mapping (GradCAM) technique is applied to the model to help identify crucial region for the 

OA grading. Four ordinal matrices are compared to define the penalty for misclassification 

between neighbouring grades and it successfully improve accuracy by reducing the mean 

absolute error (MAE). They found that fine-tuned VGG-19 model with the proposed ordinal 

loss obtain the best classification accuracy of 69.7% and MAE of 0.344. The VGG-19 network 

consist of 16 convolutional layers, 3 fully connected layers with 3x3 convolutional filters and 

2x2 max-pooling layers. However, a potential limitation of this approach lies in the reliance on 

manually defined ordinal metrics which might not capture the full complexity of the underlying 

data making the model lack generalization ability. 
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2.2 Summary of Literature Review 

Table 2.1 Summary of Literature Review 

Author Medical Imaging 

Technique 

Network Architecture Pros Cons 

Schwartz et al. [4] X-ray CNN Consume less processing time to 

classify same amount of knee images 

compared to human using basic CNN 

Does not include more neural network 

architecture. Removed unclear images 

from dataset, lack of generalization in 

real-world application 

Tiulpin et al. [5] X-ray Deep Siamese CNN Taking left and right symmetry of image 

as model input, reduced training 

parameter increase efficiency 

High reliability on large input data 

makes it prone to overfitting when 

applied to limited amount of data 

Nguyen et al. [6] X-ray Deep Siamese CNN Implement semi supervised learning that 

only used 1/6 of labelled training data 

compared to previous studies and 

achieved comparable performance 

Effectiveness of the study may be 

strongly reliable on the quality of dataset 

Norman et al. [7] X-ray DenseNet Reduce risk of information loss as each 

layer are densely connected 

Existence of deviation between 

sensitivity rate for each grade especially 

in mild and moderate may cause early 

detection to fail 
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Pedoia et al. [8] MRI DenseNet Usage of extra clinical information, T2 

provided more information to the model 

Rely on T2 data that is only provided in 

MRI, hard to obtain dataset and is less 

common compared to X-ray 

Serpil Aslan [9] X-ray DenseNet201 Use deep learning model for feature 

extraction, NCA for feature selection 

and SVM for final classification task. 

 

  

Olsson et al. [10] X-ray ResNet Uses minimum image preprocessing 

steps and implement white noise to 

make model have strong generalization 

ability 

Lack inclusiveness in DLC as only one 

model is used 

Kim et al. [11] X-ray SE-ResNet Use of more clinical data helps the 

model to learn from more aspects  

Rely on extra clinical data aside from 

images, hard to obtain training dataset 

and too much information increases 

computational power 

Tiulpin & 

Saarakkala [12] 

X-ray SE-ResNet-50 Train the model with 2 types of OA 

grading system makes the model 

applicable in both grading system 

Bias in performance of the algorithm is 

possible as the model does not perform 

as well on the test set compared to the 

whole dataset 

Górriz et al. [13] X-ray VGG-16 Simplicity of base model, added multi-

loss training on top of the base model to 

Does not achieve high accuracy 
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manage the training of multiple 

attention branches  

Anthony et al. [14] X-ray VGG-16 &VGG-M-128 Creative approach where severity of OA 

is treated as a continuous variable, 

comparing multiple DLC to obtain the 

best 

Rely on SVM for final output, does not 

fully utilize neural network architecture 

Chen et al. [15] X-ray VGG-19 Implement GradCAM to identify crucial 

region, high inclusiveness as 13 DLC 

models are compared to obtain best 

performance 

Manually defined ordinal metrics might 

not capture the full complexity of the 

underlying data making the model lack 

generalization ability 
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After going through different types of DLC and reviewing all these papers, there are few things 

that must be taken note of in the research and model development phase. Some of the major 

things are: 

• Dataset selection is important, ensuring accurate annotations and representative 

samples can enhance model performance. 

• The need of model architecture exploration, experimenting with various deep 

learning architectures allows for identifying the most suitable architecture for the 

specific task. 

• Having standard preprocessing techniques is important, implementing standard 

preprocessing techniques improve the quality of input data and speed up model 

training process. 

• The need of exploring advanced preprocessing techniques that can leverage the 

input data quality, especially the preprocessing method tailored to medical imaging. 

• Most of the models used in medical imaging implements transfer learning, 

incorporating transfer learning strategies from related medical imaging enhance the 

robustness of model. 

• Setting up for suitable evaluation metrics, appropriate evaluation metrics such as 

accuracy, sensitivity and specificity should be used to assess the model performance. 

Some non-major things to take note of: 

• Try to use data augmentation techniques if having problem of dataset that is too 

small, this can help to enhance generalization ability of model. 

• Ensemble learning can be implemented by combining predictions from multiple 

models. 

By carefully considering these critical features during the research and model development 

phase, we can significantly enhance the efficiency and effectiveness of our deep learning 

classifier. 
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Chapter 3 System Model 

3.1 System Requirement 

3.1.1 Software 

Table 3.1 Software Involved 

Software Version Function 

Python 3.10.14 Serves as the primary programming language used for coding all 

of the image preprocessing and model development process. It 

offers extensive libraries and frameworks for data manipulation 

and scientific computing. 

Pytorch 2.4.0+cpu Open-source deep learning framework. Mainly used in 

implementing and training all the models in the research. Source 

of all pretrained model used. 

Opencv 4.8.0 Provides powerful tools for image processing enabling 

preprocessing and feature extraction from input images. Used 

for image sharpening in the research. 

Kaggle 1.6.17 Software used to do all the coding. Source of dataset used. 

Provide GPU that is a must for training all the heavy models. 

 

3.1.2 Hardware 

Table 3.2 Laptop Specifications 

Description Specifications 

Model Huawei MateBook D15 

OS Windows 11 Home Single Language 

CPU AMD Ryzen 7 3700U with Radeon Vega Mobile Gfx @ 2.30 GHz 

RAM 8.00 GB 
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3.2 System Overview 

3.2.1 Dataset  

The dataset used in this research was obtained from open source Kaggle - “Digital Knee 

X-ray” [16] which is similar to the dataset used by S. Aslan [9] in the research, as the OAI 

(Osteoarthritis Initiative) and MOST (Multicenter Osteoarthritis Study) datasets were not 

directly accessible for public use. The dataset consists of 1,650 knee X-ray images, each graded 

by two independent medical experts for osteoarthritis (OA) severity. For the purpose of this 

study, only the grading provided by Medical Expert I was utilized. Since the images was all in 

1 folder, train test validation split with ratio train (70%), validation (15%) and test (15%) were 

done. Each image was categorized into one of five classes based on the severity of OA: 0 

(Normal), 1 (Doubtful), 2 (Mild), 3 (Moderate), and 4 (Severe).  

Figure 3.2.1 Sample X-ray images from dataset 
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3.2.2 Model Development Flowchart 

 

Figure 3.2.2 Flowchart for model development 

 

The model development flowchart outlines a systematic approach to developing and optimizing 

machine learning models. It begins with dataset acquisition, where relevant data is collected 

for the task at hand. This step is crucial as the quality and quantity of data directly impact model 

performance. Following dataset acquisition, data preprocessing is performed to clean, 

normalize, and format the data to make it suitable for training. This step involves handling 

missing values, scaling features, and encoding categorical variables to prepare the data for 

model training. 

 

After data preprocessing, data augmentation techniques may be applied to increase the diversity 

of the dataset and improve model generalization. This involves generating synthetic data by 

applying transformations such as rotation, flipping, or scaling to the existing data samples. 

Once the dataset is prepared, the model adaptation phase involves selecting an appropriate 

architecture and configuring it to suit the specific problem domain. This includes defining the 

layers, activation functions, and optimization algorithms for the model. 
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With the model architecture defined, the next steps involve model training, testing, and 

evaluation. During model training, the model learns to map input data to output predictions by 

adjusting its parameters through iterative optimization algorithms such as gradient descent. 

After training, the model is tested on a separate dataset to assess its performance on unseen 

data. Model evaluation metrics such as accuracy, precision, recall, and F1-score are calculated 

to quantify the model's performance. Finally, hyperparameter tuning is conducted to optimize 

the model's performance further by fine-tuning parameters such as learning rate, batch size, 

and dropout rate. This iterative process of training, testing, evaluation, and tuning continues 

until an optimized model with satisfactory performance is obtained. The model will be used to 

predict some knee joint images on the severity of OA from 0 to 4 based on the Kellgren-

Lawrence grading system. 
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3.2.3 Model Architecture Involved 

EfficientNet-B0 

 

Figure 3.2.3 Code for EfficientNet-B0 adaptation 

EfficientNet-B0 is a highly efficient baseline model that balances accuracy and 

computational cost, making it a strong candidate for your knee osteoarthritis grading task. Its 

compound scaling method ensures that the network scales depth, width, and resolution 

uniformly, optimizing performance without excessive computational demands. This can be 

particularly useful for working with a moderate-sized dataset of 2500 knee X-ray images, as it 

maintains high accuracy while being relatively resource-efficient. 

 

EfficientNet-B3 

 

Figure 3.2.4 Code for EfficientNet-B3 adaptation 

Building on the principles of EfficientNet-B0, EfficientNet-B3 offers increased 

capacity through additional depth, width, and resolution. This enhanced model can capture 

more complex patterns and features in your knee X-ray images, potentially leading to better 

performance in grading osteoarthritis. Its advanced scaling method ensures that improvements 

in accuracy come with manageable computational overhead, making it suitable for your dataset. 
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EfficientNetV2 

 

Figure 3.2.5 Code for EfficientNetV2 adaptation 

EfficientNetV2 introduces refined architecture and training methods that enhance both 

performance and efficiency over its predecessors. With its improved depthwise separable 

convolutions and compound scaling approach, EfficientNetV2 can handle the complexities of 

grading osteoarthritis from knee X-rays more effectively. Its efficiency makes it a good choice 

for managing your dataset size while achieving high accuracy. 

ResNet50 

 

Figure 3.2.6 Code for ResNet50 adaptation 

ResNet50's residual connections help mitigate the vanishing gradient problem, 

allowing it to learn more complex features from knee X-ray images. Its 50 layers make it deep 

enough to capture intricate details in the images, which is crucial for accurate osteoarthritis 

grading. The residual learning framework supports effective training and convergence, making 

ResNet50 a reliable choice for your task. 

 

ResNet101 

 

Figure 3.2.7 Code for ResNet101 adaptation 

Extending ResNet50, ResNet101 offers even greater depth, enabling it to learn more 

nuanced features from knee X-ray images. This deeper architecture improves the model’s 
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ability to detect subtle changes in bone structures indicative of osteoarthritis. The residual 

connections continue to facilitate effective training, making ResNet101 a powerful option for 

detailed grading tasks. 

 

DenseNet121 

 

Figure 3.2.8 Code for DenseNet121 adaptation 

DenseNet121’s dense connectivity pattern allows each layer to access features from all 

previous layers, promoting feature reuse and enhancing gradient flow. This architecture is well-

suited for capturing detailed and complex patterns in knee X-ray images, which can improve 

the accuracy of osteoarthritis grading while reducing the number of parameters needed. 

 

DenseNet161 

 

Figure 3.2.9 Code for DenseNet161 adaptation 

With an increased number of layers, DenseNet161 provides enhanced feature extraction 

capabilities, which can be beneficial for grading osteoarthritis from knee X-rays. Its dense 

connectivity further supports effective gradient flow and feature reuse, helping the model to 

identify subtle changes in bone structures more accurately. 
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VGG-19 

 

Figure 3.2.10 Code for VGG-19 adaptation 

VGG-19’s deep architecture and use of small convolutional filters make it effective at 

capturing detailed features in knee X-ray images. Its straightforward design and effectiveness 

in feature extraction can help in grading osteoarthritis by identifying key visual indicators in 

the images. Despite its depth, VGG-19 remains manageable for your dataset size. 

 

VGG-16  

 

Figure 3.2.11 Code for VGG-16 adaptation 

VGG-16, with 16 layers, shares similar architectural principles with VGG-19 but is 

slightly less deep. It is still effective for feature extraction in knee X-ray images and can provide 

reliable grading results for osteoarthritis. Its simpler architecture may also result in faster 

training times compared to deeper models. 

 

GoogLeNet  

 

Figure 3.2.12 Code for GoogLeNet adaptation 

GoogLeNet’s Inception modules allow it to capture features at multiple scales within a 

single layer, which can be beneficial for analyzing complex patterns in knee X-ray images. 
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This multi-scale approach helps in extracting a rich set of features for accurate osteoarthritis 

grading, while its efficient design reduces computational costs. 

 

SqueezeNet 

 

Figure 3.2.13 Code for SqueezeNet adaptation 

SqueezeNet is designed for efficiency with a smaller number of parameters, making it 

suitable for resource-constrained environments. Its fire modules balance performance with 

efficiency, allowing it to work well with a dataset of 2500 knee X-ray images while still 

providing good accuracy for osteoarthritis grading. 

 

RegNet 

 

Figure 3.2.14 Code for RegNet adaptation 

RegNet’s scalable and flexible architecture allows it to be easily adjusted for different 

computational resources. Its regularized design can efficiently handle the feature extraction 

needs for knee X-ray images, making it a good choice for your osteoarthritis grading task due 

to its adaptability and balanced performance. 
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AlexNet 

 

Figure 3.2.15 Code for AlexNet adaptation 

As a pioneering deep learning model, AlexNet’s deep convolutional architecture and 

techniques like ReLU activations and dropout regularization laid the groundwork for modern 

image classification. Although it is not as advanced as newer models, its simplicity and 

effectiveness in extracting features from knee X-ray images can still be valuable for grading 

osteoarthritis, especially if computational resources are limited. 
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Chapter 4 System Implementation 

4.1 Data Preprocessing 

4.1.1 Original Dataset 

Upon inspection, the dataset imposes noticeable imbalance in class distribution. Class 

0 (Normal) contained 514 images, while class 4 (Severe) had only 206 images. This imbalance 

posed significant difficulties during model training, as the model tended to favour the majority 

classes, leading to biased predictions.  

 

Figure 4.1.1 Inspected imbalance class size in dataset 

Table 4.1 Testing accuracy and F1 score for model trained with imbalance dataset 

Architecture Accuracy F1-Score 

EfficientNet-B0 57.26 49.22 

EfficientNet-B3 46.77 26.69 

EfficientNetV2 63.31 54.58 

ResNet50 76.21 70.27 

ResNet101 77.42 70.02 

DenseNet121 68.95 64.01 

DenseNet161 41.94 22.87 

VGG-19 70.56 63.89 

GoogleNet 57.26 46.59 

SqueezeNet 64.11 56.20 

 

When training the model on the original, unbalanced dataset, it became clear that 

achieving high accuracy was challenging. Despite multiple attempts at optimizing the model 

and try to train more variety of model, the accuracy never exceeded 80%. Furthermore, the 

class imbalance resulted in an inflated false positive rate for classes with a larger number of 

samples, particularly for the 0 (Normal) and 1 (Doubtful) categories. The model frequently 

misclassified uncertain images into these larger classes, as the higher frequency of these labels 

increased the probability of correct predictions. While this increased the overall accuracy, it 
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came at the cost of AUC (Area Under the Curve), which remained poor. AUC, which measures 

the ability of the model to distinguish between classes, reflected the model's failure to correctly 

identify minority class instances such as those in the 2 (Mild), 3 (Moderate) and 4 (Severe) 

categories. As a result, although accuracy seemed promising, it was not a reliable indicator of 

model performance in this case.  

 

Table 4.2 Confusion matrix for each model trained with imbalance dataset 

Architecture Confusion Matrix 

EfficientNet-B0 

 

EfficientNet-B3 

 

EfficientNetV2 
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ResNet50 

 

ResNet101 

 

DenseNet121 

 

DenseNet161 
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VGG-19 

 

GoogLeNet 

 

SqueezeNet 

 

 

Across all models tested, including ResNet50, ResNet101, and VGG-19, which 

achieved over 70% accuracy, it was observed that classes 0 (Normal) and 1 (Doubtful) 

consistently exhibited the highest false positive rates. This trend was particularly pronounced 

due to the fact that these classes had the largest number of data points, leading the models to 

disproportionately favour them when making predictions. Even for well-performing models, 

the imbalance in data distribution made it difficult to accurately classify the minority classes, 

causing the models to misclassify many instances from the less frequent classes as belonging 

to class 0 or 1. This issue was further exacerbated in models like EfficientNetB0, 

EfficientNetB3, DenseNet161, and GoogLeNet, where a significant portion of the data was 

almost automatically classified into class 0 or 1, severely limiting the models’ ability to 

generalize beyond these two categories. This behaviour can be attributed to the models 
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optimizing for overall accuracy, which in an imbalanced dataset, results in the model focusing 

on getting the most frequent classes correct at the expense of minority classes. As a result, 

although accuracy appeared high or moderate, the models’ actual performance on 

distinguishing between classes was poor, particularly when evaluated using metrics like the F1 

score and AUC. These findings emphasize the importance of addressing class imbalance when 

training deep learning models, as high accuracy alone is not a reliable indicator of a model's 

true predictive power. 

 

4.1.2 Balanced Dataset 

To address the imbalanced dataset problem faced, several data augmentation techniques 

were implemented to balance the dataset and improve model generalization ability. The 

augmentation technique used to balance the dataset applies several random transformations to 

increase the diversity of training images, particularly in the minority classes. These 

transformations include random horizontal flipping, which provides different orientations, and 

random rotation, adding variety in angles to make the model more robust to slight 

misalignments. Affine transformations are also applied, including translation (shifting images), 

scaling (adjusting image size), and shearing (skewing), which simulate various real-world 

conditions such as different object placements and sizes in X-rays. Additionally, random 

resized cropping alters the image composition by varying the area cropped and resizing it to a 

consistent 224x224 pixels. These techniques not only create a more balanced dataset but also 

enhance the model’s ability to generalize by exposing it to a wider range of image variations. 

 

Figure 4.1.2 Code for data augmentation to balance dataset 

After performing the data augmentation techniques, amount of data in all 5 classes was 

even out with each containing 514 images. 
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Figure 4.1.3 Inspected balanced dataset after data augmentation 

Table 4.3 Comparison of testing accuracy for model before and after balancing 

Architecture Accuracy F1 Score 

Previous Current 

EfficientNet-B0 57.26 68.91 67.33 

EfficientNet-B3 46.77 58.55 54.03 

EfficientNetV2 63.31 75.91 74.36 

ResNet50 76.21 80.57 80.07 

ResNet101 77.42 87.31 86.82 

DenseNet121 68.95 79.27 78.78 

DenseNet161 41.94 58.29 55.00 

VGG-19 70.56 76.42 75.55 

VGG-16 - 76.94 76.15 

GoogleNet 57.26 71.50 70.27 

SqueezeNet 64.11 68.65 67.42 

RegNet - 76.94 76.75 

AlexNet - 67.36 65.40 

 

After applying the augmentation techniques, all of the models showed significant 

improvement in both accuracy and F1 score, addressing the earlier issue of misclassifying most 

images into classes 0 and 1. With the augmented dataset, the models became more adept at 

distinguishing between the different severity levels of osteoarthritis. Notably, ResNet50 and 

ResNet101 achieved accuracies of 80.57% and 87.31%, respectively, showcasing their 

effectiveness in handling the newly balanced dataset.  

In addition to these, three more models—VGG-19, RegNet, and AlexNet, were trained. 

Among all models trained, nearly all of them achieved over 70% accuracy and F1 score. The 

improvements in F1 score indicate that not only did the models become more accurate, but they 

also improved their ability to handle both false positives and false negatives across all classes. 

This demonstrates that the augmentation technique successfully balanced the dataset, allowing 
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the models to learn more effectively from both majority and minority classes. The reduction in 

bias towards classes 0 and 1, combined with the enhanced generalization provided by the data 

augmentation, resulted in more reliable and consistent performance across all the models tested. 

 

4.1.3 Sharpened Dataset 

After addressing the dataset balancing issue, an additional improvement was made by 

applying an image sharpening technique using OpenCV to enhance the dataset further. This 

technique involves several key steps: First, Gaussian blur is applied to the X-ray images to 

reduce noise and smooth out minor variations. Next, sharpening is performed using unsharp 

masking, which enhances the image details by subtracting a blurred version of the image from 

the original, effectively making edges more distinct. Finally, contrast enhancement is achieved 

through histogram equalization, which improves the visibility of features by adjusting the 

image’s intensity distribution. The processed images are then saved into a structured directory 

for consistency. This sharpening technique aims to enhance the clarity of subtle details in the 

X-ray images, making it easier for the model to detect and differentiate between various levels 

of osteoarthritis severity. By improving the image quality, the model’s ability to accurately 

classify the severity of the condition is further refined. 

 

Figure 4.1.4 Code for image sharpening 

 



Bachelor of Computer Science (Honours) 

Faculty of Information and Communication Technology (Kampar Campus), UTAR 
    31 
 
 

Table 4.4 Comparison for testing accuracy of model before and after image sharpening 

Architecture Accuracy 

Previous Current 

EfficientNet-B0 68.91 68.65 

EfficientNet-B3 58.55 58.03 

EfficientNetV2 75.91 76.68 

ResNet50 80.57 82.90 

ResNet101 87.31 81.87 

DenseNet121 79.27 80.83 

DenseNet161 58.29 61.66 

VGG-19 76.42 75.65 

VGG-16 76.94 77.72 

GoogleNet 71.50 72.02 

SqueezeNet 68.65 74.09 

RegNet 76.94 76.17 

AlexNet 67.36 73.58 

 

After applying the sharpening technique, the model performance showed slight 

improvements, with ResNet50, ResNet101, and DenseNet121 achieving accuracies over 80%. 

However, the most notable improvements were observed with SqueezeNet and AlexNet, which 

saw nearly a 5% increase in accuracy. SqueezeNet and AlexNet experienced more significant 

gains because of their unique architectures and their sensitivity to image details. SqueezeNet, 

with its compact design, relies heavily on efficient feature extraction, making it particularly 

responsive to enhancements in image sharpness, which improves its ability to discern fine 

details. AlexNet, on the other hand, is known for its deeper layers and larger receptive fields, 

which can benefit substantially from improved image clarity as it allows the network to better 

capture and utilize high-frequency features. Both models are more affected by changes in image 

quality compared to deeper, more complex networks like ResNet and DenseNet, which have 

more advanced mechanisms for feature extraction and noise reduction built into their 

architectures. This heightened sensitivity to image quality improvements explains why 

SqueezeNet and AlexNet showed more pronounced performance enhancements. 
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4.2 Model Training 

Learning Curve & Testing Accuracy 

Training Settings: 

Learning Rate = 0.001 

Batch Size = 16 

Optimizer = Stochastic Gradient Descent (SGD) 

Epoch = 10 

Dataset = Balanced & Image Sharpened Dataset 

 

Table 4.5 Comparison for original and pretrained model 

Architecture Original Model Pretrained Model 

Training History Testing Accuracy (%) Training History Testing Accuracy (%) 

EfficientNet-B0 

 

52.85 

 

68.65 
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EfficientNet-B3 

 

55.70 

 

58.03 

EfficientNetV2 

 

38.86 

 

76.68 
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ResNet50 

 

41.97 

 

82.90 

ResNet101 

 

 

 

 

 

 

42.49 

 

 

 

81.87 
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DenseNet121 

 

47.67 

 

80.83 

DenseNet161 

 

39.90 

 

61.66 
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VGG-19 

 

43.26 

 

75.65 

VGG-16 

 

44.04 

 

77.72 
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GoogleNet 

 

68.91 

 

72.02 

SqueezeNet 

 

35.75 

 

74.09 
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RegNet 

 

44.56 

 

76.17 

AlexNet 

 

20.98 

 

73.58 
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The observed performance differences between pretrained and original models in the 

knee osteoarthritis grading research can be largely attributed to the advantages of leveraging 

previously learned features. Pretrained models benefit from initial weights acquired from large-

scale datasets such as ImageNet, which provide them with a robust foundation of visual features. 

This prior knowledge enables pretrained models to converge faster and achieve better 

generalization on new tasks, in this case, the knee osteoarthritis grading. In contrast, untrained 

models must learn all features from scratch, which significantly slows their performance 

improvement and results in higher validation loss and lower accuracy. 

Models like ResNet50, ResNet101, and DenseNet121, which achieved over 80% 

accuracy when pretrained, experienced substantial improvements compared to their untrained 

versions, which remained below 50%. EfficientNet-B0 saw an increase from 52.85% to 

68.65%, and EfficientNetV2 demonstrated an even larger boost from 38.86% to 76.68%. These 

improvements highlight how pretrained models, starting with a more comprehensive 

understanding of visual features, adapt more quickly and effectively to specific tasks.  

The architecture of the models also plays a significant role in performance. Deeper 

architectures, such as ResNet and DenseNet, which incorporate advanced feature extraction 

mechanisms like residual and dense connections, benefit significantly from pretraining. These 

models are better equipped to capture complex and hierarchical features, crucial for accurately 

grading knee osteoarthritis. Conversely, simpler models like AlexNet and SqueezeNet, while 

showing improvements, lag behind due to their less sophisticated feature extraction capabilities. 

This architectural variance explains why deeper models generally achieve higher performance, 

as they are more adept at learning from intricate patterns in the data. 

Among all of the models trained, ResNet50 achieved highest accuracy of 82.90% test 

accuracy closely followed by ResNet101 with test accuracy of 81.87%. The third is place is the 

DenseNet121 with 80.83% test accuracy. After inspecting the training history, the training 

accuracy and validation accuracy are near in the range as the testing accuracy indicating that 

possibility for model overfitting issue is small. These 3 models will proceed to the next part for 

hyperparameter fine-tuning to find more possibility in improving the performance.
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4.3 Hyperparameter Fine-Tuning 

4.3.1 Batch Size 

Table 4.6 Comparison for model performance with different batch size 

Architecture Batch Size 

16 32 64 

ResNet50 

 
Training Accuracy: 89.66% 

Validation Accuracy: 82.90% 

Testing Accuracy: 83.94% 

 

 
Training Accuracy: 82.04% 

Validation Accuracy: 78.50% 

Testing Accuracy: 75.65% 

 

 
Training Accuracy: 71.64% 

Validation Accuracy: 68.39% 

Testing Accuracy: 65.03% 
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ResNet101 

 
Training Accuracy: 90.43% 

Validation Accuracy: 82.90% 

Testing Accuracy: 84.72% 

 

 
Training Accuracy: 85.37% 

Validation Accuracy: 80.83% 

Testing Accuracy: 75.39% 

 

 
Training Accuracy: 77.14% 

Validation Accuracy: 71.24% 

Testing Accuracy: 73.58% 
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DenseNet121 

 
Training Accuracy: 89.21% 

Validation Accuracy: 81.87% 

Testing Accuracy: 83.16% 

 

 
Training Accuracy: 80.92% 

Validation Accuracy: 75.39% 

Testing Accuracy: 74.09% 

 

 
Training Accuracy: 74.14% 

Validation Accuracy: 68.91% 

Testing Accuracy: 63.73% 
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4.3.2 Learning Rate 

Table 4.7 Comparison for model performance with different learning rate 

Architecture Learning Rate 

0.01 0.001 0.0001 

ResNet50 

 
Training Accuracy: 89.38% 

Validation Accuracy: 80.31% 

Testing Accuracy: 83.94% 

 

 
Training Accuracy: 89.66% 

Validation Accuracy: 82.90% 

Testing Accuracy: 83.94% 

 

 
Training Accuracy: 53.95% 

Validation Accuracy: 51.55% 

Testing Accuracy: 47.41% 
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ResNet101 

 
Training Accuracy: 86.99% 

Validation Accuracy: 81.09% 

Testing Accuracy: 83.16% 

 

 
Training Accuracy: 90.43% 

Validation Accuracy: 82.90% 

Testing Accuracy: 84.72% 

 

 
Training Accuracy: 52.95% 

Validation Accuracy:54.66% 

Testing Accuracy: 51.55% 
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DenseNet121 

 
Training Accuracy: 89.21% 

Validation Accuracy: 78.50% 

Testing Accuracy: 82.38% 

 

 
Training Accuracy: 89.21% 

Validation Accuracy: 81.87% 

Testing Accuracy: 83.16% 

 

 
Training Accuracy:54.00 % 

Validation Accuracy: 49.74%% 

Testing Accuracy: 50.26% 
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4.3.3 Optimizer 

 

Figure 4.2.1 Code for implementation of Adam’s optimizer 

 

Figure 4.2.2 Code for implementation of SGD optimizer 

Table 4.8 Comparison for model performance with different optimizer 

Architecture Optimizer 

Adam Stochastic Gradient Descent (SGD) 

ResNet50 

 
Training Accuracy: 75.58% 

Validation Accuracy: 71.50% 

Testing Accuracy: 72.28% 

 
Training Accuracy: 89.66% 

Validation Accuracy: 82.90% 

Testing Accuracy: 83.94% 
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ResNet101 

 
Training Accuracy: 71.08% 

Validation Accuracy: 70.47% 

Testing Accuracy: 69.17% 

 

 
Training Accuracy: 90.43% 

Validation Accuracy: 82.90% 

Testing Accuracy: 84.72% 
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DenseNet121 

 
Training Accuracy: 81.42% 

Validation Accuracy: 74.87% 

Testing Accuracy: 82.12% 

 

 
Training Accuracy: 89.21% 

Validation Accuracy: 81.87% 

Testing Accuracy: 83.16% 
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After inspecting the model training process, there are several findings regarding the 

suitable hyperparameters for the current task. The best performance was achieved with a batch 

size of 16. A smaller batch size like 16 allows the model to update its weights more frequently 

during training, which can lead to more accurate convergence. This frequent weight update 

helps the model adapt quickly to complex patterns in the knee X-ray images, which might be 

particularly important for detecting subtle differences in osteoarthritis stages. Larger batch 

sizes, like 32 and 64, perform fewer weight updates, which can make the learning process less 

adaptive, potentially missing fine details in the data. 

Learning rates of 0.01 and 0.001 performed similarly, likely because they are both 

within the optimal range for your model's convergence. These values allow the model to make 

reasonably sized updates to its weights, balancing learning speed and stability. However, after 

training for few rounds, it is observed that the result for learning rate 0.001 is more stable and 

can consistently let the model achieve >80% accuracy. On the other hand, a learning rate of 

0.0001 performed much worse. This is because it is too small, resulting in very slow updates 

to the model’s weights, which can prevent the model from adequately learning the underlying 

patterns in the dataset, especially in a time-sensitive task like classification. 

Stochastic Gradient Descent (SGD) outperformed Adam for all of the tested models. 

While Adam generally converges faster due to its adaptive learning rate, SGD often generalizes 

better in tasks involving smaller datasets or datasets with complex patterns like medical images. 

The knee osteoarthritis classification task may benefit from SGD's simplicity and more stable 

convergence path, leading to better generalization. Adam's faster convergence might have 

caused overfitting or poor generalization in this case. 

Best Training Settings for Current Task: 

Model = Pretrained ResNet101 

Epoch = 10 

Batch Size = 16 

Learning Rate = 0.001 

Optimizer = Stochastic Gradient Descent (SGD) 

Dataset = Balanced Sharpened Dataset 
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Chapter 5 System Evaluation 

5.1. System Testing and Performance Metrics 

Accuracy 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒

𝐴𝑙𝑙 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠
 

Accuracy measures the overall correctness of a diagnostic model by comparing the 

number of correctly predicted knee osteoarthritis grades to the total number of cases. It is 

expressed as a percentage and helps gauge how often the model's predictions align with the 

actual grading. The grading is said to be accurate if the knee Xray image does belong to the 

specific class of OA. 

 

Confusion Matrix 

 

A confusion matrix is a table that outlines the performance of a classification model. 

For knee osteoarthritis grading, it displays the true positive, true negative, false positive, and 

false negative counts for each grade. This matrix helps visualize how well the model 

distinguishes between different levels of osteoarthritis severity. 

 

Specificity 
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𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =  
𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
 

Specificity refers to the model's ability to correctly identify cases that do not have a 

particular grade of osteoarthritis. It measures the proportion of true negatives (accurately 

predicted non-osteoarthritis cases) out of all actual negatives. High specificity indicates fewer 

false positives. 

 

Sensitivity 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =  
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
 

Sensitivity, also known as recall, measures the model's ability to correctly identify cases 

with a specific grade of osteoarthritis. It is the proportion of true positives (accurately predicted 

osteoarthritis cases) out of all actual positives. High sensitivity means fewer false negatives. 

 

Precision 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
 

Precision measures the proportion of true positives out of all predicted positives. For 

knee osteoarthritis grading, it indicates how often the model's positive predictions (e.g., a 

specific grade of osteoarthritis) are correct. High precision means fewer false positives among 

the predicted cases. 

 

F1 Score 

𝐹1 𝑆𝑐𝑜𝑟𝑒 =  
2 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦
 

The F1 score is a metric that combines both precision and sensitivity into a single value, 

providing a balanced measure of a model's performance. It is particularly useful when dealing 

with imbalanced datasets, where one class (e.g., a specific grade of knee osteoarthritis) might 

be underrepresented. In the context of knee osteoarthritis grading, the F1 score helps evaluate 

how well the model performs in correctly identifying both the presence and absence of different 
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grades of osteoarthritis. A higher F1 score indicates a better balance between precision and 

sensitivity, meaning the model is good at both avoiding false positives and identifying true 

positives. 

 

Cross Entropy Loss 

𝐻(𝑝, 𝑞) =  Σ 𝑝(𝑥) log 𝑞(𝑥) 

Cross entropy loss quantifies the difference between the predicted probability 

distribution and the actual distribution (true labels) in classification tasks. In knee osteoarthritis 

grading, it assesses how well the model’s predicted probabilities match the actual grades, with 

lower loss indicating better model performance. 
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5.2 Final Testing Setup and Results 

Final System Setup 

Model = Pretrained ResNet101 

Dataset = Balanced Sharpened Dataset 

Epoch = 10 

Batch Size = 16 

Learning Rate = 0.001 

Optimizer = Stochastic Gradient Descent (SGD) 

 

Final Training & Testing Result 

 

Figure 5.2.1 Training history for final model 

 

Over 10 epochs, the fine-tuned pretrained ResNet101 model shows significant 

improvement, with training loss decreasing from 1.1994 to 0.2744 and training accuracy rising 

from 48.72% to 90.66%. Validation loss also decreases from 0.8925 to 0.4107, and validation 

accuracy improves from 61.40% to 84.20%. Despite these gains, fluctuations in validation loss 

suggest early signs of overfitting, where the model fits training data well but faces challenges 

in generalizing. By the final epoch, the model exhibits strong performance with high accuracy 

and stabilized validation loss, indicating effective learning. 



Bachelor of Computer Science (Honours) 

Faculty of Information and Communication Technology (Kampar Campus), UTAR 
    54 
 
 

 

Figure 5.2.2 Final testing result for final model 

The final testing results for the model show a testing accuracy of 85.75% and an F1-

score of 0.8558, indicating strong overall performance. The confusion matrix reveals that the 

model performs exceptionally well in distinguishing between classes, with high precision 

(0.8576) and recall (0.8557) across the categories. The specificity, also at 0.8557, reflects a 

balanced ability to identify true negatives across the classes. The model shows robust 

classification performance with effective detection and differentiation of various classes, 

though there is room for further refinement to address any misclassifications and enhance 

overall precision and recall. 
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Example of Knee Osteoarthritis Grading Result 

Table 5.1 Example of knee OA grading 

1. 

 

2. 

 

3. 

 

4. 
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5.3 Error analysis 

The wrongly predicted classes were printed to observe any potential issue that cause the 

incorrect predictions. 

Table 5.2 Error analysis for misclassified classes 

 Prediction Output Possible Explanation 

1 

 

The model extracted 

feature from the green 

bounding box where the 

gap between bones are still 

large instead of red 

bounding box where the 

bones touch each other 

causing wrong prediction. 

2 

 

The difference between 

grade 3 and 4 OA is too 

small for the model to 

identify. 

3 

 

The presence of 2 knee 

joint make the model 

confused about which side 

it should grade. 

 

5.4 Objective Evaluation 

The research objectives have been effectively achieved, demonstrating significant 

progress in grading the severity of knee osteoarthritis (OA) from X-ray images using deep 

learning techniques. The comparative analysis of various models highlighted that the pretrained 

ResNet101 emerged as the best-performing classifier for this task, as evidenced by its testing 

accuracy of 85.75% and an F1-score of 0.8558. The confusion matrix reveals that the model 
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consistently distinguishes between different OA severity levels, with high precision (0.8576), 

recall (0.8557), and specificity (0.8557). This confirms that ResNet101 excels in classifying 

the severity of knee OA according to the KL grading system, offering robust performance in 

automated grading. 

Additionally, the optimization efforts, including architecture selection, hyperparameter 

tuning, and data augmentation, contributed significantly to enhancing the model's accuracy and 

sensitivity. The implementation of transfer learning further improved model performance by 

accelerating convergence and enhancing generalization, reducing data requirements, and 

providing better feature representation. These outcomes validate the effectiveness of the 

employed strategies and confirm that the research objectives were successfully met, positioning 

the pretrained ResNet101 model as a reliable tool for automated OA grading from X-ray images. 
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Chapter 6 Conclusion and Future Work 

6.1 Conclusion 

For conclusion, all of the objective stated from the start of project has been fulfilled. 

The pretrained ResNet101 perform the best with final accuracy of 85.75% without any 

overfitting issues. The model also achieved high F1 score (0.8558), precision (0.8576), recall 

(0.8557) and specificity (0.8557). Compared with the work of Aslan [9] with same dataset that 

uses deep learning model for feature extraction, NCA for feature selection and finally machine 

learning models for classification, this paper chose to improve the dataset at the first place and 

uses only pretrained model for the knee OA grading task. The achieved accuracy of 85.75% is 

slightly higher compared to 84.12% accuracy in Aslan [9] work mostly due to the improvement 

done in dataset. It can be seen that without building up bulky model and passing the data 

through few sections, using only on deep learning model can also achieve similar accuracy or 

even higher. This also proved the importance of dataset quality in model training. Although 

accuracy of 85.75% is still far from perfect, but the usage of imperfect dataset with only 1650 

images were only used to achieve this performance while those in the reviewed articles are 

mostly trained using OAI dataset (~45000 x-ray images) and MOST dataset (~14000 x-ray 

images).  Data augmentation has been used to balance out the initially slanted dataset and the 

result of model training leap up a big stage after so.  

In terms of AUC for each grade of OA, the model has achieved 0.92, 0.90, 0.86, 0.91, 

0.96 AUC for each grade of OA from 0 to 4 respectively. The improvement in classifying grade 

2 OA improved the most from 68.10% in Aslan [9] work to 78.57% in current work. This 

improvement is important as OA is incurable and only early detection can bring the most 

benefit.  

Thirteen different models were trained for the knee OA grading task to determine which 

performs best. These models include EfficientNet-B0, B3, EfficientNetV2, ResNet50, 

ResNet101, DenseNet121, DenseNet161, VGG-19, VGG-16, GoogLeNet, SqueezeNet, 

RegNet, and AlexNet. Each model has distinct architecture and performance characteristics. 

EfficientNet models are known for their efficiency and scalability, balancing accuracy with 

computational needs. ResNet models use deep residual learning for better performance with 

fewer layers, while DenseNet models improve feature reuse at a higher computational cost. 

VGG models, though deep and effective, are resource-heavy due to many parameters. 

GoogLeNet, SqueezeNet, and RegNet offer trade-offs between complexity and performance, 
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with AlexNet serving as a simpler baseline model. Each model's strengths and weaknesses 

affect their knee OA grading performance differently. 

After that, fine-tuning of model was done on batch size, learning rate and optimizer 

used. The performance of model that varies based on different hyperparameter also shown the 

importance of using the optimal hyperparameters. All of the steps mentioned has led the model 

training to a successful end. 

 

6.2 Recommendation 

Based on the findings of this research, it is recommended that future work continues to 

explore deep learning models for knee osteoarthritis (OA) grading, particularly leveraging 

transfer learning techniques to further enhance model performance. The pretrained ResNet101 

model that achieved accuracy of 85.75%, slightly higher (~1.5%) compared to DenseNet201 

in Aslan’s work [9] achieving 84.12% accuracy, but with a more straightforward method, using 

only pretrained and fine-tuned ResNet101, without the extended feature engineering. This 

demonstrated strong performance in both accuracy and generalization, making the model a 

viable candidate for clinical applications. However, incorporating additional optimization 

strategies, such as advanced data augmentation, fine-tuning hyperparameters, and using 

ensemble methods, could further improve the model's ability to detect subtle OA features. 

Exploring other emerging deep learning architectures, such as Vision Transformers (ViTs), 

could also provide new avenues for improving performance. 

Moreover, to increase the model's robustness and applicability in real-world settings, it 

is recommended to use larger and more diverse datasets that represent a wide range of OA 

severities and patient demographics for example OAI and MOST. This would help address 

potential biases and improve the model’s generalization to broader populations. Additionally, 

integrating multimodal data such as patient history and clinical data, alongside X-ray images, 

could provide more context and enhance the predictive accuracy of the models. Future studies 

should also focus on evaluating these models in clinical settings to ensure their reliability, 

interpretability, and effectiveness for aiding in the diagnosis and treatment of knee OA. 
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