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ABSTRACT

In traffic analysis, a real-time vehicle detection and counting system is definitely important, as
existing systems only provide the ability to detect or count, but not all of them. In this project,
the aims are to achieve a video-based vehicle detection and counting system via implementing
various computer vision techniques using python language and several libraries including
OpenCV, PyTorch and etc. Initially, the image and video dataset of road traffic is gathered
from various online sources and undergoes categorization before loaded into the system for
model training. Then two model training process begins, one is for vehicle model detection to
learn the feature of a vehicle and the image background, while another training is for binary
weather classification for rainy and sunny conditions. Once the trained weights are ready a
deep learning algorithm detection model is applied to detect and draw a bounding box on the
vehicles. Lastly another deep sort algorithm is utilized to keep track of the detected vehicles
and count them accordingly. In conclusion, this project aims to produce a robust yet effective

and accurate video-based vehicle detection and counting system.

Bachelor of Computer Science (Honours)
Faculty of Information and Communication Technology (Kampar Campus), UTAR

Vi



TABLE OF CONTENTS

TITLE PAGE i
REPORT STATUS DECLARATION FORM ii
FYP THESIS SUBMISSION FORM iii
DECLARATION OF ORIGINALITY iv
ACKNOWLEDGEMENTS v
ABSTRACT vi
TABLE OF CONTENTS vii-x
LIST OF FIGURES xi-xil
LIST OF TABLES xiii
LIST OF SYMBOLS Xiv
LIST OF ABBREVIATIONS XV
CHAPTER 1 INTRODUCTION 1

—

1.1 Problem Statement and Motivation
1.1.1 Problem Statement
1.1.2 Motivation

1.2 Objectives

1.3 Project Scope and Direction

1.4 Contributions

A W W W N =

1.5 Report Organization

Bachelor of Computer Science (Honours)
Faculty of Information and Communication Technology (Kampar Campus), UTAR

Vii



CHAPTER 2 LITERATURE REVIEW 5

2.1 Previous work on Vehicle Detection and Counting System for 5
Traffic Analysis

2.2 Review of the Existing Systems 5
2.2.1 Vision-based vehicle detection and counting system using 5-7

deep learning in highway scenes (2019)
2.2.2 A real-time vehicle detection system under various bad 8-11
weather conditions based on a deep learning model without
retraining (2020)
2.2.3 Real-time vehicle classification and tracking using a transfer 12-14
learning-improved deep learning network (2022)

2.3 Strength and Weakness 15
2.3.1 Vision-based Vehicle Detection and Counting System Using 15

Deep Learning in Highway Scenes

2.3.2 A Real-Time Vehicle Detection System Under Various Bad 15-16
Weather Conditions Based on a Deep Learning Model Without
Retraining
2.3.3 Real-time Vehicle Classification and Tracking Using a 16-17
Transfer Learning-Improved Deep Learning Network
2.4 Summary 17
CHAPTER 3 SYSTEM METHODOLOGY/APPROACH (FOR 18
DEVELOPMENT-BASED PROJECT)
3.1 Data Acquisition and Preparation 18-19
3.2 Data Preprocessing 19
3.3 Machine Learning Models 19
3.3.1 Vehicle Detection Model 19-20
3.3.2 Weather Classification Model 20
3.4 Model Application and System Integration 20
3.4.1 Video Enhancement Using Weather Classification Model 20-21
3.4.2 Vehicle Detection in Processed Video 21
3.4.3 Vehicle Tracking and Counting with Deep Sort 21
3.5 System Evaluation 22

Bachelor of Computer Science (Honours)
Faculty of Information and Communication Technology (Kampar Campus), UTAR

viii



CHAPTER 4 SYSTEM DESIGN 23

4.1 System Block Diagram 23-24
4.2 System Components Specifications 24
4.2.1 Data Acquisition 24
4.2.2 Data Segregation 24

4.2.3 Data Labelling and Annotation 24-25
4.2.4 Vehicle Detection Model Training 25

4.2.5 Weather Classification Model Training 25
4.2.6 Video Processing 25-26
4.2.7 Vehicle Detection 26

4.2.8 Vehicle Tracking and Counting 26
CHAPTER 5 SYSTEM IMPLEMENTATION (FOR DEVELOPMENT- 27

BASED PROJECT)

5.1 Hardware and Software Setup 27
5.2 Setting and Configuration 27-28
5.3 Code Implementation and Explanation 28
5.3.1 Vehicle Detection Model Training 28-30
5.3.2 Weather Classification Model Training 30-33

5.3.3 Video Processing 33-35
5.3.4 Vehicle Detection and Counting 36-39

5.4 System Operation 39
5.4.1 Vehicle Detection Model Training Dataset 39-41
5.4.2 Weather Classification Model Training Dataset 41-43

5.4.3 Vehicle Model Detection Training 43-44
5.4.4 Weather Classification Model Training 45

5.4.5 Video Processing 45-47
5.4.6 Vehicle Detection 48

5.4.7 Vehicle Detection with Tracking 49

5.4.8 Vehicle Detection, Tracking and Counting 50

5.5 Implementation Issues and Challenges 51

Bachelor of Computer Science (Honours)
Faculty of Information and Communication Technology (Kampar Campus), UTAR



CHAPTER 6 SYSTEM EVALUATION AND DISCUSSION

6.1 System Testing and Performance Metrics
6.1.1 Accuracy
6.1.2 Reliability and efficiency

6.2 Testing Setup and Result
6.2.1 Detection Model Comparison with Alternative Methods
(Faster-RCNN)
6.2.2 Accuracy Assessment of Video Enhancement Effects
6.2.3 Reliability Assessment

6.3 Objective Evaluation

6.4 Project Challenges

CHAPTER 7 CONCLUSION AND RECOMMENDATION

REFERENCES

APPENDIX

WEEKLY LOG

POSTER

PLAGIARISM CHECK RESULT
FYP2 CHECKLIST

Bachelor of Computer Science (Honours)
Faculty of Information and Communication Technology (Kampar Campus), UTAR

52

52
52
53
54
54-56

56-59
59-60

60
60-61

62

63

65

69

70
81



Figure Number

Figure 2.2.1.1
Figure 2.2.1.2
Figure 2.2.1.3
Figure 2.2.2.1
Figure 2.2.2.2
Figure 2.2.2.3
Figure 2.2.2.4
Figure 2.2.2.5
Figure 2.2.3.1

Figure 2.2.3.2
Figure 3.0
Figure 4.1.1

Figure 5.4.1.1
Figure 5.4.1.2
Figure 5.4.1.3
Figure 5.4.2.1
Figure 5.4.2.2
Figure 5.4.2.3
Figure 5.4.2.4
Figure 5.4.2.5
Figure 5.4.3.1
Figure 5.4.3.2

Figure 5.4.4.1
Figure 5.4.5.1
Figure 5.4.5.2

LIST OF FIGURES

Title

Block diagram of vehicle detection system

Overall block diagram of road surface segmentation
Track counting result

Overall system flowchart

Left: Original glare image Right: Corrected glare image
Left: Original haze image Right: Corrected haze image

Left: Original rainy image Right: Corrected rainy image
Comparison of non-corrected image and corrected image

A lane-based count and speed detection technique for multi-

vehicle tracking
Performance achieved by various YOLO network

Overview of system methodology

System Block Diagram of Vehicle Detection and Counting

System

Vehicle detection model training folder structure
Vehicle model training set images

Vehicle model validation set images

Weather classification model training folder structure
Rainy training set images

Sunny training set images

Rainy validation set images

Sunny validation set images

Confusion matrix of the training model

Output weights of the vehicle model detection training
process

Weather classification training process

Original sunny video

Enhanced sunny video

Bachelor of Computer Science (Honours)
Faculty of Information and Communication Technology (Kampar Campus), UTAR

Page

O© O o0 9 N D

39
40
40
41
41
42
42
43
43
44

45

45
46

Xi



Figure 5.4.5.3
Figure 5.4.5.4
Figure 5.4.5.5
Figure 5.4.6.1
Figure 5.4.6.2
Figure 5.4.7.1
Figure 5.4.8.1
Figure 5.4.8.2
Figure 6.2.1.1
Figure 6.2.1.2
Figure 6.2.1.3
Figure 6.2.1.4
Figure 6.2.2.1
Figure 6.2.2.2
Figure 6.2.2.3
Figure 6.2.2.4
Figure 6.2.2.5
Figure 6.2.2.6
Figure 6.2.2.7
Figure 6.2.3.1
Figure 6.2.3.2
Figure 6.2.3.3

Original rainy video
Enhanced rainy video
Output of videoprocessing.py

Current processing frame of video

Vehicle detected in the video frame with bounding box
Vehicle detected and tracked in the video frame
Vehicle detected, tracked and counted in the video frame

Console output of vehicle detection and counting

Faster-RCNN with Deep Sort

YOLOVS with Deep Sort

Execution time of Faster-RCNN
Execution time of YOLOv5S

Original rainy video output

Enhanced rainy video output

Example of misidentification

Example of correct identification
Example of false detection

Example of correct detection

Example of heavy traffic conditions

1* iteration of vehicle detection process
2™ jteration of vehicle detection process

3t jteration of vehicle detection process

Bachelor of Computer Science (Honours)

Faculty of Information and Communication Technology (Kampar Campus), UTAR

46
46
47
48

49
50

54
55
55
55
56
56
56
57
57
58
58
59
59
59

Xii



LIST OF TABLES

Table Number Title Page
Table 2.3.1.1 Strength and description 15
Table 2.3.1.2 Limitation and description 15
Table 2.3.2.1 Strength and description 16
Table 2.3.2.2 Limitation and description 16
Table 2.3.3.1 Strength and description 16
Table 2.3.3.2 Limitation and description 17
Table 5.1.1 Specifications of laptop 27
Table 6.2.1 Performance comparison of Faster-RCNN and YOLOVS 56
Table 6.2.2.1 Vehicle detection accuracy across video conditions 59
Table 6.2.3.1 Vehicle counted and execution time across iterations 60

Bachelor of Computer Science (Honours)
Faculty of Information and Communication Technology (Kampar Campus), UTAR

Xiii



LIST OF SYMBOLS

Bachelor of Computer Science (Honours)
Faculty of Information and Communication Technology (Kampar Campus), UTAR

Xiv



YOLO

YOLOvS5
VGG16
FASTER-RCNN
CPU

GPU

LIST OF ABBREVIATIONS

You Only Look Once

You Only Look Once Version 5

Visual Geometry Group 16

Faster Region Convolutional Neural Network
Central Processing Unit

Graphics Processing Unit

Bachelor of Computer Science (Honours)

Faculty of Information and Communication Technology (Kampar Campus), UTAR

XV



Chapter 1

Introduction

In modern society today, efficient yet accurate traffic management has become a challenge to
achieve with the increasing of road traffic in the cities. The main focus of this system
development is to resolve the problems encountered by road users, such as road congestion that
leads to a waste of time. With the help of advanced computer vision technologies, this project
focuses on developing an integrated vehicle detection and counting system. First, the system
will take the input video and undergo processing, and several algorithms are applied to clearly
identify a variety of vehicles and record them down. By the end of the development, the results
generated are capable of assisting several purposes such as urban planning, traffic flow
monitoring, traffic management and insights into road traffic. The outcome will benefit both
the traffic administrator and road user in a sense that traffic administrators are more easily
implement traffic management systems such as building traffic lights in the most congested
areas to smooth the traffic, and road users can choose the best route to reach their desire

destination without involving in congested traffic.

1.1 Problem Statement and Motivation
1.1.1 Problem Statement

According to the authors of [12], due to the advancement of different models and sizes of
vehicles being introduced every year, intelligent vehicle detection and counting systems are
becoming a challenge to overcome as the difficulty of achieving high accuracy for detecting
and counting vehicles in the traffic. This system contains two main processes, detection of
moving vehicles in the road traffic and counting each of the detected vehicles and recording
them. However, there are a few main issues that exist in the detection and counting system.
First, the problem statement of this project is the limited dynamic adaptability of the
detection and counting system. The main problem that arises is that most of the existing
system can only detect and count the vehicle for specific road structures. This is because most
of the developer pay too much attention to the accuracy of the system and forgot the system’s

robustness tradeoft.
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The next problem that arises is that environmental conditions impair detection reliability.
In [13], Xiu-Zhi Chen et al. point out that one of the crucial factors that affected vehicle
detection accuracy is the various bad weather conditions. Some of the external factors, such as
lighting, different weather conditions and shadows, have significantly affected the performance
of vehicle detection systems. Additionally, vehicle counting logic fully depends on the vehicle
detection algorithm, and once the system is unable to detect a certain vehicle, a particular
vehicle will not be counted. In another way, this will also affect the accuracy of the counting

logic.

Lastly, the third problem is the lack of integration of detection and counting system. Most
of the existing system in the market are mainly focus on one objective whether specializing in
vehicle detection, counting or classification as unified approach are most challenging and non-
beneficial. Hence by building an integrated system that is able to execute both task in a single

system will definitely ease the process of traffic management.

1.1.2 Motivation

The motivation behind this thesis is to produce an efficient yet dynamic vehicle detection and
counting system. The capacity of the system to adjust dynamically to different road types is
essential for precise vehicle identification and counting, which subsequently able to guide

traffic management strategies and infrastructure construction.

Other than that, the existing system falls short of achieving high accuracy in detecting vehicles
in various traffic conditions due to the system's lack of robustness. For example, suppose the
system misses count due to the inability to detect the vehicle in heavy traffic and report it as
fast-moving traffic. In that case, the traffic administrator might plan for a road maintenance
schedule that causes unnecessary traffic congestion. Hence, an accurate vehicle detection

system could dramatically improve traffic analysis and planning.

Moreover, this project aims to develop an integrated system that consists of both vehicle
detection and counting functions. The existing system mostly provides fragmentation of

function, which makes it hard for traffic analysis to analyze traffic flow precisely. In addition,
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an integrated system able to provide an insight of the total car volume in a certain intersection

of road traffic and ease the process of traffic management.

1.2 Objectives

In this project, the aim is to develop an integrated system consisting of a vehicle detection
model and counting logic, particularly focusing on applying the most effective algorithm to
achieve the highest accuracy of detecting moving vehicle in a road traffic. Other than that,
challenges such as varying light condition, weather and angle of vehicle captured by camera
also normally impair the accuracy of the detection mechanism. This thesis proposes leveraging
advanced computer vision techniques and machine learning models to enhance the reliability
of detection and counting precision. With the help of existing vast ecosystem of libraries this
thesis aims to develop an effective vehicle detection and counting system of real-time video

footage of a moving traffic.

1.3 Project Scope and Direction

In this thesis, the project has progressed from the initial phase, building upon the foundational
work of a robust image-based vehicle detection system. The current stage has successfully
expanded into video-based, where the model is able to detect, track, and finally count all the
vehicles across video frames. While developing the system, the main goal of this project is to
ensure that the system can work effectively even under diverse weather conditions. The next
phase of the project will focus on optimizing the processes and exploring any other way of

refining the system’s performance.

1.4  Contributions

This research aims to identify the most suitable algorithm for developing the video-based
vehicle detection and counting system. Several detection algorithms are taken into account to
find the best algorithm that produces the highest accuracy while detecting the moving vehicles
in the road traffic. Furthermore, this research employs transfer learning to improve the
efficiency and efficacy of the vehicle detecting system. By utilising pre-trained models tailored
to the objective of vehicle identification and weather classification, the system advantageously
exploits previously acquired characteristics and patterns, therefore greatly minimising the
requirement for substantial data from the beginning. This methodology not only expedites the
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training procedure but also enhances the precision and resilience of the model, especially in

identifying vehicles under diverse weather conditions.

1.5  Report Organization

The details of this project will be shown in the upcoming chapters. In chapter 2, some new
studies have been made regarding video-based vehicle detection and counting systems and each
of the advantages and limitation of the proposed solutions are compared and reviewed.
Furthermore, in chapter 3 the system methodology is discussed clearly with the provided
overall system approach diagram. On top of that, chapter 4 describes the system design and
discussed the system components in detail for better understanding of the entire system.
Chapter 5 mainly focus on the implementation of the system including explanation of the code
and the figure included for each output produced. Where in chapter 6, system evaluation is
performed to discuss the system’s accuracy and overall performance with the applied methods.

Lastly, chapter 7 concludes the entire project and discusses on future approaches.
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Chapter 2

Literature Review
2.1 Previous work on Vehicle Detection and Counting System for Traffic Analysis

In order to improve traffic management, real-time video processing and advanced imaging
technologies are being integrated into vehicle recognition and counting systems. Vehicle
detection systems augmented with visibility complementing modules have demonstrated
significant potential in reducing the negative effects of environmental conditions like rain and
fog on identification accuracy, according to a study by Xiu-Zhi Chen et al. In a similar vein,
Bipul Neupane et al. talked about how transfer learning can be used to enhance the capabilities
of deep learning networks especially YOLO models for more effective real-time vehicle
tracking and categorization. These studies demonstrate how sophisticated and capable today's
traffic monitoring systems are becoming, but they also show enduring difficulties including
correct vehicle classification in a variety of traffic and weather scenarios and dynamic backdrop
adaptability. In order to find possible areas for more innovation and improvement in traffic
analysis systems, this research segment lays the groundwork for a thorough investigation of

each strategy.

2.2 Review of the Existing Systems

2.2.1 Vision-based vehicle detection and counting system using deep learning in highway
scenes (2019)

A method using deep learning technology has been proposed by Huansheng Song et al. The
authors proposed this vision-based vehicle detection and counting system specifically tailored
for highway scenes. This study focusses on the complexity of detecting various sizes of vehicle
that have direct impact on the accuracy of the vehicle counts on highways. According to
Huansheng Song et al. [12], conventional vehicle detection methods such as background
subtraction and frame difference are effective but fall short under different road conditions
such as lighting and bad weather. Hence, they point out that with the help of deep learning,
particularly Convolutional Neural Networks (CNNs) has shown the increase of performance in
accurately detecting vehicles due to their robust extraction feature. Figure 2.2.1.1 shows the

overall flow of the method proposed by the authors.
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Figure 2.2.1.1 Block diagram of vehicle detection system

The system starts with the segments of video frame captured from the highway to identity the
road surface area. This is crucial because precise segmentation guarantees high accuracy of the
detection algorithm on relevant part of the image. Upon successful segmentation, the YOLOV3
algorithm is applied. This deep learning technique is utilized for its robustness in detecting
objects in varied conditions and is efficient in processing video frames in real-time. Next, ORB
algorithm is applied to extracts features from the detected vehicle to track multiple objects
across frames. The authors also stated that this step is vital for maintaining the continuity of
vehicle detection and counting accuracy. Finally, the system analyses the trajectory of each
tracked vehicle, categorizing each of the vehicle by type and counting them as they pass
through the designated areas of the road. In the following Figure 2.2.1.2 shows the overall

process of the road surface segmentation.

Highway original ('I]af’t’l‘:;:“ hi‘::r““:'; 4 Gaussian filter Diffuse fill
image il yor i i | MeanShift filier iy algorithm
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Figure 2.2.1.2 Overall block diagram of road surface segmentation

According to Huansheng Song et al. [12], the road surface extraction process starts with
original input of highway image, applying Gaussian hybrid modeling to the image to
differentiate the road surface from other attributes. Then, a MeanShift filter is applied to the
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image to refine the original image quality, which will help in better of distinguishing the road
surface. After that, hole filling morphological expansion is applied to make the road surface
representation continuous and complete. These techniques address any gaps or discontinuities
in the segmented road surface resulting a better area for accurate vehicle detection stated by
the authors. Once the road surface is segmented, the system then proceeds with extracting the
minimum bounding rectangle. This feature is to encapsulates the road surface optimizing the
region of interest for vehicle detection. Lastly the system segments the road into remote and

proximal areas for further analysis.

Scenes Scene 1 Scene 2 Scene 3
Video frames 11000 22500 41000 Direction correct rate
Vehicle category Car Bus Truck  Car Bus Truck  Car Bus Truck
Our method 29 2 3 10 40 21 287 141 22
Actual number of vehicles 32 21 17 43 22 297 150 24
Direction A Extra Number 3 0 0 g 3 2 15 13 3 092
Missing number a 0 0 0 5 4 1
Correct rate 0806 1 1 0523 0930 0864 0933 0887 0833
Our method 41 37 4 17 9 300 168 1
Actual number of vehicles 43 38 4 125 77 in 172 17
Direction B Extra Number 2 2 0 1 0 0 15 8 2 0931
Missing number a 1 0 3 2 0 4 4 0
Correct rate 0853 0847 1 0888 0844 0939 0930 0882
Real time rate 1.27 35 148
Average correct rate 0.967 0911 0917 0932

Figure 2.2.1.3 Track counting result
The Figure 2.2.1.3 above is the table of the track counting result of the vehicle detection and
counting system proposed by the authors. In [12], Huansheng Song et al. concludes that the
integration of these technologies not only outperforms traditional detection methods but also
offers scalability and adaptability for real-world scenarios. The authors suggest that such
system can significantly contribute to intelligent traffic management and control, especially in

managing highway traffic.
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2.2.2 A real-time vehicle detection system under various bad weather conditions based on

a deep learning model without retraining (2020)

In [13], Xiu-Zhi Chen et al. has proposed a vehicle detection system that operates effectively
under diverse adverse weather condition by using a complementation module that enhances the
accuracy of the detection. The authors stated that most of the traditional vehicle detection
system available in the industry rely too much on machine learning algorithms with manually
defined features such as Haar-like and histogram of gradients (HoG). These features work fine
under normal weather condition but not in bad weather conditions like raining or low-light
traffic. Hence, Xiu-Zhi Chen et al. proposed a new system that employs YOLOv3, which is a
deep learning model that is well known for its performance and efficiency in real-time object

detection. Below Figure 2.2.2.1 is the flowchart of the proposed system.

Visibility complementary module

Image | Visibility Visibility Visibility Corrected | [| Vehicle Detection
Frame Assessment State Correction Image Detection Result
A |

Figure 2.2.2.1 Overall system flowchart

The proposed system begins with acquisition of video frames from highway cameras. These
frames collected will act as primary input for the entire detection process. Each of the collected
video frames undergoes a visibility assessment phase, where the system evaluates the visibility
conditions of the video. This assessment is important for determining the specific challenges
that contain inside the image such as fog and rain. Next, the system categorizes the visibility
into predefined states and each state corresponds to a particular type of visibility impairment
commonly encountered. After the state being determined, the system applies a series of
visibility correction algorithms to enhance the image by improving contrast, brightness and
clarity. Once the output from the visibility correction stage is completed, the image will be then
been optimized once again for better vehicle detection. With the enhanced image, the system

employs the YOLOv3 learning model to detect the vehicles in the traffic.
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Figure 2.2.2.2 Left: Original glare image Right: Corrected glare image

From the Figure 2.2.2.2 above, Xiu-Zhi Chen et al. explained that the visibility correction of
glaze is performed by using an advanced algorithm to adjust the image’s contrast and
brightness dynamically, ensuring that the glare does not obscure the view. From the corrected
glare image, the vehicle detection system able to detect vehicle in the traffic more accurately

even under harsh sunlight conditions.

Figure 2.2.2.3 Left: Original haze image Right: Corrected haze image

For haze conditions, in the Figure 2.2.2.3 above shows the visibility correction module
employes techniques to clarify and enhance the image by reducing the foggy overlay that
caused by haze weather. The authors state that first the system analyzes the color and saturation
levels to adjust the image clarity, effectively cutting through the haze to reveal a clearer scene.
From the figure above, the correction process successfully enhances the image and eased the

detection process.
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Figure 2.2.2.4 Left: Original rainy image Right: Corrected rainy image

Xiu-Zhi Chen et al. also explained on the rainy visibility correction as shown in the Figure
2.2.2.4 above. The correction method proposed for rainy conditions focuses on removing
distortion caused by the raindrops on the camera lens and reducing visual impairment caused
by heavy rainfall in the traffic. By applying the filter that identifies and isolates the distortion
typical of rain, the authors claim that the system able to construct the affected areas of the
image to restore visibility. Figure above show how the technology applied capable of
recovering the visibility of the original rainy image, ensuring that the vehicle detection remains

functional even in adverse weather conditions.

Scene Bounding Box Amount Positive False Detection  False Classification

Without proposed 5702 4859  (85.22%) 4 (0.07%) 839 (14.71%)

Clare yith proposed 8093 7269 (89.82%) 17 (021%) 807 (9.97%)
Without proposed 97 80 (8247%) 10 (10.31%) 7 (7.22%)

Haze g proposed 760 62 (7921%) 102 (1341%) 65 (8.55%)
Rainy Without proposed 650 435 (6692%) 172 (2646%) 43 (6.62%)
With proposed 998 871  (87.27%) 32 (5.21%) 75 (7.52%)

Figure 2.2.2.5 Comparison of non-corrected image and corrected image

Based on the above Figure 2.2.2.3 Xiu-Zhi Chen et al. conclude their findings by stating that
in glare condition the proposed system increases the positive detection rate from 85.22% to
89.82% while reducing false classification from 14.71% to 9.97%. In haze, positive detection
rise from 82.47% to 79.21% with a notable reduction in false detection which showed the
system’s effectiveness. Whereas in raining condition the improvement is most outstanding with
positive detection increasing from 66.92% to 87.27% and a significant decrease in false

detection from 26.46% to 5.21%. The authors mentioned that by integrating right and image
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processing techniques and robust deep learning algorithms, this system ensures reliable and
accurate vehicle detection without the need for frequently retaining or manual adjustment of

parameters.

Bachelor of Computer Science (Honours)
Faculty of Information and Communication Technology (Kampar Campus), UTAR

11



2.2.3 Real-time vehicle classification and tracking using a transfer learning-improved

deep learning network (2022)

In the recent study by Bipul Neupane et al. the authors proposed a sophisticated vehicle
classification and tracking system by utilizing an advanced deep learning network enhanced by
transferring learning techniques to achieve high accuracy and efficiency in real-time
applications. For intelligent transport systems (ITSs), where quick and accurate vehicle
recognition is crucial this unique system is extremely helpful. The demand for large training
datasets, the domain-shift issue, and the integration of a real-time multi-vehicle tracking
method with deep learning frameworks are three major obstacles that are frequently
encountered in deep learning applications for vehicle identification. The authors concentrated
on solving these three main issues. Figure 2.2.3.1 displays the comprehensive diagram of a

multi-vehicle tracking algorithm designed for lane-based vehicle count and speed detection.

Train YOLO moded & | Camera stream callection and registration i

H Training Dala o Fiaal-tima Camera and Lane -
5 — | b s [ Ol |

Train ¥OLD with o !
franster kamng o ;
o Fisciiza frame to !

L i

I

Lane Poiypgons with
Lar D

Oederi Vehicle Class, | | :
Bounding Bax and ' |

Probabiliby

%__:__::.__:::__ w1 s

- e Multi-vehicle tracking algorithm
} ; ~Whathar cervrold . i

':e:']'faﬂ.“r"':th L < falinseanylane  —no—»| ReleciDa-apisier
Ariding H-\""\-\. polygon? ____.--"'-

. -
-~
h‘:{ﬁ

e
" Whether u:"'*--H_
—h{_\_uehin:le ralches any ——re—w
"\-\.\,‘_l:ﬂ.iS-ﬁl'g mu.-'?__,-"'
- -

Faleaze ap axiing
vihicle

Fagistar niw vahicls
L)

"
ew
¥
Undale ealuees 1o existing vehice 1D (1D, enlry ane 0
cenlroid coondinale during eniry, ime of aniry, curent
coandinale of canlnad, cumant spesd, Clags)

v

Par-lana rapart: count of clasa, avarage speed of 1,5, 15
and §0 miries, vehice mobiliy eccording o lane 1D

Figure 2.2.3.1 A lane-based count and speed detection technique for multi-vehicle tracking

Bipul Neupane et al. explained that the system they proposed starts with real-time acquisition
of video, and the video will then be processed to identify and classify vehicles using YOLO
model. In order for better processing, the authors resized the video dimension to standard

(640x640) to maintain consistency and optimize computational efficiency. Then the video feed
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will be analyses to delineate lane polygons which allow the system to track the vehicle
movement across specific lanes. Once the processed video frames enter the multi-vehicle
tracking module, each vehicle’s centroid inside the video is calculated based on the bounding
box identified by the YOLOvS model. After that, the system then verifies if the centroid of the
vehicle falls inside any registered lane polygon. To ensure accuracy the authors also proposed
a checking mechanism to check whether any previously detected vehicle same as the one
already in the system. Lastly, the detected vehicle will be then tracked and counted by taking

counts of each vehicles entering and existing the camera’s point of view.

Average Precision (AP)

Classes
YOLOw3 YOLOw3t YOLOw 51 YOLOw5s

car 0.764 0.755 0722 0.745
bus 0.8a1 0761 0.762 0.750
taxd 0.660 0.687 0.733 0.673
bike 0.792 0724 0.817 0784
pickup 0.757 0719 0.686 0711
truck 0.688 0.584 0.654 0.628
trailer 0.447 0.457 0.499 0.492
mAP_50 0.710 0.670 0.695 0.683
Class Loss 0.015 0.028 0.033 0.036
Train time (hours) 7.B3 283 7.98 255
Model Size (MB) 120.59 17.02 91.61 14.09

Figure 2.2.3.2 Performance achieved by various YOLO network

Additionally, in [14] Bipul Neupane et al. also discussed their findings on applying different
YOLO models and the precision are shown in the Figure 2.2.3.2 above. In place of using pre-
trained weights at the beginning of the training process, the authors' robust training
methodology included random data augmentation techniques like scaling, translation, and
flipping. The goal of this strategy is to improve the model's ability to generalize across different

vehicle detection settings.

In addition, the performance of the YOLO models is assessed according to how well they can
manage different lighting situations as well as different object sizes and shapes, all important
aspects of real-time vehicle recognition systems. Using a k-means clustering approach, the
models' anchor sizes which are critical to the detection process were determined, optimizing

their response to various vehicle types and sizes seen in traffic scenes.
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Subsequently, these YOLO models are incorporated into a highway real-time video processing
system, highlighting their operational effectiveness under dynamic and uncertain
environmental settings. This integration demonstrates how the YOLO models are used in real-
world traffic management systems, greatly improving vehicle recognition, classification, and

tracking precision.
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2.3 Strength and Weakness

2.3.1 Vision-based Vehicle Detection and Counting System Using Deep Learning in
Highway Scenes

Strengths Description

Real-Time Implements efficient real-time processing

for immediate results

Robustness Utilizes deep learning (YOLOV3) for high
accuracy
Adaptive Enhanced by using ORB algorithm for

tracking vehicles

Table 2.3.1.1 Strength and description

Limitation Description

Over-segmentation Potential inaccuracy if vehicles are close

to each other

Environmental Impact . .
v p Performance of detection might degrade]

due to bad weather condition

Table 2.3.1.2 Limitation and description

2.3.2 A Real-Time Vehicle Detection System Under Various Bad Weather Conditions
Based on a Deep Learning Model Without Retraining

Strengths Description

Weather Resilience Specially designed to maintain high|
accuracy under  various  weather

conditions.
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Enhanced Detection Algorithm

Incorporates YOLOv3 deep learning

model for robust detection.

Table 2.3.2.1 Strength and description

Limitation

Description

Complex Implementation

Require precise calibration for visibility]
evaluations, which could be difficult to sef]

up and maintain.

Processing Intensity

System might demand high computationall

power for real-time and robust detection.

Table 2.3.2.2 Limitation and description

2.3.3 Real-time Vehicle Classification and Tracking Using a Transfer Learning-Improved

Deep Learning Network

Strengths

Description

Transfer Learning

Utilize transfer learning to enhance
YOLO model, improving accuracy and

efficiency.

Comprehensive Tracking

Employs multi-vehicle tracking algorithm

to track heavy traffic

Table 2.3.3.1 Strength and description

Limitation

Description

Dependency on Data Quality

Highly relied on quality and variability of

training data
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Resource Intensive Require substantial computational

resources of training devices.

Table 2.3.3.2 Limitation and description

2.4 Summary

After reviewing existing systems in the market, each of the proposed methods by the authors are
yet to perfect and still has room for improvement such as handling dynamic backgrounds, over-
segmentation and sensitivity to environmental conditions. Other than that, weak formation of
boundaries and shadow related errors could also impact the system’s accuracy. This project aims
to further develop the fundamental image-based approach used in previous work to produce an
integrated vehicle detection and counting system. The objective is to detect vehicles, track them

and count them in moving traffic.
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Chapter 3
System Methodology/Approach

This project process was mainly categorized into two phases throughout the entire
development, which were the preprocessing stage and the postprocessing stage. In
preprocessing stage, the primary focus was on filtering and training the data to enhance the
efficiency and accuracy of the postprocessing stage later. Whereas in the postprocessing stage,
several algorithms are applied to detect, track and count all the moving vehicles in the traffic.
Machine learning, specifically supervised learning is applied in the preprocessing stage to train
two separate model one is for vehicle model detection, and another is for weather classification.
Lastly, in the postprocessing stage transfer learning is applied with the implementation of
detection algorithm to detect and track moving vehicles in the traffic. Below diagram 3.0 is the

overview diagram of the system methodology.

Data Model
Data Collection » Preparation » Model Training > o » Evaluation
. Application
and Labelling

___________________________

Vehicle Detection

Model and
Weather

Classification Model

Video Processing,

and Counting

|
|
|
|
Vehicle Detection :
|
|
|
|

Figure 3.0 Overview of system methodology
3.1 Data Acquisition and Preparation

The input data that are used in this project are mainly two types which are image and video.
First, the dataset of images and videos is gathered across multiple online resources, including
Kaggle and GitHub. The image datasets will be used for training purposes, while the video will
be used for postprocessing, where detection and counting of moving vehicles in the moving
traffic. While sourcing for data, only two categories of data that were mainly focused on, sunny

weather and rainy weather, and the quality of the dataset are in the acceptable range where too
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low quality of data will be filtered out, such as images with few kilobytes are normally images
that are overly blurred. Other than that, some of the processed images are filtered out. For
example, images that are converted to grayscale are removed, and only the original images in
RGB remain. Moreover, the datasets are then undergoing categorization where images are
copied into two sets, one set is used for vehicle model training and another set is used for
weather classification training. For vehicle model training, the images are separated into two
folders, which are the ‘train’ and ‘valid’ folders. Meanwhile, for weather classification, images
are differentiated into ‘train’ and ‘valid’ folders, with further categorization into ‘rainy’ and
‘sunny’ subfolders. This organized approach guarantees that the training and validation
processes are correctly supported, allowing for the construction of strong models capable of

accurately detecting vehicles and analyzing weather conditions.

3.2 Data Preprocessing

Before stepping into the training process, the image dataset undergoes a preprocessing process,
which is labelling to tailor the training of the vehicle detection model using a supervised
learning approach. Each of the images were labeled with bounding boxes indicating the vehicle
class and normalized coordinates (center X, center y, width, height) and stored in label files.
To ensure the model scalability across different resolutions, these coordinates were normalized
against the image dimensions to increase the object detection accuracy. Besides that, the dataset
was also divided into training and validation sets to facilitate the training process and stated
inside the ‘data.yaml’ file, together with the number of classes involved in the model training.
While the vehicle detection model focuses on detailed annotations, the preprocessing for the
weather classification model was comparatively straightforward, where only basic image
transformation and normalization are needed to meet the model’s input needs. For example,
resizing the image to a fixed dimension and standardizing the pixel values in the image using

mean and standard deviation for each color channel.

3.3 Machine Learning Models
3.3.1 Vehicle Detection Model

You only look once (YOLO) is an object detection system that use convolutional neural
network to detect object from the input background. While conventional detection systems

apply the model to different areas of an image, YOLO treats detection as a singular regression
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issue. It predicts bounding boxes and class probabilities for these boxes over the whole picture
in a single evaluation. For the training of the vehicle detection model, transfer learning was
applied using the YOLOv5m model to achieve high performance in real-time object detection
tasks, which is crucial for dynamic environments, typically in vehicle detection in moving
traffic. This medium variant of the YOLOv5m is particularly suited for handling the medium
size of the image datasets. On top of that, the reason for selecting this model is the capability
of the model to perform multi-scale predictions in detecting vehicles across various sizes and
distances in road traffic from the background. Throughout the project, this pre-trained model
weight was fine-tuned on a custom dataset specifically compiled and annotated for this system.
The training process involved adjusting hyperparameters like the batch sizes and epochs to
maximize the model’s precision and recall, which is important for minimizing false vehicle

detections and enhancing robust accuracy in vehicle detection in a later stage.

3.3.2 Weather Classification Model

VGG16 is a deep convolutional neural network that developed by the visual graphics group
from Oxford that can perform image recognition and classification tasks. For weather
classification, the VGG16 model was employed as this model was originally designed to
classify among 1000 categories of data by extracting important features from the input images.
The reason for selecting this model in this project is to perform a binary classification task on
the dataset, focusing on identifying rainy and sunny weather conditions. With a good structure
and distinctly labelled as sunny and rainy, this model can distinguish the visual patterns with
each weather condition effectively. By utilizing a pre-trained model, the weather classification
training process is able to reduce the extensive computational resources and save time. In the
classification process, the model’s training parameters were tuned to increase the model’s
accuracy in distinguishing weather conditions in the dataset. The fine-tuning involves
modifying the network’s final layers and training settings, such as learning rate, to refine the

model’s performance and accuracy toward weather classification.

3.4 Model Application and System Integration
3.4.1 Video Enhancement Using Weather Classification Model

With the weather classification training model output from the training in the previous stage,
the video dataset will undergo processing where the video quality will be enhanced based on

the weather conditions to establish optimized conditions for subsequent vehicle detection. The
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weather classification model, based on a modified VGG16 network, evaluates the video frame
to determine whether the weather will be ‘sunny’ or ‘rainy’. After that, the model employs a
series of transformations to standardize the input frames, including resizing the pixels,
normalizing the pixel values and converting the frame from BGR (blue, green and red)
uncommon variant to RGB (red, green and blue). Lastly, the system dynamically adjusts the
video’s contrast and brightness using gamma correction for sunny weather or histogram
equalization for rainy conditions with the stated parameters, improving the detection

algorithm's accuracy.

3.4.2 Vehicle Detection in Processed Video

In the post-processing stage, the trained vehicle model weight from the previous vehicle
detection model and the processed video is input into the YOLOVS detection model to detect
and locate vehicles inside each enhanced frame from the background. The utilization of
YOLOVS ensures that the detection process is highly accurate under the dynamic nature of the
road traffic structure and various weather conditions. The detection output includes coordinates
representing each of the detected vehicles. These coordinates are essential for tracking vehicle

movement across all the frames in the subsequent processes.

3.4.3 Vehicle Tracking and Counting with Deep Sort

Whereas in order to achieve high accuracy in tracking the detected vehicle in the moving traffic,
this system utilized the Deep Sort algorithm for its robustness and precise object tracking. With
the help of transfer learning and a pre-trained object tracking checkpoint, this algorithm can
adapt and track vehicles in the dynamic road traffic. This pre-trained model offers a strong
basis for tracking all the vehicles detected by the YOLOvS. The motivation behind
implementing transfer learning instead of training the object tracking from scratch is that this
Deep Sort algorithm is one of the famous objects tracking algorithms available and widely used
by many object tracking systems, with a high accuracy guarantee. The tracking process begins
with taking the coordinates and confidence scores from the YOLOVS detections and then fed
into Deep Sort to keep track of the moving vehicles. This tracking algorithm is crucial to
maintaining consistent, unique vehicle identities across video frames, and with the tracking
data, vehicle counts and traffic density can be generated and ease the traffic flow analysis.
Finally, for each of the uniquely tracked vehicles, the system will take into account one vehicle

counted in the moving traffic.
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3.5 System Evaluation

Once all the video frames are processed, each of the vehicles within each frame is uniquely
counted. The accuracy of the system is then compared by changing the input video from
processed video to non-processed video, which is the original video. This is to showcase that
the enhancing of video with the trained weather classification did assist in increasing the
accuracy of the detection and counting system. Besides that, another detection algorithm,
Faster-RCNN, is also implemented as a benchmark testing to compare against the YOLOVS in
terms of the processing speed and the accuracy, providing a comprehensive assessment of the

overall system’s performance.

Bachelor of Computer Science (Honours)
Faculty of Information and Communication Technology (Kampar Campus), UTAR

22



Chapter 4

System Design

4.1 System Block Diagram

Data Acquisition
(Image and Video
Datasets)

Data Segregation

Sunny and Rainy
sets

Weather

Training and

Classification Model
Training (VGG16)

Video Processing

Data Labelling and

Vehicle Detection

»  Model Training Vehicle Detection

Validation sets Annotation (YOLOV5m)

A,

Vehicle Tracking
and Counting

A,

Output (Total
Vehicles Counted)

Figure 4.1.1 System Block Diagram of Vehicle Detection and Counting System

The figure above represents the comprehensive system block diagram for the vehicle detection
and counting system. The system first begins with data acquisition, a dataset of images and
videos is downloaded from several online resources and particularly for rainy and sunny
weather conditions. Then the dataset undergoes a segregation process where the images are
duplicated and separated into mainly two set, one is used for vehicle detection model training
that contains training and validation set in a subfolder and another set is for weather
classification model training that includes sunny and rainy sets in a subfolder. The sunny and
rainy images are then trained using VGG16 for binary weather classification model training.
The output of the trained weather classification is used to process the original video to enhance
the video frame’s feature according to the weather conditions. Whereas for the training and
validation, image sets will be labelled in a text file and placed into each train and valid subfolder
and used for vehicle detection model training using YOLOv5m. The labelling and annotation
involve annotating the images with bounding boxes that specify the location and class of
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vehicles within each image. The trained weight will then be used for vehicle detection to
perform detection on the enhanced video. After that, each of the detected vehicles will be
tracked across all the video frames and then counted. Lastly, the total vehicles counted will be

displayed in the output upon finishing the execution of the system.

4.2 System Components Specifications

4.2.1 Data Acquisition

The datasets are downloaded from several online resources, including Kaggle and GitHub, and
only videos and images that are under sunny and rainy weather will be taken. In contrast, others
will be filtered out as this system mainly focuses on two weather conditions that are most
common to occur. Besides that, images and videos that are too low quality, for example blurry
images or videos, will be removed. This is because training low-quality datasets will affect the
overall system’s accuracy as too many noises and unnecessary features are included. The total
dataset comprises 375 JPG images and 4 MP4 videos for both sunny and rainy weather

conditions.

4.2.2 Data Segregation

For data segregation, the datasets are organized into structured sets that optimize the training
process in the later stage. First, the images are duplicated and categorized into two folders,
which are ‘Model Dataset’ and ‘Weather Dataset’. The model dataset folder contains two sub
folders named ‘Images’ and ‘Labels’, and inside each of the sub folder have two child folder
named ‘Train’ and ‘Valid’. Whereas for the weather dataset it contains two sub folders named
‘Train’ and ‘Valid’, and inside each of the sub folders the child folders are categorized as
‘Sunny’ and ‘Rainy’. The model dataset will be used for the vehicle detection model, while the
weather dataset will be used for weather classification. This segregation is important as it

provides systematic access to the directory structure and easier to manage.

4.2.3 Data Labelling and Annotation

Before the images undergo the model detection training, each of the validation and training
images is labeled in detail with the bounding boxes and labels and stored in text file format,
which defines the vehicle locations in the image and also the type for the detection model.
Annotation of the label text file includes the class id as a unique identifier for the object type,
center X, and y are the normalized coordinates of the bounding box center. At the same time,
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width and height are the values that indicate the dimensions of the bounding box relative to the
image size. These detailed annotations provide essential training data for the training for the

YOLOVS model to recognize and locate vehicles accurately among the images.

4.2.4 Vehicle Detection Model Training

Once all the label and image datasets are ready, another yaml file is configured before going
into the model training process. This yaml file states the number of classes and the directory of
all the training and validation images located. After that, the yaml file was loaded into the
YOLOvV5m, which is the medium weight of the YOLOvVS5 model for training. The setup of the
model detection training included the use of computing resources and detailed hyperparameter
settings such as image size, batch size and epochs. The image size is set to 640x640 pixels, the
batch size is set at 16 for optimization for available GPU memory without compromising the
training speed, and the model undergoes 20 training epochs to improve the accuracy of vehicle
detection in the dataset. The output of the model training weight will be saved as ‘best.pt’,

which will be used in the later vehicle detection stage.

4.2.5 Weather Classification Model Training

The weather classification model training employs the VGG16 architecture, which is used for
binary classification to distinguish sunny and rainy weather conditions. This pre-trained model
is first loaded into the system and fine-tuned according to the needs. The parameters include
image size pixel, batch size, learning rate, momentum, and epochs. The images are resized to
224x224 pixels, then converted to tensors and normalized to fit the VGG16 training rule. Then,
the batch size is set to be 32 for each of the trains and valid set, with a learning rate of 0.001
and momentum of 0.9. Due to the limitation of the computational resources, the epochs are set
to 10 for optimal performance. Lastly, the trained weather classification model is saved as

‘weather_classification.pth’, which will be used in the video processing stage.

4.2.6 Video Processing

First, the trained weather model is loaded into the system together with the original video,
which is processed frame by frame to determine the prevailing weather conditions. For sunny
weather, the video frame will be enhanced by applying gamma correction to 0.75 to increase
the brightness, whereas for rainy weather, histogram equalization is performed across all color

channels to enhance the contrast for better visibility. These enhancements are applied using the
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OpenCV library, and the output of the processed frame is stored as a processed video. This
process is crucial to ensure the video quality is optimized for the detection process and improve

the overall system’s accuracy in different weather conditions.

4.2.7 Vehicle Detection

Once the processed video is ready, the YOLOVS model is loaded with the training weight
‘best.pt’ for the detection process. Each of the video frames will be extracted from the enhanced
video and evaluated, and bounding rectangle boxes will be outputted around the detected
vehicles with the confidence scores stated. The detection is filtered by a confidence threshold
of 0.3, where only confidence scores above this threshold are considered valid detection to
reduce false positives and higher accuracy. Lastly, the bounding box coordinates are configured
in the format of center x, center y, width, and height, and the values of the bounding box are

calculated based on the model’s predictions.

4.2.8 Vehicle Tracking and Counting

In the tracking process, this system employs the Deep Sort algorithm to track each of the
detected vehicle across the entire video frames. From the detection data provided by the
YOLOVS model, the bounding boxes that represent the coordinates of the vehicle’s position
and size are extracted and used as input to maintain consistent tracking of each vehicle frame
by frame. Deep Sort uses data association technique to enhance the tracking accuracy of the
object which is vehicle in this case. For each of the tracked vehicle, a unique ID will be then
assigned and used to count each vehicle appear in the entire video frames. Finally, once all the
frames have been processed, the system will calculate and output the total number of unique

vehicles counted based on the unique IDs.
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Chapter 5

System Implementation

5.1 Hardware and Software Setup
The hardware that used in this system development is a laptop with the minimum requirements
of 8 GB RAM is required to produce the optimal performance when training the dataset and

executing the deep learning algorithm.

Description Specifications
Model Aorus 15P KC
Processor Intel Core 17-10870H

Operating System Windows 10

Graphic NVIDIA GeForce RTX 3060 GPU 6GB GDDR6
Memory 16GB DDR4 RAM
Storage 512GB SSD

Table 5.1.1 Specifications of laptop

Dataset sources: https://www.kaggle.com, https://github.com

Deep Sort algorithm repository: https://github.com/ZQPei/deep sort pytorch
Platform: Microsoft Visual Studio 2019

Language: Python 3.9

5.2 Setting and Configuration

Before starting to develop the vehicle detection and counting system there are several setting
and configuration needed. These are the libraries packages that needed to be installed into the
system OpenCV, PyTorch, YOLOvS, NumPy and Deep Sort algorithm is clone from the
GitHub for transfer learning with the command ‘git clone repository link’. Each of the libraries

were installed in the python environment with the command ‘pip install’.

OpenCV — Used for image processing and video manipulation process.
PyTorch — Used for the backbone of all neural network operations, including loading the and
running the detection and classification models.

YOLOVS — Primary object detection algorithm used for detecting vehicles.
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NumPy — Used for supporting numerical operations.

Deep Sort — Algorithm used for tracking all the detected vehicles.

For training vehicle detection model, a yaml configuration file need to be setup by stating in

the following format.

train: directory path to train data
(C:\Users\kenny\source\repos\VehicleDetectionAndCounting\Model dataset\images\train)
val: directory path to validation data
(C:\Users\kenny\source\repos\VehicleDetectionAndCounting\Model dataset\images\valid)
nc: number of classes (1)

names: [‘Vehicle’]

5.3 Code Implementation and Explanation

5.3.1 Vehicle Detection Model Training

Modeltraining.py

# Import all the necessary libraries
import os

import torch

import yaml

from yolov5 import train

# Function to ensure the required directories for training and validation exist
def setup_directories(data_yaml path):

# Open and read the YAML configuration file that contains the directory paths

with open('C:/Users/kenny/source/repos/VehicleDetectionAndCounting/data.yaml', 't') as
file:

data config = yaml.safe load(file)

assert  os.path.isdir(data config['train']), = {'Training  directory not  found:
{data_config['train']}"

assert  os.path.isdir(data config['val']), = f'Validation  directory not  found:
{data_config['val']}"

print("Dataset directories are set up correctly.")
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# Function to configure and run the model training
def train_model(data_yaml path):
if torch.cuda.is_available():
device = 'cuda'
else:
device = 'cpu’

print("CUDA is not available, training will proceed on CPU but may be slow.")

# Start the training process
print("Starting training process...")
train.run(

data=data_yaml path,
imgsz=640,

batch size=16,
epochs=20,
weights="yolovim.pt',

device=device,

project="C:/Users/kenny/source/repos/VehicleDetectionAndCounting/Vehicle Model Trai
ning',
name='Vehicle Model',

exist ok=False

# Main execution block to set up directories and start model training

if name ==" main "
data_yaml path =
'C:/Users/kenny/source/repos/VehicleDetectionAndCounting/data.yaml'
setup directories(data_yaml path)

train_model(data_yaml path)
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First, import all the necessary libraries and define all the functions needed. The function
‘setup_directories’ opens the yaml configuration file and reads the path inside to check whether
the stated directory inside the file is correct and accessible for both training and validation
datasets. Next, the ‘train_model’ is the function to run the vehicle detection model training
process. This function begins with checking for the availability of Compute Unified Device
Architecture (CUDA) and performing GPU acceleration if possible else the CPU is used for
the processing which is comparatively slower. Then the function initiates the training with
specific parameters such as imgsz for image size, batch size is the number of images processed
simultaneously, epochs refer to one complete pass through the entire training dataset, weight
is the pre-trained model’s weight. The ‘train.run’ will run the imported YOLOVS library with
the parameters set and, start the training process and save the output into the stated ‘project’
directory. Inside the ‘Vehicle Model Training’ the ‘best.pt’ weight will be used in later stage

of detection process. For the main execution the path of yaml configuration file was set.

5.3.2 Weather Classification Model Training

Weathertraining.py

import torch

import torchvision

from torchvision import datasets, transforms, models
from torch.utils.data import Datal.oader

from torch import nn, optim

import numpy as np

# Transformations applied on each image
transform = transforms.Compose(|
transforms.Resize((224, 224)),
transforms.ToTensor(),
transforms.Normalize(mean=[0.485, 0.456, 0.406], std=[0.229, 0.224, 0.225])
D
# Load the image datasets for train and valid
train_dataset =
datasets.ImageFolder('C:/Users/kenny/source/repos/VehicleDetectionAndCounting/Weathe

r dataset/Train', transform=transform)
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train_loader = Dataloader(train_dataset, batch_size=32, shuffle=True)

valid dataset =
datasets.ImageFolder('C:/Users/kenny/source/repos/VehicleDetectionAnd Counting/Weathe
r dataset/Valid', transform=transform)

valid loader = DatalLoader(valid_dataset, batch _size=32, shuffle=True)

# Load a pre-trained model (VGG16) and modify it for binary classification
model = models.vggl6(pretrained=True)

model.classifier[6] = nn.Linear(model.classifier[6].in_features, 2)

# Define loss function and optimizer
criterion = nn.CrossEntropyLoss()

optimizer = optim.SGD(model.parameters(), Ir=0.001, momentum=0.9)

# Function to compute accuracy

def compute accuracy(outputs, labels):
_, predicted = torch.max(outputs.data, 1)
total = labels.size(0)
correct = (predicted == labels).sum().item()

return 100 * correct / total

# Track best validation accuracy

best accuracy =0

# Train the model
model.train()
for epoch in range(10):
running_loss = 0.0
for i, data in enumerate(train_loader, 0):
inputs, labels = data
optimizer.zero_grad()

outputs = model(inputs)
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loss = criterion(outputs, labels)
loss.backward()
optimizer.step()
running_loss += loss.item()
ifi% 10==09:
print(fEpoch: {epoch + 1}, Batch: {i + 1}, Loss: {running_loss / 10:.4f}")

running_loss = 0.0

# Validation loss
model.eval()
with torch.no_grad():
valid loss = 0.0
valid accuracy = 0.0
for inputs, labels in valid loader:
outputs = model(inputs)
loss = criterion(outputs, labels)
valid_loss += loss.item()

valid_accuracy += compute accuracy(outputs, labels)

valid_loss /= len(valid_loader)
valid accuracy /= len(valid_loader)
print(fEpoch: {epoch + 1}, Validation Loss: {valid loss:.4f}, Validation Accuracy:
{valid_accuracy:.2f}%")
if valid accuracy > best_accuracy:
best_accuracy = valid_accuracy
torch.save(model.state dict(), 'Weather Classification.pth')
print("Saved Best Model")

print("Finished model training")

The weather classification training process begins by applying transformation to each of the
images in the dataset, resizing to 224x224 pixels, converting to tensor format, and normalizing
the colors with the predefined mean and standard deviation. The dataset’s directory is loaded

using PyTorch’s ‘ImageFolder’, and the batch size is set to 32. Then, a pre-trained VGG16
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model is loaded, and the classifier is from 1000 classes to only 2 classes, which are for rainy
and sunny weather. The model is set to be trained using the Stochastic Gradient Descent (SGD)
optimizer with a learning rate of 0.001 and momentum of 0.9. The cross-entropy loss function
is used to visualize the training model performance. For better visualization during training,
the validation loss and accuracy will be calculated and output at the end of each epoch of
training. The best possible model configuration is maintained by tracking the highest validation
accuracy gained and saving the model state whenever a new best is discovered, and the file is

saved as ‘Weather Classification.pth’.

5.3.3 Video Processing

Videoprocessing.py

import cv2

import numpy as np

from weather model import WeatherClassificationModel
import torch

import warnings

warnings.filterwarnings("ignore", category=FutureWarning)

warnings.filterwarnings("ignore", category=UserWarning)

def load weather model():
"""Load the weather classification model."""
device = torch.device('cuda' if torch.cuda.is_available() else 'cpu’)
model path =
'C:/Users/kenny/source/repos/VehicleDetectionAndCounting/Weather Classification.pth’
weather model = WeatherClassificationModel(model path, device=device)

return weather model

def enhance image(image, weather condition):
"""Enhance the image based on the weather condition."""
if weather condition == "sunny":

gamma = 0.75
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look up table = np.array([((i / 255.0) ** gamma) * 255 for i in np.arange(0,
256)]).astype("uint8")
image = cv2.LUT(image, look up table)
elif weather condition == 'rainy":
for ¢ in range(0, 3):
image[:, :, ¢] = cv2.equalizeHist(image[:, :, c])

return image

def preprocess video(video path, weather model):
cap = cv2.VideoCapture(video_ path)
if not cap.isOpened():
print("Error: Could not open video.")

return

total frames = int(cap.get(cv2.CAP_PROP_FRAME COUNT))
fps = cap.get(cv2.CAP_PROP_FPS)

frame width = int(cap.get(cv2.CAP_PROP_FRAME WIDTH))
frame height = int(cap.get(cv2.CAP_PROP FRAME HEIGHT))

out = cv2.VideoWriter(

'C:/Users/kenny/source/repos/VehicleDetectionAndCounting/Video/Sunny Video Process
ed.mp4',

cv2.VideoWriter fourcc(*'mp4v'),

fps,

(frame width, frame height)

frame number =0

while True:
ret, frame = cap.read()
if not ret:

break
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weather condition = weather model.predict(frame)

processed frame = enhance image(frame.copy(), weather condition)

out.write(processed frame)
frame number += 1
progress = (frame number / total _frames) * 100

print(f'Processing video: {progress:.2f}% complete', end="\r")

if cv2.waitKey(1) !=-1:
break

cap.release()

out.release()

print("\nVideo processing complete.")

print(f"Weather Detected: {weather condition}")
if name ==" main "

weather model = load weather model()

video path =
'C:/Users/kenny/source/repos/VehicleDetectionAndCounting/Video/Sunny Video.mp4'

preprocess_video(video path, weather model)

The video processing first begins with loading the input video from the directory stated. After
that load the trained weather classification model in the ‘load weather model’ function. Then
the ‘enhance image’ function will apply gamma correction to 0.75 to increase the brightness
if the weather of the video frame detected is sunny else histogram equalization will be applied
to the frame for rainy weather. The main function ‘preprocess_video’ is to open the video file
and count the total frame. The function also reads the frame sequentially and apply the
enhancement on each of the frame based on the weather condition and then output into stated
directory using the ‘VideoWriter’ from the OpenCV library. The output video will have an
extra ‘processed’ in the video file name. For the main execution the path of the original video

file was set.
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5.3.4 Vehicle Detection and Counting

VehicleDetectionAndCounting.py

import cv2

import numpy as np

import torch

from yolov5 import YOLOVS

from deep_sort pytorch.deep_sort import DeepSort

import warnings

warnings.filterwarnings("ignore", category=FutureWarning)

warnings.filterwarnings("ignore", category=UserWarning)

def load _models():

device = torch.device('cuda' if torch.cuda.is_available() else 'cpu’)

vehicle model path =
'C:/Users/kenny/source/repos/VehicleDetectionAndCounting/Vehicle Model Training/Ve
hicle Model/weights/best.pt'

vehicle model = YOLOvS5(vehicle model path, device=device)

deep_sort model path =
'C:/Users/kenny/source/repos/VehicleDetectionAndCounting/deep sort pytorch/deep_sort/
deep/checkpoint/ckpt.t7'

deep_sort = DeepSort(deep sort model path)

return vehicle model, deep sort

def detect_vehicles(frame, model):

results = model.predict(frame)

detections = results.xyxy[0].numpy()

bbox_xywh = np.array([[(x] + x2) / 2, (yl +y2)/2,x2 -x1,y2 -yl] for x1, yl, x2, y2,
conf, cls_id in detections if conf > 0.3 and int(cls_id) == 0])

confidences = np.array([conf for x1, y1, x2, y2, conf, cls_id in detections if conf > (0.3 and
int(cls_id) == 0])

return bbox_xywh, confidences
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def process video(video path, vehicle model, deep sort):
cap = cv2.VideoCapture(video_ path)
if not cap.isOpened():
print("Error: Could not open video.")

return

frame count =0

frame rate = cap.get(cv2.CAP_PROP_FPS)

total frames = int(cap.get(cv2.CAP_PROP_FRAME COUNT))
uniquelD _tracks = set()

print(f"Total frames: {total frames}")

while cap.isOpened():
ret, frame = cap.read()
if not ret:
break

frame count +=1

bbox_xywh, confidences = detect vehicles(frame, vehicle model)

if len(bbox_xywh) > 0:
outputs = deep_sort.update(bbox xywh, confidences, frame)

detection_count = len(outputs)

for output in outputs:
x1, yl, x2, y2, track id = output
uniquelD_tracks.add(track id)
cv2.rectangle(frame, (x1, y1), (x2, y2), (0, 255, 0), 2)
cv2.putText(frame, f1D: {track id}', (x1, yl
cv2.FONT HERSHEY SIMPLEX, 0.5, (255, 255, 0), 2)
else:

detection_count =0

10),
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text = f"Detected: {detection count}, Counted: {len(uniquelD _tracks)}"
cv2.putText(frame, text, (10, 30), cv2.FONT HERSHEY SIMPLEX, 1, (0, 0, 0), 2)

print(f'Processing frame {frame count}/{total frames}... Detections:

{detection_count}")

cv2.imshow('Vehicle Detection', frame)
if cv2.waitKey(1) !=-1:
break

cap.release()
cv2.destroyAllWindows()
vehicle count = len(uniquelD _tracks)

print(f"Total unique vehicles counted in the video: {vehicle count}")

if name ==" main "
vehicle model, deep sort = load models()
video path =
'C:/Users/kenny/source/repos/VehicleDetectionAndCounting/Video/Sunny Video2 Proces

sed.mp4'

process_video(video path, vehicle model, deep sort)

Initially, in the ‘load models’ function, the trained model detection weight ‘best.pt’ is loaded
together with the ‘ckpt.t7’, which is the pre-trained object tracking checkpoint from the deep
sort algorithm. Then in the ‘detect vehicles’ function first each frame from the video is fed
into the YOLOVS detection model. The bounding box coordinates format of x1, y1 and x2, y2
are the coordinates of the top left and bottom right corners of the bounding box. For tracking
purpose, the formula center x = (x1+x2) / 2, center y = (y1+y2) / 2, width = x2 — x1 and height
=y2 —yl are applied to fit the tracking purpose. The confidence score is set to be more than
0.3 for better detection purposes. After that, ‘process video’ function will control the video
processing loop of each video frame. The detected vehicle with bounding boxes together with
their confidence score are used as inputs of the deep sort tracking. Deep sort will track the

vehicles detected across all the frames. For counting, each of the detected and tracked vehicle
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will be assign a unique identifier. The tracker updates these unique identifiers according to the
movement and the appearance of the vehicles. The ‘len()’ function is used to retrieve all of the
unique identifiers being assigned to the tracked vehicles and output as total number of vehicles
counted. In the output window, vehicle detected states in the current frame, how many moving
vehicles are being detected, whereas counted indicates how many unique vehicles have been

counted so far since frame 1.

5.4 System Operation
The initial step of this system development is to prepare the datasets for vehicle detection model
training and weather classification training.

5.4.1 Vehicle Detection Model Training Dataset

L2 S « Users > kenny > source > repos > VehicleDetectionAndCounting > Model dataset >
Name Date modified Type Size
images 29/8/2024 10:55 PM File folder
labels 30/8/2024 11:38 PM File folder
< v 4 « kenny > source > repos » VehicleDetectionAndCounting » Model dataset > images »
P
Name Date modified Type Size
train 30/8/2024 9:29 PM File folder
valid 30/8/2024 9:29 PM File folder
L & v 4 « kenny » source > repos > VehicleDetectionAndCounting » Model dataset » labels > vl
Name = Date modified Type Size
train File folder
valid File folder
| train.cache CACHE File 159 KB
| valid.cache CACHE File 27 KB
« v 4 « kenny > source > repos > VehicleDetectionAndCounting » Model dataset » labels > train
Name Date modified Type Size
| 3_mp4-0_jpg.rf.3572a3c47999df82306623...  10/12/2023 8:14 AM Text Document 1KB
= 3_mp4-0_jpg.rf.486762d73755e270c07dd8... 10/12/2023 8:14 AM Text Document 1 KB
= 3_mp4-1_jpg.rf.e44963f8da0b658a9¢c42e5...  10/12/2023 2:14 AM Text Document 1KB
| 3_mp4-3_jpg.rf.2b61a5¢3545c950fd08969...  10/12/2023 8:14 AM Text Document 1 KB
<« v « kenny » source » repos > VehicleDetectionAndCounting » Model dataset > labels > valid
Name Date modified Type Size
© 3_mp4-2_jpg.rf.fb3ec30812baf2bbacad71... 10/12/2023 814 AM Text Document 1KB
© 3_mp4-8_jpg.if 4a784fedfdd38503261437...  10/12/2023 &14 AM Text Document 1KB
| 3_mp4-14_jpg.rf.6597¢5732e0d354f1f07e...  10/12/2023 8:14 AM Text Document 1KB
| 3_mp4-17_jpg.rf fdfd6adddf7¢5f516a940b... 10/12/2023 8:14 AM Text Document 1KB
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Figure 5.4.1.1 Vehicle detection model training folder structure
Above Figure 5.4.1.1 is the overview folder structure for the vehicle detection model training.
The images folder contains the images used for training and validation. While the labels folder
contains annotation text file for the bounding box coordinates and class ID and placed in two

subfolders train and valid respectively.

&« v « kenny > source > repos » VehicleDetectionAndCounting » Model dataset > images » train v & Search train P

3_mpd-0jpg.rf.3 3 mpd-0jpg.fd  3_mpd-1jpgrfe  3_mpd-3jpg.f2  3_mpd-3 jpgrfd  3_mpd-d jpgrf8  3I_mpd-5jpgrfa  3_mpd-5_jpg.rfa 3_mpd-6_jpg.rf3  3_mpd-6_jpg.fb
57223c47999df82  B8G762d737535e270  44963f8dalbb38a  b61a5c3343c950f  cdbebdifbBddla  2e7bee5Zbbbd?  8c17d52alzbb89  16d871fdadleled  bE942deBS5ed7d  OcddbS89470f33d
30662391c2d1140  c07ddBcfbeb7ic0  Ocd2e5c77142f5b  d0B969560585405  07e3320f0d63d02  db63b3efbd07ad  31cd0f7eddfaaad  640d12c6222a3ef  al2ff6a05888eTH1  1e5el20abfazlle

Bipg Sipg cipg 4jpg bbjpg cctjpg 2b.jpg jpg Tipg 1ipg

. A \ . / \ \
3_mpd-7 jpgrf6  3_mpd-Tjpgrfa  3_mpd-9jpgrfc  3_mpd-13jpgaf.  3_mpd-15jpgrf.  3_mpd15jpg.rf. 3_mpd-16jpgrf. 3 _mpd-18_jpg.rf. 3_mpd-18 jpgarf.  3_mpd-21 jpg.rf.
34f53863e2cbb994  244ca%facSc1423  d556107b22fcle)  bf3e2f295c79987  99cfeB212d09cle  ecBdc259617eal3  00d2a912cb0a522  1a05f45fb34b0ed  28d1e/d7fE3dclf  BacBSfaic83cdeS
ecd24cf728219a6  Obd81b11985ded  963960ccb79b3d  b456e033cb6739  alffGbb015f33084f  De7fB87b2bf13f06  7257ald6f18fbca  c4802bcdbb677e)  798602069d69e34  137cb41ffObf65af

djpg 53jpg 9d.jpg d7ejpg ajpg Tipg 29jpg a07jpg Oajpg 1ipg

320 items

Figure 5.4.1.2 Vehicle model training set images

“« v 4 <« kenny » source » repos » VehicleDetectionAndCounting » Model dataset » images » wvalid v O Search valid o

7

3 mpd-2 jpg.rff  3_mpd-8 jpgurfd 3 _mpd-14 jpg.rf. 3 mpd-17 jpgrff 4 mpd-1jpgrfa 4mpd-7 jpgrfd 4 mpd-8 jpgurfl T_mpd-3 jpg.faf 7 mpd-6 jpg.f3f 7_mpd-11_jpg.rf.
b3ec30812baf2bb  a784fedfdd38503  6507c5732e0d554  dfdGadddf7c5f51  1b873f83491736c  39bc617678%cd7c  d199d41f6c37387  beocfbflldcl63e 9214d14313fa7dd  02a513fa7473144
acal718878601bd  2614371ea5ch78f  f1f07edb5%bbdf  6a940b2452857d6  aBbc5817761alec  abbdB86e23fcSdd  63c192883adlaSh  1/f276014a55561,) 572e7739bbe7398  494b7253fc14bE5S

ejpg ajpg 8bJpg Tipg 3Py fipg 4ipg Pg JP9 60.Jpg

T_mpd-16jpg.rf.  7_mpd-24 jpgrf. Empd-0jpgrfd  E_mpd-3jpgrf0  S_mpd-6jpg.rfd  S_mpd-12jpgrf. _mpd-14jpgaf. S_mpd-19jpgaf.  Smpd-22_jpg.rf. 8_mpd-39_ jpa.rf.
Aadfof6fcTh5f657  ed2484fed5c32f2 b2clcfee1946394  5628975b0d5e011  eddb296d3B61c6  dchefSdfc2cfib8  e15222de0316fce 5a133390424449e  ccld03137cB0f5e  bf01d183fcableld
1d1efd28cd7902  7443cccdBbbfS93  ca79d413e845d30  febada7b3f915cd  aff2c2d2c3cadlf eecf139c23bcaal  6d319640eae7ald  110bab4a%beld  f9057177ell1bde  316a0edb31bfdf0

Gipg 61jpg zjpg 1ipg b2jpg 79pg c3jpg 335jpg 13.jpg da,jpg

55 items Bz= |—[

Figure 5.4.1.3 Vehicle model validation set images
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Figure 5.4.1.2 contain 320 images used for training the vehicle detection model, and Figure

5.4.1.3 contain 55 images that are used for validating the model during the training phase.

5.4.2 Weather Classification Model Training Dataset

<« v « Users » kenny > source > repos > VehicleDetectionAndCounting > Weather dataset »
Fa)
Name Date modified Type Size
Train 28/8/2024 12:17 PM File folder
Valid 28/8/2024 1:22 PM File folder
<« i <« kenny > source > repos > VehicleDetectionAndCounting » Weather dataset > Train »
~
Name Date modified Type Size
Rainy 29/8/2024 9:41 PM File folder
Sunny 28/8/2024 2:00 PM File folder
- v « kenny > source > repos > VehicleDetectionAndCounting > Weather dataset > Valid »
-~
Name Date modified Type Size
Rainy 28/8/2024 2:01 PM File folder
Sunny 28/8/2024 2:01 PM File folder

Figure 5.4.2.1 Weather classification model training folder structure

Above Figure 5.4.2.1 is the overview folder structure for the weather classification model

training. The train and valid folder each contain the rainy and sunny subfolders respectively.

« “ A « kenny > source  repos s VehicleDetectionAndCounting » Weather dataset » Train + Rainy Search Rainy

Tmpd-0jpgrfc  7Tmpd-1jpgdd  T_mpd-1jpg.d0  T_mpd-2 jpgfcf  T_mpd-3jpgrfd  7_mpd-3 jpgrfl  7mpd-4 jpgrf8 7 mpd-T jpgrfs 7 mpd-8 jpg.f7  7_mpd-9 jpgrfa
aff8c3896c6f6985  aca74d617d7ed%%e  dBe5845c5ecfdd3  40db38b43Td060  ded32cc1740426e  14252f661a11036  6a25ef4a8ebT7928  6edeBld0c272cf2  56abcB425b6de0d  10a035515d62a73
f2dd82b83657ede  Bcelb3B1f55bd39 c430de98065afaa  43b53e19d2e5f92  79a54bb5ffb993f8  b7b07f7dcdbbdaf  deb332b33d%06c  4f32del7eal0Dae a0ef29517c7bbecl  ddc5e3d57164e132

Jpg ajpg &jpg 4jpg 4Jrg 8jpg cejpg 1ipg fipg &jpg

T_mpd-10_jpgrf.  T_mpd-10_jpgrf.  7_mpd-12 jpgrf.  7_mpd-12_ jpgrff  7_mpd-13_jpgrf.  7_mpd-14_jpg.ff  7_mpd-13_jpgrf.  7_mpd-17 jpgarf.  7_mpd-18_jpgrf. 7 mpd-19 jpg.rf.
Sa00da3edifecf70  c3df3fd71807034  28303fed2236dac  c3f770edalBcaed  addBalafalf0ic)  7d5ef7b2B6e1%ad  81f120ccBBad540  d673009acilcc2b  375c66297d68d42  d65d7d237b3ca?
932025e0a35e4cd  5f01eaB8314409a  5798dbf0f4f23145  afc6711fac3aBb0  cB5f76fbbebf2138  e20becT72dBdel  B7dfI3ff7468386b  7c287cd2e0f73a0  7418697d3778553  3a747151c3dd07

TJrg 89.jpg aJjpg ajpg 9Jpg 06.jpg GJpg 2djpg fajpg a30jpg
25 items (&

Figure 5.4.2.2 Rainy training set images
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~ . <« source » repos » VehicleDetectionAndCounting » Weather dataset » Train » Sunny v & Search Sunny p=)

3_mpd-0 jpg.rf3  3_mpd-0 jpg.rfd  3.mpd-1jpgrfe  3.mpd-3 jpgrf2  3_mpd-3 jpgrfd 3 mpd-4 jpgrfd 3 mpd-5 jpgrfa 3 _mpd-3 jpgrfa 3_mp4-6 jpg.rf.3 3 mpd-6 jpgrfb
572a3c47999df82  86762d73735e270  44063f8dalb65%a  b61a3c3345c950f  cdbebdlfblddla  aeTfeeilbb6f4d  8c17d52alabb88  16d871f4ad2eled  bEG42deBd5ed7d  OcddBd@9470f33d
30662391c2d 1140 c07ddBcfbeb78c0  9cd2e5c77142f5b  d0B9E0569585405  97e3320f0d63d02  dbb3b3efb907ad  31cd0f7eddfaasd  640d12c6222a3ef  al2ff6ab5888e7F1  Te3e229abfaalle
Gipg 3Jpg <Jpg 4jpg bb.jpg cefjpg 2b.jpg elpg TJrg Tipg

3_mpd-7jpgafé  3_mpd-7jpgrfa 3mpd-9jpgrfc  I_mpd13jpgrf. 3_mpd-13jpgaf. I_mpd-13jparf.  I_mpd1éjpgrf.  3_mpd-18jpgrf.  I_mpd18jpgarf.  3_mpd-21 jpg.rf.

a4f5863e2cbb934  244ca%factcld23 d356107b22fc2el  bf5e2f295c79987  99cfeB212d0%c?e  ecbdc259617ea23  00d2a912cb0a522  1a05f45fb34bled  28d1e7d7f63dcOf  BachGfa7cB3cd69

ecd24cf728a19a6  9bd31b11985de8  963968cch79b3d b456e033cbb739  a9fob6b15f35084F  0e7f887b2bf13f06  7257a2dbf18fbca  c4892bcdbb77el  798602069d69e34  137ch41ffobf3af
djpg 33jpg 9djpg dejpg ajpg Tipg 20pg al7,jpg Da,jpg 1ipg

370 items

Figure 5.4.2.3 Sunny training set images

Figure 5.4.2.2 contains 25 images that are rainy, and Figure 5.4.2.3 contains 370 images that

are sunny. Both will be used for training weather classification.

“« v <« kenny » source » repos » VehicleDetectionAndCounting » Weather dataset » Valid » Rainy v O

T_mpd-5_jpg.rfdf  T_mpd-6_jpg.rf3f  T_mpd-11_jpgrf.  7T_mpd-16_jpg.rf.  7_mpd-24_jpg.rf.
bceebbf11dc163e  9214d14313faTdd  02a513fa7473144  4adff6fcTb5f657  ed24B4fed5c32f2
1ff276014a53561,)  572e7730bbe7398  494b7a33fc14bB5  1fd1efd20cd7902  7443cccdBbbfio3

pg JPg 60.Jpg GJpg 61Jpg

5 items

Figure 5.4.2.4 Rainy validation set images
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« v A <« source » repos » VehicleDetectionAndCounting » Weather dataset » Valid » Sunny v @ Search Sunny »

) VA0 B

L /A
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Figure 5.4.2.5 Sunny validation set images

Figure 5.4.2.4 contains 5 images that are rainy, and Figure 5.4.2.5 contains 72 images that are

sunny. Both will be used for validating the model during the weather classification training.

5.4.3 Vehicle Model Detection Training

Below is the result of training process of the vehicle model detection on the train and valid

image set using the pre-trained YOLOv5m weight with modified parameters.
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Figure 5.4.3.1 Confusion matrix of the training model
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Figure 5.4.3.1 shows the confusion matrix, which shows the performance of the vehicle
detection model by categorizing predictions into 4 categories. The vehicle is the positive class,
while the background is the negative class. Based on the value 0.97 for the TP and 1.00 for the
TN the model is highly effective in achieving high accuracy while distinguishing between the
vehicle and the background.

True positive (TP) — The model correctly predicts the vehicle.
True negative (TN) — The model correctly predicts the background.
False positive (FP) — The model wrongly predicts a background as a vehicle.

False negative (FN) — The model is unable to detect a vehicle.

« v <« repos » VehicleDetectionAndCounting » Vehicle_Model_Training * Vehicle_Model » weights
Mame Type Size
best.pt PT File 41,238 KB

Figure 5.4.3.2 Output weights of the vehicle model detection training process

Figure 5.4.3.2 above shows the output weights from the vehicle model detection training
process. ‘best.pt’ represents is the model weights that has the highest validation accuracy
during the training process. This file contains the learned features and optimizations which will

then be used in later detection stage.
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5.4.4 Weather Classification Model Training

":J-nli'lmmmmmmmmmmmmmmm_ m
) o

Figure 5.4.4.1 Weather classification training process

Figure 5.4.4.1 above shows the screenshot of the progression of the weather classification
training process throughout the entire 10 epochs. The loss decreases upon each epoch,
indicating that the model is improving its ability to classify between 2 of the weather conditions
more and more accurately. Once the model is finished training, the model with the lowest
validation loss will be saved as ‘weather classification.pth’ and be used for the video

processing stage.

5.4.5 Video Processing

Figure 5.4.5.1 Original sunny video
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Figure 5.4.5.2 Enhanced sunny video

Figure 5.4.5.1 shows the original video of sunny weather before processing, while Figure
5.4.5.2 shows the enhanced sunny video after processing, in which gamma correction is applied
to each frame of the video and increases the overall brightness. In Figure 5.4.5.1, the original
video brightness was comparatively low due to the excessive sunlight; by applying gamma
correction, the video visibility slightly increased, which is able to increase overall detection

accuracy in another sense.

o

Figure 5.4.5.4 Enhanced rainy video

Bachelor of Computer Science (Honours)
Faculty of Information and Communication Technology (Kampar Campus), UTAR

46



Whereas Figure 5.4.5.3 shows the original rainy video before going through the processing
process, and Figure 5.4.5.4 shows the enhanced rainy video after processing, where histogram
equalization was applied to the video frames to improve the visibility of the video. The frame
contrast is adjusted by redistributing the pixels of the frame to optimize the available range,
therefore enhancing the features that might have been affected by the low light situations which

are commonly seen during rainy weather.

[ o CA\Program Files (x86)\Microsoft Visual Studio\Shared\Python39_64\python.exe

100.00% complete
complete.
rainy

0 continue

Figure 5.4.5.5 Output of videoprocessing.py

Figure 5.4.5.5 is the output of processing the rainy video, and from the output, the weather
detected is rainy, indicating that the system is able to predict the weather conditions correctly

from the input video frames.
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5.4.6 Vehicle Detection

. D

Figure 5.4.6.1 Current processing frame of video

The enhanced sunny video is taken as the input into the YOLOVS detection model, and the
video has a total of 320 frames. Figure above shows the current processing frame of the input
video.

Vehicle Detected: 6

Figure 5.4.6.2 Vehicle detected in the video frame with bounding box

The above illustration is the execution of the YOLOVS detection model being applied to the
processed sunny video without a tracking algorithm and counting logic. This is to showcase
that with the ‘best.pt’ weight the detection model able to perform recognition of the moving
vehicles from the background and a green bounding box is drawn on each of the successful
detected vehicles. Figure 5.4.6.1 shows the current frame of the video being processed, which
is the 262th frame out of the total 320 frames, and the vehicle detected is 6. Whereas Figure

5.4.6.2 shows that each vehicle is marked with a green bounding box.
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5.4.7 Vehicle Detection with Tracking
Detected: 6 .

iD: 19
e

-

Figure 5.4.7.1 Vehicle detected and tracked in the video frame

Deep sort is applied to keep track of all the detected vehicles within the frame. In order to show
that each of the vehicles was being tracked, a unique identifier will be generated and placed on
the top left of the bounding box as a unique identifier. Figure 5.4.7.1 shows that 6 vehicles in
the video frame have been successfully detected, tracked and assigned a cyan label unique

identifier.
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5.4.8 Vehicle Detection, Tracking and Counting

Detected: 6, Gounted: 14

Figure 5.4.8.1 Vehicle detected, tracked and counted in the video frame

A counting logic is applied to the system but accumulates all the unique identifiers that have
been assigned to each of the vehicles from the initial frame. Figure 5.4.8.1 shows that in the
current frame, the total number of vehicles detected is 6, and from the first frame, the total
number of unique vehicles counted is 14. This shows that the counting logic is working
correctly and is able to increase the count whenever there is a new vehicle being detected and

tracked with a unique identifier.

Figure 5.4.8.2 Console output of vehicle detection and counting

Upon all the video frames being processed, the total number of unique vehicles is displayed,
which is 17. This shows that for the entire input video, there are a total of 17 vehicles in the

moving traffic, and each of them is being detected and counted correctly.
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5.5 Implementation Issues and Challenges

Throughout the implementation of the vehicle detection and counting system, the main issues
that arise are the performance and computational challenges. Due to the limited device
computational power, the process of model training and detection was slow. The model training
for the datasets was very time-consuming. The entire session lasted around 10 hours due to the
low processing power of the device used. On top of that, the deep learning model detection
applied to process the video frame and perform detection was comparatively slower also, where
the input video being only 10 seconds with a total of 320 frames, the entire detection, tracking
and counting process required more than 2 minutes to finish. This shows a huge bottleneck due
to the intensive computational demands of the deep learning model, YOLOVS detection model
and the deep sort tracking algorithm. The challenge also arises with the resolution of the video
frame, the higher the quality of the video frame, the more processing power is needed as the

number of pixels that need to be processed also increases.
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Chapter 6

System Evaluation and Discussion

6.1 System Testing and Performance Metrics

Several factors are considered when testing the developed vehicle detection and counting
system, such as the system's accuracy, reliability, and efficiency. The performance metrics used
as the measure are mainly based on the accuracy metric used to compare the model’s
performance. High accuracy indicates that the model is able to detect moving vehicles from
the background and count all of them, whereas low accuracy represents that the model is unable
to distinguish between moving vehicles correctly from the background or the system miscount
one vehicle as two and detect the vehicle as two unique objects. The counting accuracy is
mainly based on the detection model as the tracking algorithm works in the way of taking the

detection output as the input and taking count into the counting logic.

6.1.1 Accuracy

The method of testing the accuracy metrics is by first manually counting moving vehicles of
the original video and recording it down as the total number of ground truth instance, and the
total number of vehicles counted after the execution of detection and counting system is
recorded also and applying the formula to compute the accuracy. The following formula is used

to count the accuracy:

Accuracy = (D /N) x 100%

where

D is the number of vehicles counted by the system

N is the total number of ground truth instances

If the system overcounts, the accuracy calculation of the ground truth instance can be adjusted
by swapping the number of vehicles counted by the system with the total number of ground

truth instances. The formula is denoted as below:

Accuracy = (N /D) x 100%
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where

D is the number of vehicles counted by the system

N is the total number of ground truth instances

6.1.2 Reliability and efficiency

Other than that, to measure the system's overall performance, the total execution time for the
entire processing of the vehicle detection and counting system is also recorded and compared.
Each of the different video resolutions, frames and weather conditions are taken into
consideration when comparing the system’s efficiency. This comparison can provide an insight
of the entire system efficiency in the sense of what are the duration needed to fully process the
input video frames and perform detection and counting mechanism on each of frame and output
the results. If the video resolution is high and the frames are in an acceptable range regardless
of the weather conditions, the system execution time should be expected to be around a few
minutes as the deep learning algorithm needs to be loaded with the trained weight into the
system before performing the detection task. Furthermore, to test the system reliability, several
run tests of the same input video frames will be used, and down each iteration will be tested to
see whether the results generated are consistent. If the results of each execution of the system
are consistent, meaning that the system is reliable, while if the same input video is used and

the output results vary, this indicates that the system is not stable.
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6.2 Testing Setup and Result
6.2.1 Detection Model Comparison with Alternative Methods (Faster-RCNN)

During the implementation phase of this project, beside YOLOvS model, another model Faster-
RCNN also has been setup paired with the deep sort to determine which model suits the project
better. Faster-RCNN also known as region based convolutional neural networks that use a
region proposal network to generate bounding boxes and distinguishing object within the
image. Although Faster-RCNN might be effective in certain scenarios but in terms of
processing speed it is much slower than YOLOVS. This is because the Faster-RCNN algorithm
employs a two-stage approach for object detection. Initially, it creates region ideas for possible
item detection then these proposals are refined by identifying the objects and adjusting the
bounding box accordingly. On top of that, Faster-RCNN accuracy in vehicle detection was
extremely low compare with YOLOVS as YOLOVS provides a more integrated approach in
forming bounding box and class probability which is determining the vehicle from the
background. Below is comparison of accuracy between Faster-RCNN and YOLOVS using the

same input video which is the sunny enhanced video.

Figure 6.2.1.1 Faster-RCNN with Deep Sort

From Figure 6.2.1.1 above, while processing frame 150 out of 320, the vehicles detected by
the Faster-RCNN were 12 vehicles, and each of the vehicles was marked with a unique

identifier. This shows that the Faster-RCNN model is unable to differentiate the vehicle model
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correctly from the frame, as supposedly, there are only 4 vehicles that should be detected in
this particular frame. For counting, once the detection is not correct meaning that the counting
logic will also be wrong, as the counting logic works by counting each of the unique identifiers

assigned to the detected vehicles.

Detected: 4, ._c_)_unted.

L

Figure 6.2.1.2 YOLOvVS with Deep Sort

Whereas from Figure 6.2.1.2, the YOLOvVS with deep sort able to detect correctly in the frame
150. This showcase that the accuracy of YOLOVS is higher than Faster-RCNN. In terms of
processing speed, below is the result upon completion of execution the system using Faster-

RCNN and YOLOVS.

¥ecution Time: 28 minutes, 11 seconds
g

Press any key to continu
Figure 6.2.1.3 Execution time of Faster-RCNN

Execution Time: 2 minutes, 37 seconds

‘ress any key To C ontinue .

Figure 6.2.1.4 Execution time of YOLOvS

From both figures above, it is obvious that the processing time of YOLOVS is genuinely fast

compared to Faster-RCNN. Both of the video input frames are the same which is 320 frames
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for Faster-RCNN to complete processing all the frames the time needed is 28 minutes and 11

seconds while YOLOVS5 only require 2 minutes and 37 seconds.

Performance Metric Faster R-CNN YOLOVS
Execution Time (seconds) (28x60)+11 =1691 (2x60)+37=157
Accuracy (%) (4/12)x 100% = 33.33 (4/4)x100% = 100.00

Table 6.2.1 Performance comparison of Faster-RCNN and YOLOVS5

6.2.2 Accuracy Assessment of Video Enhancement Effects

First the testing setup as setup as below where 4 videos will be used as input fed into the
detection and counting system. Figures below shows the output results for the rainy video

detection and counting.

2 min

Figure 6.2.2.3 Example of misidentification
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Figure 6.2.2.4 Example of correct identification

In Figure 6.2.2.3, the vehicle that is pointed by the red arrow illustrates a case of
misidentification from the original rainy video. The id = 1 has been assigned once previously
in the previous frame. The system falsely identifies and tracks the white vehicle, which causes
an inaccurate count in frame 285, supposing it should have a total number of § vehicles counted
instead of 7. Whereas in Figure 6.2.2.4 for the enhanced rainy video, the system was able to
correctly identify the white vehicle and assign it a new identifier, demonstrating improved

accuracy of tracking and counting after video enhancements.

Sunny video:

Detected: 7, Counted: 16

Figure 6.2.2.5 Example of false detection
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Detected: 6, Counted: 14

Figure 6.2.2.6 Example of correct detection

In Figure 6.2.2.5, the vehicle that is pointed by the red arrow is an example of false detection
from the original sunny video. The vehicle was detected as 2 individual vehicles, and 2
bounding boxes were drawn on it instead of 1. Whereas in Figure 6.2.2.6 for the enhanced
sunny video, the system was able to correctly detect the vehicle as a single vehicle, and only 1
bounding box was drawn. This showcases that from the first example, the vehicle counted in

frame 271 was 16, which is an overcount where the system should only be counted as 14.
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Figure 6.2.2.7 Example of heavy traffic conditions
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Other than that, an input video containing heavy traffic was also tested to determine the
accuracy of the system. The aim of using heavy traffic is to showcase that the developed system
also works in heavy traffic where there are a lot of vehicles moving on the road. From the above
Figure 6.2.2.7, the detection and counting system work perfectly by detecting each of the

vehicles in the traffic and able to count them accordingly.

For better quantitative visualization of the differences between the original and enhanced video

conditions below Table 6.1.1 shows

Video Type Ground Truth Vehicle Counted Accuracy (%)
Instance
Original Sunny 17 24 (17/24)x 100 =
Video 70.83%
Enhanced Sunny 17 17 (17/17)x 100=
Video 100.00%
Original Rainy 8 7 (7/8) x 100=
Video 87.50%
Enhanced Rainy 8 8 (8/8)x 100=
Video 100.00%
Enhanced Heavy 60 55 (55760) x 100=
Traffic Video 91.67%

Table 6.2.2.1 Vehicle detection accuracy across video conditions

6.2.3 Reliability Assessment

Figure 6.2.3.3 3" iteration of vehicle detection process
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For testing the system’s reliability, several iterations of tests are conducted with the same input
video, and each iteration's result is recorded in the table below. The input video used for the

test is the enhanced sunny video.

Iteration Vehicle Counted Execution Time
(seconds)
1 17 (2x60)+37=157
2 17 (2x60)+38=158
3 17 (2x60)+37=157

Table 6.2.3.1 Vehicle counted and execution time across iterations

From the table above, the execution time of 3 of the iteration tests are similar and the difference
between each execution is not more than 1 second which shows that the system’s reliability is

high and each of the unique vehicles counted by the system are the same which is 17.

6.3 Objective Evaluation

Generally, the project objectives that wanted to be achieved at the start of the project has been
met in the developed system. This weather conditions are overcome by applying the trained
weather classification and used as input to enhance the video. For this project, the weather
conditions were mainly focused on only two rainy and sunny as the most common weather
conditions in this country. On top of that, this system also able to detect not only in particular
road structures as the previous provided screenshot and testing conducted the sunny video was
the footage from a highway while the rainy video was video capture from a normal road
intersection. Lastly the developed system has implemented a deep sort tracking algorithm to
keep track of the detected vehicles in the moving traffic and count them accurately, this fulfils

the objective of achieving an integrated vehicle detection and counting in a single system.

6.4 Project Challenges

Throughout the entire project the main issue that encountered was the hardware limitations that
affected the effectiveness of the vehicle detection and counting system. The task of detecting
vehicles within a short 10-second period of video input required more than 2 minutes to finish,
a delay mostly caused by the constraints of CPU processing capacity. This considerable
processing time clearly demonstrates the system's significant dependence on hardware
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capabilities, namely the GPU, which was unavailable in this instance. The lack of a robust GPU
severely limited the processing, assessment, and output speed of video data. This problem not
only illustrates the difficulties of creating high-performance computing systems on constrained
hardware but also emphasizes the crucial requirement for secure hardware to efficiently handle

real-time data processing requirements.
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Chapter 7

Conclusion and Recommendations

The vehicle detection model was successfully trained using a YOLOvS architecture by
leveraging a pre-trained model weight with the customized dataset. The trained result weight
indicates that the model is able to distinguish precisely the moving vehicle from the
background. Other than that, the binary weather classification training was trained mainly for
processing the input video frame by enhancing the features by classifying the weather
conditions into rainy and sunny and performing enhancements accordingly. In the evaluation
part, the enhanced video shows a better accuracy compared to the original video. Applying
both trained models, the system accuracy was able to achieve more than 80% overall, which
proved the system's robustness and precision towards dynamic conditions. In conclusion, the
video-based vehicle detection and counting system developed in this project has achieved all
the initial goals set. From the input video, most of the vehicles in the moving traffic are able to
be detected correctly and labeled with a unique identifier, and finally counted. With the
generated output, which is the total vehicle count within the moving traffic, traffic
administrators are able to utilize the data, for example, generating a heat map indicating that
the intersection of the road is congested according to the traffic volume. Moreover, there are
still room for improvement of the developed system especially in the terms of processing speed,
by utilizing a better hardware with higher specifications and processing power, the system able

to process and perform detection faster.
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Supervisor: Dr Muhammad Syaiful Amri Bin Suhaimi

Project Title: Development of vehicle detection and counting system for traffic
analysis using computer vision

1. WORK DONE

[Please write the details of the work done in the last fortnight. ]

Filtered all the downloaded datasets. Labelling and annotation of the dataset are done. Prepared the
environment for the project development. All required libraries were installed into the device. Done literature

review on the articles found. Studied training model that suits the project.

2. WORK TO BE DONE

Complete all the training needed of the datasets.

3. PROBLEMS ENCOUNTERED

Some image labels are wrong, manual corrections is needed and very time consuming.

4. SELF EVALUATION OF THE PROGRESS

Acceptable progress. Keep working hard.
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1. WORK DONE
[Please write the details of the work done in the last fortnight. ]

Training of the vehicle model and weather classification model. Proceed with enhancing the video.

2. WORK TO BE DONE

Done the enhancement of video with the trained classification weight.

3. PROBLEMS ENCOUNTERED

Training process very slow, for each training process more than 10 hours is needed. First training failed due

to device auto shut down as battery ran out.

4. SELF EVALUATION OF THE PROGRESS

Still manageable with ongoing exams and assignments of other courses.
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1. WORK DONE

[Please write the details of the work done in the last fortnight. ]

Vehicle detection implementation done. Vehicles from the input video are able to be detected correctly with
bounding box drawn on it. Studies on the tracking algorithm how to feed the detection input into the tracking

algorithm.

2. WORK TO BE DONE

Apply the tracking algorithm and perform counting on each of the tracked vehicles. Finalize the report.

3. PROBLEMS ENCOUNTERED

Slow processing power, detection process on each of the video frames are slower than expected.

4. SELF EVALUATION OF THE PROGRESS

Hopefully can finalize the development before next week.
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