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Abstract 

 

Facial emotion detection plays a vital role in human communication, as facial expressions are 

key indicators of emotional states and intentions. This research investigates the application of 

Convolutional Neural Networks (CNNs), specifically VGG16 and ResNet50 models, for facial 

expression image classification using the AffectNet dataset. The primary objective is to 

enhance the accuracy of facial emotion recognition by employing various training strategies, 

including full training, fine-tuning with frozen and unfrozen layers, and leveraging pre-trained 

models. The Multi-task Cascaded Convolutional Networks (MTCNN) technique was 

integrated to improve face detection capabilities within these models. The results demonstrate 

that the VGG16 model achieved the highest accuracy. When fully trained from scratch on the 

AffectNet dataset, it attained an accuracy of 69.95%. This performance was further improved 

to 69.98% through fine-tuning with initially frozen layers, highlighting the effectiveness of 

leveraging pre-trained features while refining deeper layers for emotion recognition tasks. The 

ResNet50 model also showed significant improvement with fine-tuning, achieving an accuracy 

of 71.72% when layers were initially frozen and then fine-tuned. The CNN model performed 

moderately, with the best accuracy of 58.71% observed when layers were frozen during fine-

tuning after full training. The integration of MTCNN with ResNet50 was particularly effective, 

allowing it to predict different sets of data with the most accuracy among the tested models. 

All findings contribute to the ongoing research in facial expression recognition and provide 

insights into the effectiveness of various CNN architectures and training strategies for 

improving emotion classification accuracy. 
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Chapter 1  

Introduction  

Facial expression image classification involves deep learning tasks where models are trained 

to recognize human emotions like happiness, anger, sadness, and others in visual data, 

specifically in photographs of faces. To accomplish this, convolutional neural networks (CNNs) 

and similar advanced methods in deep learning are often employed. Models such as VGG16 

and ResNet50 are commonly used, forming the core of the method[1]. These architectures help 

in learning the subtle patterns and variations of facial expressions, though with some limitations. 

Transfer learning plays a role where pre-trained models like VGG16 and ResNet50, initially 

designed for broader picture classification tasks, are adjusted slightly using facial expression 

datasets, allowing for quicker training and better generalization on less data. 

 

Several techniques are employed to evaluate how accurate and adaptable these models are. 

Usually, the dataset is divided into parts for training and testing so the model can learn from 

one set and be evaluated on another. Methods like k-fold cross-validation may provide an 

improved evaluation of the model's performance, especially when the available data is limited. 

Additionally, metrics like accuracy, recall, and F1-score, along with tools like confusion 

matrices and ROC curves, are used to measure how well the model identifies each emotion. 

Techniques like data augmentation and regularization are also used, helping the model become 

more accurate by ensuring it can handle different conditions like lighting changes, angles, and 

obstructions, thus making it more suitable for practical use[2]. 

 

1.1 Problem Statement and Motivation 

The problem statement of this research is that current facial expression classification models 

such as CNNs, VGG16, and ResNet50 are often inaccurate since they were trained on 

unreliable facial emotion datasets of limited size or low variety. This limitation may have a 

negative impact on the usability of these models in real-world applications, particularly when 

facial expressions vary significantly between participants and circumstances. Adding more 

data or various types of facial expressions with this objective it will result in stronger models 

capable of accurately identifying different moods. It also aids in improving user experience, 

particularly with interactive software, surveillance, and behaviour analysis. 
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The research is needed to improve performance in facial expression classification, which leads 

to unpredictable results since it had insufficient training with certain layer configurations such 

as CNN VGG16 or ResNet50. These models may be more (or less) effective depending on 

whether layers are frozen or completely trainable during fine-tuning. This research is motivated 

by the need for a detailed comparative comparison of these two training approaches in order to 

determine which is more effective for boosting performance during facial emotion 

classification. This is important in sectors where accurate emotion detection is critical, such as 

targeted advertising, mental state identification, and enhanced user experience via human-like 

dialog with an artificial intelligence. 

 

The purpose of this research is to investigate the issue of how CNN, VGG16, and ResNet50 

models identify facial emotions when combined with the Multi-task Cascaded Convolutional 

Networks (MTCNN) method. When applied in a variety of applications, the models show lower 

accuracies for different face image dataset collections, which might lead to inaccurate findings 

when recognizing emotions. The motive for this particular effort is to manually test and 

compare those models to the MTCNN framework structure, which is utilized to successfully 

detect facial emotions in a wider range of images.  

1.2 Objectives 

1. To implement CNN, VGG16, and ResNet50 models with an expanded dataset and increased 

class diversity to enhance facial expression classification accuracy. 

2. To analyse and compare the accuracy of CNN, VGG16, and ResNet50 models in accurately 

classifying a broad range of facial expressions, using both frozen layers with fine-tuning and 

fully trained layers with fine-tuning. 

3. To evaluate and compare of CNN, VGG16, and ResNet50 models by using MTCNN(Multi-

task Cascaded Convolutional Networks) algorithm to predict of these models against a different 

collection of face photos to discover which model detects facial emotions most accurately 

The primary goal includes using convolutional neural networks (CNNs), VGG16, and 

ResNet50 models, trained on a larger and more varied dataset that contains a wider spectrum 

of facial emotions. Through this expansion in the number and diversity of classes, the models 

are adjusted to capture more detailed variations in facial features and surrounding conditions. 
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This is aimed at improving the accuracy, but also enhancing the robustness of the models when 

they classify emotions. 

The second goal is about assessing and making a comparison of the precision of three kinds of 

deep learning models CNN, VGG16, and ResNet50 in the task of identifying different types of 

facial emotions. This comparison would be done across different conditions, particularly by 

freezing and unfreezing layers of these models. Freezing of layers involves keeping certain 

layer weights unchangeable during the entire training, while unfreezing permits those weights 

to change. This investigation aims at understanding how the changes in model architecture and 

training procedures influence the ability to accurately classify facial emotions, thereby offering 

some understanding into which emotion identification algorithms are more effective. 

The final goal is to look into and compare how the CNN, VGG16, and ResNet50 models work 

when they are paired with the MTCNN (Multi-task Cascaded Convolutional Networks) method. 

The MTCNN is generally employed for facial recognition, and this objective focuses on 

exploring how well the three models can predict and categorize facial emotions after MTCNN 

has detected them. The evaluation will rely on how these models perform with another set of 

facial images, aiming to figure out which model shows better accuracy in recognizing and 

categorizing facial emotions under varied conditions. 

 

1.3 Project Scope and Direction 

The project scope of this project about categorizing facial expressions has a project scope 

which includes several key parts, of which some are more significant. The research is first 

focused on the task of gathering a dataset that is diverse and broad, involving a variety of facial 

emotions collected from different demographic groups, under various lighting and with 

potential occlusions; this is why the AffectNet dataset will be chosen. This dataset will go to 

train not one, but three deep learning models: CNN, VGG16, and ResNet50 each one tailored 

differently to handle the complexities that come with categorizing facial emotions. A thorough 

examination of the model's performances will be conducted by performing statistical analysis, 

comparing accuracy based on vague but important criteria such as precision, recall, and F1 

score. Another set of facial images will be brought in to test how well each model can predict, 

to ensure that when new data is seen, the correct categorization can be achieved. 
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The project's primary goal will be to improve the accuracy of CNN, VGG16, and ResNet50 

models so that they can better predict emotions. This will involve making repeated adjustments 

and improving model parameters after assessing performances against the broader dataset. The 

goal here is to make these models consistently able to identify a wide range of facial 

expressions and apply these abilities in real situations where subtle emotion detection might be 

necessary. This could potentially lead to significant advances in areas like interactive AI 

systems, personalized digital experiences, and clinical diagnostics, where knowing human 

emotions plays an important role. 

 

1.4 Contributions 

This project makes a substantial contribution to face expression picture classification by giving 

a thorough comparison of model performances (CNN, VGG16, ResNet50) versus current 

benchmarks on the AffectNet dataset. By explicitly comparing these findings with previous 

research, the project highlights the gains or boosts in accuracy and resilience produced by larger 

training datasets and better model architectures. This comparison project aids in finding the 

most successful ways and establishes a new level of accuracy in the area.  

 

Furthermore, by assessing the prediction accuracy of CNN, VGG16, and ResNet50 models 

using the AffectNet dataset, this project provides important insights into the models' practical 

application. It evaluates how successfully these models can be incorporated into real-world 

scenarios requiring precise emotion identification, such as security systems, customer service, 

and interactive learning environments. This helps us understand the deployment obstacles and 

potential for emotional AI solutions. 

 

1.5 Report Organization 

The research is divided into six chapters: Introduction, Literature Review, Research 

Methodology, Data Pre-processing, Modelling and Hyperparameter Tuning, Experimental 

Results and Discussion, and Conclusion. The first chapter introduces the project, including the 

problem description, project history and motivation, project scope, project objectives, project 

contribution, project highlights, and report structure. The second chapter is a literature 

assessment of the several current different deep learning models employed in this research, 
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with a focus on data pre-processing, feature selection methods, and hyperparameter tuning 

methods. The third chapter examines the general flow and needs of the project. The fourth 

chapter goes into depth on how to implement pre-processing on the specified dataset and into 

the specifics of applying the modelling stages and hyperparameter improving on the models 

selected. The fifth chapter examined the outcomes from the fourth chapters. The sixth chapter 

ended the investigation and findings with a summary and the future work. 
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Chapter 2  

Literature Review 

2.1 Previous Researchers’ Work on Different Models 

Previous researchers have extensively utilized deep learning models, particularly 

Convolutional Neural Networks (CNNs) such as VGG16 and ResNet50, to evaluate the 

effectiveness of facial emotion recognition (FER) methods. These models are popular for their 

proven ability to extract and learn complex features from images. The studies have leveraged 

datasets like AffectNet, FER2013, and RAF-DB, which offer a diverse range of facial 

expressions, thereby enhancing model training and testing. CNN architectures like VGG16 and 

ResNet50 are robust due to their deep layers, enabling them to detect subtle variations in facial 

expressions, making them highly suitable for emotion recognition tasks. Consequently, these 

models have formed the foundation for numerous studies, significantly advancing the field of 

facial expression analysis. 

 

In this previous study, the focus was on identifying the optimal convolutional neural network 

(CNN) model for binary classification of normal contrast medical images enhanced by the 

CLAHE technique. The researchers compared the architectures of VGG16, VGG19, and 

ResNet50 based on their accuracy, F1 score, and recall using a selected set of brain images. 

Over ten experiments conducted in two modes—data augmentation and no data 

augmentation—VGG16 emerged as the superior architecture for medical image classification. 

In the data augmentation mode, the accuracies for normal contrast images were 0.78 for 

VGG16, 0.66 for VGG19, and 0.69 for ResNet50; for CLAHE-enhanced images, they were 

0.78, 0.76, and 0.72 respectively. In the no data augmentation mode, the accuracies improved 

to 0.88 for VGG16, 0.79 for VGG19, and 0.75 for ResNet50 with normal contrast images, 

while for CLAHE-enhanced images, they were 0.86, 0.87, and 0.65 respectively[1]. 

 

Another study used a deep neural network (DNN) was employed for facial emotion recognition 

(FER), specifically utilizing a convolutional neural network (CNN) that combines a squeeze-

and-excitation network with a residual neural network. The research aimed to identify critical 

facial features relevant to FER, using the AffectNet and Real-World Affective Faces Database 

(RAF-DB) as training datasets. Analysis of the feature maps extracted from the residual blocks 

revealed that the areas around the nose and mouth are significant for the model's performance. 
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Cross-database validation showed that the model trained on AffectNet achieved an accuracy of 

77.37% when tested on RAF-DB, while transfer learning from AffectNet to RAF-DB improved 

validation accuracy to 83.37%. The findings contribute to a deeper understanding of neural 

networks and aim to enhance accuracy in computer vision applications[2]. 

 

Vo et. al addresses the challenging task of automatic facial expression recognition (FER) from 

single in-the-wild (ITW) images, which often face issues related to pose, direction, and input 

resolution. To tackle this, the authors propose a pyramid with super-resolution (PSR) network 

architecture and introduce a prior distribution label smoothing (PDLS) loss function that 

incorporates additional prior knowledge about the confusion among different expressions. 

Experiments conducted on three prominent ITW FER datasets demonstrate that the proposed 

approach outperforms existing state-of-the-art methods, highlighting its effectiveness in 

enhancing FER accuracy under real-world conditions[3]. 

 

Facial emotion recognition (FER) has gained significant attention in affective computing, yet 

it continues to face challenges such as sample data quality, effective feature extraction, model 

creation, and multi-feature fusion. This study explores five classic models—ResNet-50, 

Xception, EfficientNet-B0, Inception, and DenseNet121—through a series of experiments 

focusing on data preprocessing, training types, and multi-stage pretraining. The results 

indicated that using class weights was the most effective method for balancing data. 

Additionally, the freeze + fine-tuning training approach yielded higher accuracy across datasets, 

regardless of size. The proposed transfer learning method demonstrated superior accuracy 

compared to previous studies, achieving increases of 8.37%, 10.45%, 10.45%, 8.55%, and 5.47% 

for the respective models on the AffectNet dataset, and improvements of 5.72%, 2%, 10.45%, 

5%, and 9% on the FER2013 dataset[4].  

 

2.2 Limitations of Previous Researchers 

Despite the significant progress made in these studies, several limitations persist. The first 

study comparing CNN architectures for medical image classification showed that while 

VGG16 outperformed other models like VGG19 and ResNet50, the accuracy improvements in 

no data augmentation mode were marginal, particularly for CLAHE-enhanced images, 

suggesting that the method might not generalize well across different enhancement techniques. 

Furthermore, the experiments were conducted on a limited set of brain images, which could 
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affect the broader applicability of the findings to other types of medical images. In the domain 

of facial emotion recognition (FER), although the integration of squeeze-and-excitation and 

residual networks improved accuracy, challenges like data quality and feature extraction 

remain, as demonstrated by the reliance on transfer learning and the sensitivity of model 

performance to specific facial regions. Vo et al.'s proposed PSR network for FER addresses 

real-world conditions, but the method's dependency on prior knowledge, such as confusion 

patterns among expressions, raises concerns about its scalability to diverse datasets without 

such priors. Finally, the exploration of five classic models in another FER study revealed that 

balancing data through class weights and fine-tuning improved accuracy; however, these 

models may still struggle with variations in input quality and dataset size, indicating the need 

for more robust preprocessing techniques and model architectures. Overall, the reliance on 

limited datasets and transfer learning, as well as challenges with generalization and scalability, 

continue to hinder the broader application of these methods[1]–[4]. 

 

2.3 Summary 

According to the literature, deep learning models, particularly CNN-based architectures like 

VGG16, ResNet50, and others, are commonly employed in facial emotion recognition (FER) 

tasks. These models, trained on datasets such as AffectNet, FER2013, and RAF-DB, are highly 

effective at extracting complex facial expression features, contributing significantly to 

advancements in the field. Numerous studies in deep learning have led to notable progress in 

FER. For example, [1] demonstrated how fine-tuning various deep learning models improved 

accuracy on the AffectNet and FER2013 datasets. The authors also proposed a fusion strategy 

that combines ResNet-50, VGG-19, and Inception-V3 models through ensemble learning, 

achieving impressive accuracy on both the RAF-DB and AffectNet datasets. Together, these 

studies emphasize the ongoing innovations and challenges in enhancing FER systems through 

advanced model architectures and fine-tuning techniques. However, the review also highlights 

some limitations in this research. While fine-tuning techniques yield slight improvements, 

models that perform well on smaller datasets often struggle with larger, more complex datasets 

like AffectNet. Factors such as intraclass variation, occlusions, and changes in posture further 

challenge model performance. Additionally, although sophisticated architectures can achieve 

high accuracy, they may not be practical for real-time or resource-constrained applications. 

The ongoing difficulty of scaling models for real-world scenarios underscores the persistent 

challenges in FER research 
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Chapter 3 

Research Methodology/Approach 

3.1 Research Methodology 

 

Figure 3.1.1 Research Methodology Flowchart 

 

The research methodology will begin with the collection of data from the AffectNet dataset. 

This dataset will be imported into Jupyter Notebook for further processing, utilizing Python 

libraries designed for data importation and preprocessing. During the preprocessing phase, if 

suitable data is found, it will be divided into training and testing sets. If not, the process will 
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halt before moving on to the next step: data augmentation. Data augmentation will artificially 

enhance the dataset's diversity and size through techniques such as rotation, scaling, and 

flipping, which help improve model robustness and reduce overfitting. Simultaneously, a 

feature selection process will be conducted to identify and retain only the essential features 

necessary for optimal model performance. 

The choice of architecture, such as CNN, VGG16, or ResNet50, will depend on the specific 

project being developed. The model training phase will commence at this stage, where the 

network learns from the training data by adjusting its weights and biases to minimize prediction 

errors. Once training is complete, the model will be thoroughly evaluated on the testing dataset. 

Performance metrics such as accuracy, precision, recall, and confusion matrix will be used to 

assess the model's efficiency and provide insights into its overall performance. 

In addition, during the preprocessing and feature selection stages using the AffectNet dataset, 

performance metrics will help optimize the dataset for better training outcomes. The training, 

testing, and evaluation processes will be repeated in several iterations to optimize the models, 

with adjustments made through hyperparameter tuning. This will allow for a comparison of the 

model's performance with previous research results. Finally, the trained model will be applied 

to new datasets to predict outcomes, such as identifying emotional expressions in images and 

classifying them based on the AffectNet dataset. 

 

3.2 Modelling and Hyperparameter Tuning 

The initial stage of the process is Data Augmentation, where the project's hyperparameters are 

first set. This technique enhances the dataset by applying transformations to the images, such 

as rotation, flipping, and brightness adjustments. By generating variations of the existing data, 

the model gains more diverse training examples, helping it to better distinguish patterns and 

generalize across different scenarios, ultimately reducing the risk of overfitting. 

 

The next phase involves determining which layers to freeze or unfreeze, referred to as the 

Freeze or Unfreeze Model Layers step. This stage defines which layers of the model remain 

unchanged and which ones are allowed to adapt during training. Once this decision is made, 

the model training phase can begin, where a suitable architecture, such as CNN, VGG16, or 

ResNet50, is selected based on the specific requirements and available resources. During 
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training, the model learns by adjusting the weights of both the frozen and unfrozen layers to 

minimize prediction errors. 

 

 

Figure 3.2.1 Hyperparameter Tuning Model Flowchart 

 

After the training phase, the model is tested using a separate dataset to evaluate how well it 

applies the learned weights in both frozen and unfrozen layers. At this stage, the model's 

performance is assessed through various metrics, including accuracy, precision, recall, and F1 

score, to ensure its effectiveness. 

 

Finally, during the image prediction phase, the trained model is used to predict facial 

expressions in new images. It assigns a classification label to each image, indicating the 

detected emotion, along with confidence scores. This marks the final step of the process, where 

the model's predictions can be applied to various real-world applications, such as emotion 

recognition systems aimed at improving human-computer interactions. 
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3.3 Dataset Requirement – AffectNet 

 

In this research, the AffectNet dataset was utilized to train and test the deep learning model. 

Introduced by Mollahosseini et al. in their, AffectNet is a large-scale facial expression dataset 

containing approximately 0.4 million images, each manually labeled with one of eight facial 

emotions (neutral, happy, angry, sad, fear, surprise, disgust, contempt) along with valence and 

arousal levels. These labels define facial expressions based on their impact on the opposite face. 

In this study, the AffectNet dataset will undergo preprocessing and feature selection to prepare 

it for model training and testing. [5]. 

 

3.4 Modelling  

This research will explore three models that will be implemented in the research. These models 

are Convolutional Neural Networks (CNNs), VGG16, and ResNet50 as a transfer learning and 

will be implemented in . 

3.4.1 Convolutional Neural Networks (CNNs) 

Convolutional Neural Networks (CNNs), or ConvNets, represent a significant advancement in 

deep learning architectures, specifically designed to analyze visual data. By leveraging a 

hierarchical structure of layers, CNNs excel at identifying patterns and features within images, 

making them ideal for tasks such as object detection, classification, and segmentation. Their 

architecture allows them to automatically learn relevant features from raw data, reducing the 

need for manual feature extraction. This capability extends beyond images; CNNs are also 

applicable in domains like audio processing and time series analysis, showcasing their 

versatility in handling various types of data[6]. 

The core of a CNN lies in its convolutional layers, where filters are applied to the input data to 

create feature maps that highlight the presence of specific features. Initially, these filters 

capture basic characteristics such as edges and textures. As the data progresses through deeper 

layers, the network learns to recognize increasingly complex patterns and objects. This multi-

layered approach enables CNNs to build a comprehensive understanding of the input data, 

enhancing their performance in tasks that require high accuracy and precision. The ability to 

learn filters during training rather than relying on predefined ones is a hallmark of CNNs, 

contributing to their effectiveness in diverse applications [7]. 
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Figure 3.4.1.1 Convolutional Neural Networks Architecture[6] 

 

3.4.2 VGG16 

In 2014, Karen Simonyan and Andrew Zisserman presented VGG-16 which included a total of 

16 Convolutions. The input image of the network is (224 × 224 × 3), with an architecture using 

fixed size filter stylized as filter (3 × 3), having a small window directly attached to the output 

of many set layers and five stages containing Max pooling dimensioned at (2×2) along different 

segments within this construction. The only part where they come together at the top is a 

common softmax output layer of both levels. The VGG16 model is a massive network, more 

than 138 million parameters. It integrates many convolutional layers to construct deep neural 

networks, which improves the ability to learn hidden information[7]. Figure 3.4.2.1 shows the 

architecture of the VGG-16 network.  

 

Figure 3.4.2.1 VGG16 architecture[7] 
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3.4.3 ResNet50 

ResNet50 is a 50-layer residual network that has 26 million parameters. Indeed, is a deep 

convolution neural network model that Microsoft introduced in 2015. In the residual network, 

instead of learning features, we learn residuals, which are the learnt features removed from the 

input layers. ResNet links the “nth” layer's input directly to the (n+x)th layer, enabling the 

stacking of further layers and the construction of a deep network. In experiment, will train and 

improved a pre-trained ResNet50 model[10]. Figure 3.4.3.1 depicts the architecture of 

ResNet50. 

 

 

Figure 3.4.3.1 ResNet50 Architecture[7] 

3.5 Evaluation Methods 

The research project will use a confusion matrix such as precision, recall, and F1 score 

approach to assess the accuracy of each class after model selection and training. Following 

training, the MTCNN approach will be used to randomly choose or select particular photos to 

assess the accuracy of face emotion classes. 

 

3.5.1 Accuracy  

Accuracy is one of the most widely used metrics for evaluating the performance of 

classification models. It provides insight into the percentage of correctly classified facial 

expressions, indicating how well the model distinguishes between different expressions[8]–

[10]. The following equation shows how to determine a model's accuracy:  

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
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3.5.2 Precision 

Precision in the context of facial expression classification is represented as the ratio of correctly 

classified images of a particular expression (True Positives, TP) to the total number of images 

predicted to have that expression (TP + False Positives, FP) [13]. 

Precision =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

 

3.5.3 Recall 

Recall, also known as sensitivity, is defined as the ratio of correctly classified images of a 

particular expression (TP) divided by the total number of images that actually belong to that 

expression (TP + False Negatives, FN) [13]. 

Recall =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

 

3.5.4 F1 Score 

The F1 score, also known as the F-measure, represents the balance between precision and 

recall[13]. It is particularly useful when the class distribution is imbalanced, as it provides a 

single metric that accounts for both false positives and false negatives. 

F1 =  2 ×   
Precision × Recall

Precision + Recall
 

 

3.5.5 Multi-task Cascaded Convolutional Neural Network (MTCNN) 

MTCNN method is one of those technologies that revolutionized the field of face detection and 

recognition. Introduced in 2016, the MTCNN technique uses a cascading sequence of neural 

networks to accurately and quickly detect, align, and extract face features from digital photos. 

MTCNN is a deep learning approach toward face recognition and alignment that detects and 

locates faces in digital images or videos by cascading a series of convolutional neural networks. 

The system can identify faces of different sizes and angles as well as resist variations in lighting, 

facial expressions, and occlusions. The MTCNN technique comprises three steps, including 

the proposal network, the refinement network, and the output network. 

The first step of the MTCNN system, the Proposal Network, produces potential bounding boxes 

to detect potential face areas in a photograph. Convolutional filters are used to create feature 
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maps, while fully connected layers are employed to predict not only the likelihood of the face 

but also the coordinates of the square about it. The candidate regions thus identified are the 

areas from where the dimensions are higher than the threshold level and have a facial potential, 

while the rest are discarded. The Refinement Network is the second step of the MTCNN 

method that refines the P-Net-produced candidate bounding boxes. It measures these regions 

to determine whether they are faces or non-faces and then refines the dimensions. Output 

Network (O-Net): The O-Net is MTCNN's last step, where the bounding boxes are refined and 

face landmarks extracted. It takes the areas improved by the R-Net and classifies them, refines 

the bounding box locations, and finds the coordinates of major facial features like the eyes, 

nose, and mouth. 

 

Figure 3.5.6.1 Network structure of MTCNN[10], [11] 

 

3.6 Software Requirement – Jupyter Notebook and Python 

  

Jupyter Notebook is software that provides a code-writing notebook style to facilitate data 

exploration and visualization. Python is the most popular language for deep learning and 

machine learning, and the software supports it. As a result, Jupyter Notebook will be utilized 

in this research paper to investigate data and view code snippets. 
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3.7 Summary 

In Chapter 3, the research paper describes this project's methods and modeling techniques. We 

use deep learning methods to classify face expressions. The AffectNet dataset is first collected 

and pre-processed, the characteristics chosen, and the data divided into training / testing sets. 

Finally, CNN (VGG16 and ResNet50 structures in specific) are discussed by this chapter as 

our choices for a chapter based these three different needs: traditional Convolutional Neural 

Networks would not suffice. 

This research's methodologies comprise a rigorous method of model training, evaluation, and 

fine-tuning by hyperparameter adjustment. Performance indices such as accuracy and recall all 

serve to measure model performance. For example, modifying data augmentation methods 

(unicity problem with mode changes) and the number of samples may be one way to improve 

the performance of a Fitting Model. 

The AffectNet dataset consists of more than 0.4 million images categorised manually into eight 

facial emotion classes: neutral, happy, angry, sad, fear, surprise, disgust, and contempt. The 

paper also explores how deep learning models such as CNNs, VGG16, and ResNet50 can be 

used to classify emotions. 

Including such standard model evaluation methods as model performance indicators (e.g., 

accuracy, precision, recall, F1 score and MTCNN algorithm and experimental techniques of 

freezing/unfreezing model layers. Additionally, it suggests Jupyter Notebook and Phyton as 

the software tools for data exploration, graph making at every stage, and model creation. 
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Chapter 4  

Data Pre-processing, Modelling and Hyperparameter Tuning 

In Chapter 4, we will examine in detail at how deep learning is used to emotion classification 

using the AffectNet dataset, demonstrating the building of a complex data preparation pipeline 

and the right implementation of transfer learning. The data is separately saved in directories, 

training and validation, with eight different emotional classes: angry, contempt, disgust, fear, 

happy, neutral, sad, and surprised. In this specific arrangement, splitting images 70%-

30% between training and testing provides some protection against overfitting, as well as 

rescaling and flipping to help the model generalize better. We next deliver more advanced 

models, VGG16 and ResNet50 (both pretrained on ImageNet), as well as a custom CNN that 

has been pre-trained on ImageNet and fine-tuned for predict emotions. It not only simplifies 

the training process, but it also improves the reliability of classifying various emotional 

expressions with high accuracy and computational efficiency, ensuring that our models are 

strong enough to be effectively validated using a collected corpus of over 30,000 images. 

 

4.1 Data pre-processing  

 

Figure 4.1.1 Define Directories 

 

In Figure 4.1.1 data pre-processing begins with the creation of directories for training and 

validation datasets. This stage converts the data to a structured format, making it simpler to 

access and handle throughout processing. Separating the images into various folders (train and 

val) allows for distinct processing ways for training and validation. 

 

Figure 4.1.2 Define Class Names 
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In Figure 4.1.1 class identification, the AffectNet dataset divides emotions into eight categories: 

'Angry', 'Contempt', 'Disgust', 'Fear', 'Happy', 'Neutral', 'Sad', and 'Surprise'. This categorization 

helps in the labeling of images, which is required for supervised learning models to properly 

learn from annotated data. 

 

Figure 4.1.3 Data Split 

 

Figure 4.1.4 Data Split folders 
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Figure 4.1.5 Angry Data file 

 

In Figure 4.1.3 data splitting for each emotion category, directories are generated in both the 

training and validation folders. The images are then distributed, usually in a 70-30 ratio 

between training and validation. After splitting, in Figure 4.1.4 the data will be divided into 

two folders: train and val. Then, the other file in Figure 4.1.5 will be empty such as Angry file. 

This split helps to minimize overfitting by training on one set of data and validating on another, 

allowing to evaluate the model's performance on previously unknown data.  

 

Figure 4.1.6 Data Augmentation 

 

In Figure 4.1.6 data augmentation and rescaling using ImageDataGenerator, images are 

rescaled by a factor of 1/255 to transform pixel values to a range of 0 to 1, increasing model 

training efficiency. Augmentations, such as horizontal and vertical flips, are used to the training 

data to improve its variety, simulate various situations, and strengthen the model. 
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Figure 4.1.7 Data Generators 

 

Figure 4.1.7 the generators for both training and validation data are then configured to fetch 

images from their respective directories, resizing them to 224x224 pixels, and setting the class 

mode to categorical, which means that each image belongs to one of several classes, and the 

generator will return these labels in a one-hot encoded format. The images are then founded in 

the folders, with 21,001 in the train set and 9,005 in the test set, each representing one of 8 

classes. 
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4.2 Modelling and Hyperparameter Tuning – VGG16, ResNet50, and CNN 

Model 

VGG16 

 

Figure 4.2.1 VGG16 Model Creation 

In Figure 4.2.1 VGG16 model creation and compilation, a pre-trained VGG16 model is used, 

which has been customized for the purpose by deleting the top layer and adding custom dense 

layers. The model's input shape is configured to accept photos of size 224x224 pixels with 

three color channels (RGB). This model uses transfer learning, in which a network pre-trained 

on a large dataset (ImageNet) is fine-tuned for a particular objective (emotion classification). 

The model has dropout layers to prevent overfitting and a softmax layer for class probability 

predictions. The model includes an Adam optimizer and a categorical cross-entropy loss 

function, which are appropriate for multi-class classification applications.  
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ResNet50 

 

Figure 4.2.2 ResNet50 Model Creation 

The Figure 4.2.2 process for the loading of layers in the ResNet50 model is mostly the same as 

in the VGG16. The ResNet50 model is loaded with pre-trained weights from ImageNet but 

lacks the top (fully connected) layers. The model's input shape is configured to accept 224x224-

pixel pictures with three color channels (RGB). The entire ResNet50 model typically has 50 

deep layers, including convolutional layers, batch normalization layers, activation layers, 

pooling layers, and maybe more in its architecture. Then, various custom layers are added on 

top of the underlying model, including global average pooling, dense layers with ReLU 

activation, dropout layers for regularization, and a final dense layer with softmax activation for 

multi-class classification (8 classes). The Adam optimizer is used to build the complete model, 

using a learning rate of 0.0001 and categorical cross-entropy as the loss function. The 

performance measure is accuracy. 'model.summary()' generates a summary of the model 

architecture, outlining each layer, including the number of parameters (trainable and non-

trainable), output shapes, and layer connections. 
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CNN Model 

 

 

Figure 4.2.3 CNN Model Creation 

The Figure 4.2.3 CNN model It begins with an input layer that takes 224x224 color images, 

then moves on to two convolutional layers with 32 and 64 filters, respectively, followed by a 

max pooling layer to minimize spatial dimensions and a dropout layer to avoid overfitting. In 

the deeper levels, this pattern is repeated using ever more complex 128 and 256 filters. After 

flattening the output of the convolutional stacks, the model has a dense layer with 512 neurons, 

another dropout, and a softmax layer with 8 units for class predictions. 

 

4.3 Setting up Model Checkpoint and Early Stopping Callbacks 

 

Figure 4.3.1 Model Checkpoint and Early Stopping Callbacks 

Figure 4.3.1 above ModelCheckpoint and EarlyStopping callbacks are the same for CNN, 

VGG16, and ResNet50 when training a neural network. ModelCheckpoint saves the best model 
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based on the greatest validation accuracy (val_accuracy), ensuring that only the best 

performing model is maintained in the file, depending on the model file name, such as 

vgg_retrain.h5. This is the file that will include the best version of the model. The 

EarlyStopping callback then monitors the same val_accuracy and stops the training process if 

there is no progress after 10 epochs, restoring the weights of the best performing epoch to avoid 

overfitting and computational waste. 

 

4.4 Training the Model 

 

Figure 4.4.1 Train Model 

The Figure 4.4.1 approach is used to train the model, using separate data generators for training 

(train_generator) and validation (val_generator). It computes the number of steps per epoch 

and validation steps using a batch size of 128, thereby partitioning the dataset into manageable 

batches for each epoch. The training is set to run for a maximum of 60 epochs, but it includes 

the previously defined callbacks ModelCheckpoint and EarlyStopping to optimize 

performance by saving the best model and potentially stopping early if validation accuracy 

does not improve, streamlining the training process and improving model stability. 
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4.5 Hyperparameter Tuning 

 

Figure 4.5.1 Hyperparameter Tuning Data Augmentation 

 

The Figure 4.5.1 starting point in hyperparameter tuning for CNN, VGG16, and ResNet50 is 

data augmentation, which involves defining two ImageDataGenerator instances for image 

preprocessing in a machine learning model that is especially designed for data augmentation 

and normalization. The train_datagen is set up for training data and includes several 

augmentation techniques such as horizontal and vertical flips, rotations up to 20 degrees, 20% 

width and height shifts, 15% shear transformations, 10% zoom, and filling any new pixels 

created during transformations with the nearest existing pixel values, all normalized by scaling 

pixel values to the range [0, 1]. In contrast, val_datagen for validation data only performs 

normalization, rescaling pixel values to the same range, and no extra augmentation, 

guaranteeing model validation on unmodified photos. 

 

VGG16 

 

Figure 4.5.2 VGG16 Layers Freeze 

 

 



Bachelor of Computer Science (Honours) 

Faculty of Information and Communication Technology (Kampar Campus), UTAR 

   27 

 

ResNet50 

 

Figure 4.5.3 ResNet50 Layers Freeze 

CNN Model 

 

Figure 4.5.4 CNN Layers Freeze 

According to the above Figure 4.5.2, Figure 4.5.3, and Figure 4.5.4, the VGG16, ResNet50, 

and CNN models will be used in hyperparameter tuning to freeze the layers, the only different 

is CNN is freezing only the first 4 layers, while ResNet50 is freeze all but the last 33 layers, 

and VGG16 model consists of 16 layers, 13 convolutional layers and 3 fully connected layers, 

while all layers are frozen, leaving just the newly added layers (the two dense layers, the 

dropout layers, and the final output layer) to train. With the learning rate set at 0.00001 for 

fine-tuning. Setting a lower learning rate, such as 0.00001, for fine-tuning of deep learning 

models like VGG16 and ResNet50 is critical since it allows for little alterations to the pre-

trained weights. This strategy is especially useful when the model's layers are frozen for fine-

tuning. Because these models have previously been trained on huge datasets, their weights have 

come close to optimum solutions for those particular tasks. A low learning rate guarantees that 

these precisely adjusted weights are not dramatically changed, which might lead to overfitting 

on the new, often smaller dataset. It also helps to retain the model's generalizability while 

allowing for subtle learning of additional characteristics relevant to the target task, resulting in 

increased performance without sacrificing the advantages of the pre-trained model. 
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4.6 Train Model 

 

Figure 4.6.1 Train Model 

The Figure 4.6.1 approach used to train the model in hyperparameter tuning is same approach 

as before by using separate data generators for training (train_generator) and validation 

(val_generator). It computes the number of steps per epoch and validation steps using a batch 

size of 128, thereby partitioning the dataset into manageable batches for each epoch. While the 

different in training is set to run for a maximum only 30 epochs, but it includes the previously 

defined callbacks ModelCheckpoint and EarlyStopping to optimize performance by saving the 

best model and potentially stopping early if validation accuracy does not improve, streamlining 

the training process and improving model stability. 

 

4.7 Summary 

In chapter 4, the project will focus on the process of emotion categorization using the AffectNet 

dataset, which contains images labeled across eight emotion categories: Angry, Contempt, 

Disgust, Fear, Happy, Neutral, Sad, and Surprise. Data preprocessing begins by organizing 

images into training and validation directories, ensuring effective image management. The 

dataset is split, with 70% of the images allocated for training and 30% for validation, to avoid 

overfitting and validate the model effectively. Data augmentation techniques, such as image 
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rescaling and flipping, are employed to enhance the dataset's reliability and improve the 

model's training success. 

The image generator is configured to resize images to 224x224 pixels and use categorical class 

mode, facilitating the model's analysis of pre-labeled images in one-hot encoded forms. The 

training dataset comprises 21,001 images, while the validation set contains 9,005 images, with 

all eight emotion categories represented. The chapter thoroughly covers each stage of data 

preprocessing, ensuring clarity and smooth operation during model training and validation. 

In terms of model training, transfer learning is employed using pre-trained models like VGG16, 

ResNet50, and a custom CNN. These models leverage ImageNet weights, fine-tuning only the 

higher layers specific to the emotion detection task while freezing the lower layers. For instance, 

the VGG16 model replaces its original top layers with customized dense and dropout layers, 

concluding with a softmax layer for class predictions. Similarly, the ResNet50 model freezes 

all but the last 33 layers to allow for task-specific learning. The custom CNN freezes the first 

four layers, expediting training while adapting the deeper layers for emotion classification. 

Training incorporates callbacks such as ModelCheckpoint and EarlyStopping to optimize 

model performance and prevent overfitting. Data generators manage image inputs and 

augmentations, ensuring consistency in model evaluation. Hyperparameter tuning plays a 

crucial role in balancing the layers' freezing and adjusting learning rates, particularly during 

fine-tuning. This approach enhances the model's ability to learn new insights while retaining 

the robust knowledge acquired from pre-trained datasets like ImageNet. 

Overall, the project demonstrates the effectiveness of using pre-trained models in emotion 

detection, achieving high accuracy with reduced computational costs and complexity. 
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Chapter 5  

Experimental Result and Discussion 

5.1 Experimental Result – VGG16 (Fully connected layers) 

 

Figure 5.1.1 VGG16 Loss and Accuracy Line Graphs 

 

Figure 5.1.1 above demonstrate the training and validation loss and accuracy for a VGG16 

neural network model. The first graph shows a continuous reduction in both training and 

validation loss, which indicates that the model is learning from the training data. However, the 

validation loss varies somewhat, indicating that the model may be overfitting since it matches 

the training data better than the validation data. The second graph shows an improvement in 

both training and validation accuracy, with the training accuracy plateauing at about 69%. This 

mismatch in training and validation performance points to overfitting, in which the model 

performs better on training data than on unseen validation data. 

 

Figure 5.1.2 VGG16 Classification Report 
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The classification report in Figure 5.1.2 shows that the model performs well in identifying 

'Happy' and 'Neutral' emotions, with high precision, recall, and F1-scores. However, it struggles 

with emotions like 'Disgust', 'Fear', and 'Angry' where the scores are lower, indicating less 

accurate predictions. The overall accuracy of the model is 69%, suggesting decent performance, 

but there is room for improvement, particularly in handling emotions with lower scores. The 

weighted and macro averages highlight the model’s ability to maintain reasonable balance 

across all emotion classes despite varying sample sizes. 

 

 

Figure 5.1.3 VGG16 Confusion Matrix 

 

The confusion matrix provided in Figure 5.1.3 demonstrates the performance in identifying 

'Happy' (94.21%) and 'Neutral' (89.52%), with relatively accurate predictions. However, it 

struggles with negative emotions, particularly 'Angry' (55.01%), 'Disgust' (56.94%), and 'Fear' 

(52.27%), which are often misclassified into each other. 'Sad' has moderate accuracy (55.84%) 

but is sometimes confused with 'Surprise'. Similarly, 'Surprise' is correctly identified (53.48%) 

of the time but tends to be mistaken for 'Fear' and 'Angry'. Overall, the model is highly effective 

for positive emotions but faces challenges in clearly distinguishing between negative emotions. 



Bachelor of Computer Science (Honours) 

Faculty of Information and Communication Technology (Kampar Campus), UTAR 

   32 

 

Figure 5.1.4 VGG16 Predicted Images Results 

 

In the above Figure 5.1.4 randomly generated images, the images show examples where the 

model correctly predicted the emotional labels. For 'Contempt', 'Fear', 'Happy', and two 

instances of 'Neutral', the model's predictions match the original labels, demonstrating its 

ability to accurately classify these emotions in these specific cases. This reflects the model's 

strength in detecting both positive emotions like 'Happy' and more neutral or negative emotions 

such as 'Contempt' and 'Fear' when the facial expressions are clear and distinct. 

 

VGG16 – Hyperparameter Tuning (Freeze all layers) 

 

Figure 5.1.5 VGG16 Tuning Classification Report 

 

In Figure 5.1.5 classification report uses hyperparameter tuning to freeze all of the layers, the 

model performs best for 'Happy' and 'Neutral' emotions, with high precision, recall, and F1-

scores around 0.93 and 0.89, respectively. For other emotions like 'Contempt', 'Fear', and 

'Surprise', the model performs moderately. While 'Angry', 'Disgust', and 'Sad' have lower 
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precision and recall values, around 0.50 to 0.58, indicating some difficulties in accurately 

classifying these emotions. The overall accuracy of the model is 70%, with macro and weighted 

averages around 0.66 to 0.70, showing that the model has balanced but slightly better 

performance on certain emotions like 'Happy' and 'Neutral' while struggling with others. 

 

 

Figure 5.1.6 VGG16 Tuning Confusion Matrix 

 

In Figure 5.1.6 confusion matrix shows the model performs well in classifying 'Happy' (92.83%) 

and 'Neutral' (89.71%) emotions with high accuracy. However, the model struggles with 

distinguishing between negative emotions like 'Angry' (52.73%), 'Disgust' (51.41%), and 'Fear' 

(54.29%), as there is significant misclassification between these categories. For example, 

'Angry' is often confused with 'Contempt' (7.65%) and 'Disgust' (15.59%), while 'Fear' is 

frequently misclassified as 'Surprise' (22.10%). 'Sad' has moderate accuracy (57.20%) but is 

often confused with 'Surprise' (7.68%). 'Disgust', the model correctly classifies it (51.41%) of 

the time. However, there is a significant amount of misclassification, particularly with 'Fear' 

(11.67%), 'Angry' (15.59%), and 'Contempt' (5.57%). Overall, the model performs well for 
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positive and neutral emotions but faces challenges with more complex or overlapping negative 

emotions. 

 

Figure 5.1.7 VGG16 Tuning Predicted Images Results 

 

The Figure 5.1.7 shows the images illustrate both correct and incorrect predictions by the model. 

The model correctly predicted 'Contempt', 'Neutral', and 'Disgust' in three of the cases, 

indicating its accuracy for these emotions in certain instances. However, it misclassified 'Sad' 

as 'Contempt' and 'Surprise' as 'Fear', showing some confusion between emotions with 

overlapping features. These misclassifications highlight the model's challenges in 

differentiating between similar or intense emotional expressions. 
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5.2 MTCNN Experimental Results – VGG16  

The proposed face detection algorithm addresses two primary challenges: determining whether 

an image contains a face and extracting the face's positional information. Most face detection 

algorithms follow a two-step process. First, they identify all potential face-containing regions 

in the image, and second, they select the regions with the highest likelihood of containing a 

face. The MTCNN algorithm utilizes PNet to detect candidate face regions, and RNet and ONet 

to further refine these regions, selecting those with the greatest probability of containing a face. 

While this method excels in detection accuracy, it may not always be optimal in terms of speed. 

This research analyzes the time consumption of the MTCNN network at each stage. Moreover, 

the MTCNN model is combined with a previously trained VGG16 architecture to predict facial 

expressions—such as happiness, sadness, and anger—for improved detection performance. 

 

Figure 5.2.1 MTCNN – VGG16 Happy Datasets Predicted Results 
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Figure 5.2.2 MTCNN – VGG16 Sad and Angry Images Predicted Results 

 

Figure 5.2.3 MTCNN – VGG16 Group Image Predicted Results 
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Figure 5.2.4 MTCNN – VGG16 Group Image Predicted Results 

 

  

Figure 5.2.5 MTCNN – VGG16 Group Image Predicted Results 

 

The experimental findings in Figure 5.2.1 until 5.2.5 above employ the MTCNN model in 

combination with the VGG16 architecture to categorize facial emotions. The answers mostly 

indicate emotions like 'contempt', 'angry', 'sad' and 'surprise'. However, a deeper look at the 

facial expressions represented in the images indicates that the majority of them are indications 

of 'happiness'. The difference between anticipated and real expressions suggests a possible 
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misalignment or inaccuracy in the model's capacity to appropriately categorize emotions. Such 

discrepancies indicate that, although the model can recognize some negative emotions, it may 

have difficulty recognizing and classifying signs of pleasure. 

 

5.3 Experimental Result – ResNet50 (Fully connected layers) 

 

Figure 5.3.1 ResNet50 Loss and Accuracy Line Graphs 

The Figure 5.3.1 shows the training and validation outcomes for a ResNet50 model. The first 

graph, the training loss steadily decreases, indicating that the model is learning and improving 

during training. however, the validation loss shows a plateau and slight fluctuation after an 

initial drop, suggesting some overfitting. The second graph, the training accuracy improves 

consistently, while the validation accuracy initially rises but then fluctuates, suggesting that 

while the model performs well on the training data, it may be struggling to generalize to the 

validation set.  

 

Figure 5.3.2 ResNet50 Classification Report 

The Figure 5.3.2 classification report shows that the model performs best for 'Happy' and 

'Neutral', with high precision, recall, and F1-scores above 0.87. 'Contempt' and 'Surprise' have 
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moderate performance, with F1-scores of 0.69 and 0.61, respectively. The model struggles with 

'Disgust' and 'Fear', with lower recall and F1-scores around 0.51. 'Angry' and 'Sad' show 

average performance, with F1-scores of 0.56 and 0.57. The overall accuracy of the model is 

69%, with a macro average F1-score of 0.66, indicating a balanced but moderate performance 

across all emotions.  

 

Figure 5.3.3 ResNet50 Confusion Matrix 

In Figure 5.3.3 the confusion matrix shows that the model performs well in classifying 'Happy' 

and 'Neutral', with 90.31% and 90.29% accuracy, respectively. However, it struggles with 

emotions like 'Disgust' (43.06%) and 'Fear' (51.26%), which are often confused with 'Angry' 

or 'Surprise'. 'Angry' is correctly classified 58.19% of the time but is frequently misclassified 

as 'Sad' (15.59%). 'Sad' is identified 65.51% of the time but also confused with other emotions. 

'Surprise' has moderate accuracy (58.99%) but shows confusion with other emotions too. 

Overall, the model performs best for positive and neutral emotions but has difficulty 

distinguishing between similar negative emotions. 
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Figure 5.3.4 ResNet50 Predicted Images Results 

The Figure 5.3.4 shows the images illustrate both incorrect and correct predictions by the model. 

The model correctly predicted 'Neutral', 'Happy' and 'Surprise' in three of the cases, indicating 

its accuracy for these emotions in certain instances. However, it misclassified 'Surprise' as 'Fear' 

and 'Fear' as 'Surprise', showing some confusion between emotions with overlapping features. 

These misclassifications underscore the model's difficulties in distinguishing between similar 

or highly expressive emotions. 

 

ResNet50 – Hyperparameter Tuning (Freeze all layers) 

 

Figure 5.3.5 ResNet50 Tuning Classification Report 

The Figure 5.3.5 shows the classification metrics for a ResNet50 model that performs very well 

in detecting 'Happy' and 'Neutral' emotions, with high precision, recall, and F1-scores around 

0.90 and above. 'Contempt' and 'Surprise' have moderate performance, with F1-scores of 0.70 

and 0.64, respectively. 'Angry', 'Fear', and 'Sad' have lower scores, with F1-scores ranging from 

0.58 to 0.60, indicating some difficulty in identifying these emotions. 'Disgust' is the most 

challenging emotion for the model, with an F1-score of 0.56. Overall, the model achieves an 

accuracy of 72%, with a macro average F1-score of 0.68, showing that while the model is 
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effective, especially with positive emotions, it struggles with negative or more subtle emotional 

distinctions. 

 

Figure 5.3.6 ResNet50 Tuning Confusion Matrix 

The Figure 5.3.6 confusion matrix shows that the model performs well in classifying 'Happy' 

(93.65%) and 'Neutral' (89.78%) emotions with high accuracy. However, the model struggles 

with distinguishing between negative emotions like 'Angry' (60.97%) and 'Disgust' (53.08%), 

with considerable misclassification into other emotions. 'Sad' is correctly classified (57.83%) 

of the time but often confused with other emotions too. 'Surprise' itself has a moderate accuracy 

of (61.39%) but is frequently mistaken for 'Fear' (18.71%). Overall, the model excels at positive 

and neutral emotions but faces challenges in differentiating between negative emotions, leading 

to some misclassifications. 

 

Figure 5.3.7 ResNet50 Tuning Predicted Images Results 
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The Figure 5.3.7 shows the images illustrate both incorrect and correct predictions by the model. 

The model correctly predicted 'Happy', 'Fear' and 'Angry' in three of the cases, indicating its 

accuracy for these emotions in certain instances. However, it misclassified 'Contempt' as 

'Angry' and 'Surprise' as 'Fear', showing some confusion between emotions with overlapping 

features. These misclassifications highlight the model's challenges in differentiating between 

similar or intense emotional expressions. 

 

5.4 MTCNN Experimental Results – ResNet50 

The proposed face detection algorithm aims to address two main challenges: detecting whether 

an image contains a face and extracting the positional information of that face. Most face 

detection algorithms follow a two-step process. The first step is to identify all potential regions 

in the image that might contain faces, and the second step is to select the regions that have the 

highest probability of containing a face. The MTCNN algorithm approaches this by using PNet 

to detect candidate face regions, followed by RNet and ONet to refine and select the most likely 

face-containing areas. While this method tends to excel in detection accuracy, it may not always 

achieve optimal speed. In this research, the time consumption of MTCNN at each level is 

analyzed. Additionally, the MTCNN model is integrated with a previously trained ResNet50 

architecture to predict facial expressions, such as happiness, sadness, and anger, for enhanced 

detection performance. 
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Figure 5.4.1 MTCNN – ResNet50 Happy Datasets Predicted Results 
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Figure 5.4.2 MTCNN – ResNet50 Sad and Angry Images Predicted Results 

 

Figure 5.4.3 MTCNN – ResNet50 Group Image Predicted Results 
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Figure 5.4.4 MTCNN – ResNet50 Group Image Predicted Results 
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Figure 5.4.5 MTCNN – ResNet50 Group Image Predicted Results 

The outcomes Figure 5.4.1 until 5.4.5 displayed above, generated from predictions made using 

the MTCNN model in ResNet50 architecture to categorize facial expressions, indicate that 

Facial Expression Recognition (FER) is highly accurate, especially in recognizing happy 

emotions. The bulk of the human facial expressions in the images are 'Happy', and as a result, 

the majority of MTCNN's forecasts are likewise pleased. This constancy highlights the model's 

ability to recognize 'Happy' emotions. Despite this general accuracy, the model does not always 

accurately categorize other emotional expressions. These mistakes suggest possible areas for 

development in the model's capacity to detect and classify all aspects of human emotions more 

consistently. 
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5.5 Experimental Result – CNN Model (Fully connected layers) 

 

Figure 5.5.1 CNN Loss and Accuracy Line Graphs 

The Figure 5.5.1 presents the training and validation loss and accuracy of a CNN model, 

revealing key aspects of its performance. Initially, both the training and validation losses 

decrease sharply, indicating rapid learning, and then they gradually converge with the 

validation loss slightly higher than the training loss, suggesting a decent fit with minimal 

overfitting. Meanwhile, the accuracy graph shows a quick improvement in training accuracy, 

plateauing around 60%, while validation accuracy follows a similar pattern but slightly lower, 

confirming that the model consistently performs well on both the training data and unseen 

validation data. 

 

Figure 5.5.2 CNN Classification Report 

In Figure 5.5.2 above classification report performance of a model across various emotions. 

The overall accuracy of the model is 58%, with the weighted average F1-score also at 58%, 

indicating moderate performance. The model performs best for the "Happy" and "Neutral" 

classes, achieving high precision and recall, with F1-scores of 0.87 and 0.83, respectively. On 

the other hand, it struggles with classes like 'Disgust' and 'Fear', where precision, recall, and 
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F1-scores are notably lower, indicating difficulty in correctly identifying these emotions. The 

macro average for the F1-score is 0.53, reflecting balanced performance across all classes, but 

with room for improvement, particularly for the less dominant emotions. 

 

Figure 5.5.3 CNN Confusion Matrix 

In Figure 5.5.3 above confusion matrix reveals that the model performs well in recognizing 

'Happy' (89.27%) and 'Neutral' (83.02%) emotions, achieving high accuracy for these 

categories. However, it struggles more with negative emotions like 'Disgust' (27.38%) and 

'Fear' (27.04%), where significant misclassification occurs with other emotions. While other 

emotions performs moderate accuracy. Overall, the model excels in classifying positive and 

neutral emotions, it has difficulty in distinguishing between several negative emotions, 

resulting in substantial misclassifications. 

Figure 5.5.4 CNN Predicted Images Results 

In Figure 5.5.4 shows the images illustrate both incorrect and correct predictions by the model. 

The model correctly predicted 'Neutral', 'Surprise' and 'Neutral' in three of the cases, indicating 
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its accuracy for these emotions in certain instances. However, it misclassified 'Neutral' as 

'Angry' and 'Fear' as 'Contempt', showing some confusion between emotions with overlapping 

features. These misclassifications highlight the model's challenges in differentiating between 

similar or intense emotional expressions. 

 

CNN Model – Hyperparameter Tuning (Freeze all layers) 

 

Figure 5.5.5 CNN Tuning Classification Report 

The Figure 5.5.5 classification report shows the model’s performance across various emotions 

using precision, recall, and F1-score metrics. The model performs best in recognizing 'Happy' 

and 'Neutral' emotions. However, it struggles with emotions like 'Fear', 'Disgust' , and 'Sad', 

showing lower precision and recall for these categories. The overall accuracy of the model is 

59%, with a macro average F1-score of 0.54, indicating moderate performance. The weighted 

average F1-score of 0.58 reflects that the model performs better with more frequently occurring 

emotions but has challenges with less frequent or more nuanced emotions, leading to lower 

precision and recall in some categories. 
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Figure 5.5.6 CNN Tuning Confusion Matrix 

In Figure 5.5.6 confusion matrix shows the model’s classification performance across various 

emotions. The model classifies 'Happy' (88.24%) and 'Neutral' (85.52%) with the highest 

accuracy. However, it struggles with emotions like 'Angry' (46.18%) and 'Disgust' (29.43%), 

which are often misclassified into other categories. For instance, 'Angry' is frequently confused 

with 'Disgust' (24.81%), and 'Sad' (41.75%) is often mistaken for 'Angry' (16.40%). 'Surprise' 

has moderate accuracy at (47.96%) but shows confusion with 'Fear' (20.70%). These 

misclassifications indicate that the model has difficulty distinguishing between similar or 

negative emotions, particularly for emotions with overlapping features, while performing well 

for more distinct or common emotions. 
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Figure 5.5.7 CNN Tuning Predicted Images Results 

In Figure 5.5.7 above shows the images illustrate incorrect and correct predictions by the model. 

The model correctly predicted 'Surprise', 'Fear', 'Contempt' and 'Neutral' in four of the cases, 

indicating its accuracy for these emotions in certain instances. However, it misclassified 

'Contempt' as 'Sad', showing some confusion between emotions with overlapping features.  

 

5.6 MTCNN Experimental Results – CNN Model 

The face detection algorithm is proposed to solve two major problems, one is to detect whether 

the image contains a face, and the other is how to extract the position information of the face. 

The process of most face detection algorithms can be divided into two parts. The first step is 

to find all candidate areas that may contain faces in the image, and the second step is to select 

the candidate regions containing the highest probability of faces from these candidate regions. 

The MTCNN algorithm uses PNet to find the candidate area of the face, and uses RNet and 

Onet to further select the face candidate area with the highest probability. Generally, this kind 

of algorithm will be outstanding in the detection rate, but the speed will not be too ideal. In the 

following, the time-consuming of MTCNN network at all levels will be analyzed. This research 

apply MTCNN model combined with a CNN models architecture which has been trained 

previously to predict happy face, sad and angry based on the image for better detection.  
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Figure 5.6.1 MTCNN – CNN Happy Datasets Predicted Results 

 

Figure 5.6.2 MTCNN – CNN Sad and Angry Images Predicted Results 
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Figure 5.6.3 MTCNN – CNN Group Image Predicted Results 

 

Figure 5.6.4 MTCNN – CNN Group Image Predicted Results 
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Figure 5.6.5 MTCNN – CNN Group Image Predicted Results 

The above Figure 5.6.1 until 5.6.5 results which are generated from predictions made using the 

MTCNN model combined with a CNN architecture, reveal a serious problem with the accuracy 

of the Facial Expression Recognition (FER) system. Although the majority of the human face 

expressions in the photographs are 'Happy', the model commonly misidentifies them as 

emotions like 'Angry', 'Sad',  'Contempt', and 'Fear'. This continuous mismatch suggests an 

issue with the CNN model’s ability to correctly understand and classify 'Happy' emotions. The 

problem might be due to flaws in the model’s training dataset, insufficient feature extraction, 

or the model’s failure to generalize from training data to real-world events. 
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5.7 Comparison Performance with Previous Researchers 

 

Table 1.1 Comparison Performance with Previous Researchers 

Model Type ACC(%) 

Proposed Method VGG16 Fully  68.95 

Fine Tuning (Freeze) 69.98 

Freeze 51.39 

Fine Tuning (Unfreeze) 52.69 

VGG16 [12] - 51.11 

VGG16 [13] - 55.20 

Proposed Method ResNet50 Fully  69.46 

Fine Tuning (Freeze) 71.72 

Freeze 43.00 

Fine Tuning (Unfreeze) 51.23 

ResNet50 [14] Mish + Accuracy Booster 

Plus + Weighted Loss 

59.72 

ResNet50 [15] Freeze + Fine Tuning 58.00 

Proposed Method CNN  Fully  58.42 

Fine Tuning (Freeze) 58.71 

Freeze 57.83 

Fine Tuning (Unfreeze) 58.61 

CNN [16] - 55.09 

CNN  [12] - 47.00 

 

Table 1.1 provides a comparative analysis of the performance of different models (VGG16, 

ResNet50, and CNN) using various training techniques. In the case of the Proposed Method 

using VGG16, the highest accuracy (69.98%) was achieved through fine-tuning with frozen 

layers. The fully trained version of the model also performed well with an accuracy of 68.95%. 

However, when only freezing the layers or unfreezing them for fine-tuning, the accuracy 

dropped significantly to 51.39% and 52.69%, respectively. These results show that the 
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proposed method with VGG16 and a fine-tuning approach (freeze) yields better accuracy 

compared to other strategies. 

 

When compared to previous research using VGG16, the proposed method demonstrates 

superior performance. For instance, VGG16 from reference [12] achieved an accuracy of 

51.11%, and the model in reference [13] reached 55.20%. This indicates that the proposed 

method's modifications improve the performance of VGG16, especially when using fine-tuning 

with frozen layers, which significantly surpasses these earlier results. 

 

For the Proposed Method using ResNet50, the fine-tuning (freeze) technique also provided the 

highest accuracy, reaching 71.72%. The fully trained version of ResNet50 performed slightly 

lower at 69.46%, but it was still effective. The freeze and fine-tuning (unfreeze) options showed 

reduced accuracy, with 43.00% and 51.23%, respectively. Comparing this to previous 

ResNet50 models, such as the one using Mish and Accuracy Booster Plus from reference [14] 

which achieved 59.72%, and the model in reference [15] that obtained 58.00%, the proposed 

method shows a notable improvement in accuracy, particularly with the fine-tuning approach. 

 

The Proposed Method using CNN performed slightly lower than VGG16 and ResNet50 but 

still showed improvements compared to previous research. The fully trained CNN achieved an 

accuracy of 58.42%, with fine-tuning (freeze) showing a small improvement at 58.71%. Other 

techniques, such as freezing or unfreezing the layers during fine-tuning, resulted in similar 

performances at 57.83% and 58.61%. When compared to earlier CNN models, such as the one 

from reference [16] with 55.09% accuracy, and the model from reference [12] that achieved 

47.00%, the proposed method using CNN provides a clear advantage, particularly in its fine-

tuning configurations. 

 

These results collectively demonstrate the critical role of training strategies in the performance 

of neural network models, especially highlighting the benefits and limitations of full training, 

freezing, and fine-tuning in facial emotion recognition tasks. 
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5.8 Project Challenges 

The project faced several challenges related to model training and accuracy. Time constraints 

were a significant issue, as the VGG16 and ResNet50 models required extensive training hours 

up to 71.25 and 23.7 hours respectively when employing various fine-tuning strategies. This 

lengthy training process underscores the need for more efficient training methods to optimize 

performance. Additionally, the use of the MTCNN approach in conjunction with VGG16 and 

CNN models revealed limitations in accurately predicting facial expressions. Despite the 

models achieving high accuracy in some cases, inconsistencies and misclassifications, 

particularly in identifying emotions like 'Contempt', 'Angry', 'Sad', and 'Disgust', while the 

image people facial expression are about 'Happy' and 'Neutral’, indicated that the integration 

of MTCNN did not always enhance performance. These challenges highlight the need for 

further refinement of the models and training techniques to improve overall accuracy and 

efficiency in facial emotion recognition tasks. 

 

5.9 Summary 

In the chapter 5 summary, the VGG16 model was first analyzed, showing both training and 

validation loss reduction, indicating effective learning. However, validation loss varied, 

suggesting overfitting as the model performed better on training data than on unseen data. The 

classification report revealed that VGG16 excelled in recognizing 'Happy' and 'Neutral' 

emotions but struggled with emotions such as 'Angry', 'Disgust', and 'Fear', which had lower 

scores. After hyperparameter tuning with layer freezing, VGG16 achieved its highest accuracy 

of 69.98%, showing slight improvement. The confusion matrix highlighted the model's 

accuracy in classifying positive emotions but also its challenges with negative emotions, which 

were often misclassified into each other. 

The ResNet50 model demonstrated a steady decrease in training loss and improved training 

accuracy, though the validation loss plateaued, with fluctuating accuracy indicating potential 

overfitting. Similar to VGG16, ResNet50 excelled in recognizing 'Happy' and 'Neutral' 

emotions with high precision, recall, and F1-scores but showed moderate difficulty with 

'Disgust' and 'Fear'. Hyperparameter tuning allowed the model to achieve a slightly higher 

accuracy, with ResNet50 reaching its peak performance at 71.72%. Despite these 

improvements, the confusion matrix indicated significant misclassification among negative 
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emotions such as 'Angry' and 'Sad', revealing room for improvement in distinguishing these 

categories. 

The CNN model displayed rapid learning, with both training and validation losses decreasing 

and converging, though validation accuracy remained slightly lower than training accuracy. 

The classification report showed moderate accuracy for the CNN model, with strong 

performance in identifying 'Happy' and 'Neutral' emotions but lower accuracy for 'Disgust' and 

'Fear'. After fine-tuning, the CNN model’s best accuracy was 58.71%, indicating moderate 

performance. The confusion matrix further highlighted the model's challenges with less 

frequent or overlapping negative emotions, resulting in frequent misclassifications, particularly 

among emotions like 'Angry', 'Sad', and 'Disgust'. 

Overall, VGG16, ResNet50, and CNN models performed well in identifying positive and 

neutral emotions, but each model faced challenges with negative or subtle emotional 

distinctions. Fine-tuning and layer-freezing techniques proved beneficial, especially for 

ResNet50, which reached the highest accuracy among the three models. These results provide 

insights into the effectiveness and limitations of these neural network architectures for facial 

emotion recognition tasks. 
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Chapter 6  

Conclusion 

6.1 Conclusion 

In conclusion, this research offers a comprehensive evaluation of three major deep learning 

models Convolutional Neural Networks (CNNs), VGG16, and ResNet50 utilizing the 

AffectNet dataset for the classification of facial expressions. Our detailed testing across various 

training setups was aimed at determining which model delivers the highest accuracy in 

recognizing a diverse range of human emotions effectively. 

The project conclusively found that the ResNet50 model achieved the best overall performance, 

particularly when employed with a combination of full training followed by fine-tuning with 

layers initially frozen. This method, referred to as fully & fine tuning (freeze), led ResNet50 to 

attain an impressive accuracy of 71.72%, while VGG16 is 69.98% and CNN is only 58.71%. 

This approach effectively leveraged the robust feature extraction capabilities of ResNet50, 

initially trained on ImageNet, and then fine-tuned to adapt to the subtleties of emotion 

classification presented by the AffectNet dataset. 

When examining the integration of models with the MTCNN technique, which is designed to 

enhance facial detection capabilities within the emotion classification task, the results varied. 

However, the ResNet50 model demonstrated the most consistent improvement in performance 

when combined with MTCNN. This combination was particularly effective in enhancing the 

model's ability to detect and classify facial expressions accurately, indicating a promising 

avenue for applications requiring high precision in emotion recognition. 

These findings highlight the importance of selecting the right combination of model 

architecture and training methodology to tackle the complexities of facial expression 

classification. The superior performance of the ResNet50 model using the fully & fine tuning 

(freeze) approach underscores the effectiveness of adapting pre-trained models through fine-

tuning for specific tasks, providing a valuable strategy for improving the accuracy and 

efficiency of models in real-world applications. 

In conclusion, this research not only advances our understanding of the capabilities of different 

neural network architectures in the domain of emotional AI but also provides a clear benchmark 

for future studies aiming to optimize deep learning models for emotion recognition. By 
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demonstrating that tailored training approaches can significantly enhance model performance, 

this project contributes to the broader field of human-computer interaction, opening up new 

possibilities for sensitive and accurate technology-driven emotional engagement. 

 

6.2 Future Work 

Given the restrictions noted, such as time limits and the requirement for sophisticated 

technology, it is advised to invest in high-performance GPUs to speed up the training of deep 

learning models on the AffectNet data. The completely and fine tuning (frozen) technique has 

demonstrated to be the most successful, resulting in better validation accuracy, and should be 

used as the major training strategy. In addition, using more efficient training approaches, such 

as distributed computing or improved batch processing, may save time while improving model 

performance. Further, combining the ResNet50 model with MTCNN has been proven to 

provide the most accurate results in predicting facial emotions. Afterward, in the future, 

different models and datasets may be used with MTCNN to predict facial emotions. 
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