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ABSTRACT 
 

This research investigates the effectiveness of sentiment analysis in stock market prediction, 

integrating advanced computational techniques with financial analytics. Specifically, the study 

examines the efficacy of the Autoregressive Distributed Lag (ARDL) model combined with 

the GPT-4 Turbo model from OpenAI for sentiment analysis to predict the stock price 

movements influenced by various news sources in Malaysia. The project employs a systematic 

methodology to preprocess data, integrate sentiment scores, and apply the ARDL model to 

analyze the impact of news sentiment on stock prices. The sentiment analysis, powered by 

GPT-4 Turbo, provides a robust framework for interpreting the emotional tone within financial 

news content. Results indicate that the ARDL model, while capturing general market trends 

and oscillations, exhibits moderate success in forecasting, as evidenced by varying RMSE 

values across different news sources. This variability highlights the influential capacity of news 

sources and underscores the necessity for nuanced analysis techniques. The findings contribute 

to the broader understanding of how different news sources impact stock market movements 

and demonstrate the potential for enhanced predictive accuracy through the integration of 

advanced AI-driven tools in financial forecasting. The study’s insights encourage further 

exploration into hybrid models that might combine traditional financial indicators with 

innovative sentiment analysis methodologies to improve the reliability and effectiveness of 

stock market predictions.  
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Chapter 1  

 
Introduction 
This chapter presents the background and motivation of the research, the project contributions 

to the field, and the outline of the project. 

 

1.1  Background 

In the sphere of investment, a significant of people rely on stock investment for profitability or 

expansion of business. Stock market prediction is a vital task for investors and financial 

professionals who seek to optimize their portfolio performance and minimize their risks. 

Numerous research has shown that people are more concerned with losses compared to gains 

of the same magnitude [1,2,3,4]. In terms of behavioural science, loss aversion behaviour 

manifests under conditions of hazardous and inconclusive, such as stock investment. It is 

certain that an effective method for predicting stock trends will be useful for reducing such loss 

aversion in the realm of investment. 

Several financial theories were proposed for improving investment performance. Among 

them, the Efficient Market Hypothesis (EMH) suggests that intense competition between 

investors will lead to an efficient market, which prices show volatility when new information 

arises [5,6]. In such an efficient market, trends of the stock impound every relevant information, 

and prices will show uncertainty or randomness accordingly. For example, the stock price will 

rise sharply when the good news is revealed. Hence, knowing more information ahead of the 

market is the key to profitable investing [5]. 

However, the complexity of the stock market makes it difficult to determine the relevant 

factors for forecasting prices or trends accurately. The Adaptive Markets Hypothesis (AMH) 

provides a different interpretation and explains the influence of individual behaviour on stock 

market [7,8]. According to this hypothesis, there are possibilities that investors make wrong 

decisions, and in the meantime, investors are constantly learning and adapting to the stock 

market. This leads to opportunities for arbitrage and abnormal data in stock trends. Accordingly, 

the overall returns tend to be delayed, and specific strategies might only be effective in specific 

stock markets. Under such behavioural biases, information adequacy is considered significant 

for arbitrage and adapting to innovation. Despite the contradiction between EMH and AMH, 
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both support the same argument: the information asymmetry is the key factor in predicting 

stock trends. 

With the goal of gathering information, investors can obtain massive amounts of data from 

the web to identify factors influencing stock movements. Considering that individual decisions 

can affect stock prices, any related information—including text, images, charts, and graphs that 

present a comprehensive overview—constitutes factors that can be used to forecast volatility 

in stock prices. Previous literature has concluded that there is a correlation between stock 

movements and news sources, including newspapers and media [9,10,11]. The proliferation of 

textual documents, such as news articles, blogs, forums, reviews, and others, exerts a 

significant influence on public beliefs. Text data mining techniques have become effective in 

predicting stock trends. 

The advancements in natural language processing (NLP) enable machines to understand 

human languages. Sentiment analysis, as a branch of NLP, is increasingly being applied to 

various areas to understand and investigate people’s emotions or attitudes toward a specific 

topic or person. From past research, this technique has been proven to improve the accuracy of 

stock prediction [12,13,14,15]. Advanced techniques for sentiment analysis include machine 

learning based techniques such as Naïve Bayes and Support Vector Machine (SVM), lexicon 

based techniques such as Multi-perspective Question Answering (MPQA), deep learning based 

techniques such as Convolutional Neural Networks (CNN) and Recurrent Neural Networks 

(RNN), and transformer based techniques such as BERT (Bidirectional Encoder 

Representations from Transformers) [16,17,18,19]. Since the release of ChatGPT (Chat 

Generative Pre-Trained Transformer) by OpenAI, transformers have received considerable 

attention in various areas. Their success has inspired researchers to apply generative AI such 

as GPT (Generative Pre-Trained Transformer) models to evaluate their performance in 

sentiment analysis [20,21]. Foundational models have been shown to be effective in sentiment 

analytical capabilities. 

Beyond its application in stock prediction, time series analysis is a powerful tool used 

across a wide range of domains to forecast future events based on past data. In the field of 

meteorology, for instance, it is essential for predicting weather patterns and climate changes, 

helping to prepare for and mitigate the effects of extreme weather conditions [22,23]. In the 

healthcare sector, time series analysis is employed to predict disease outbreaks and patient 

admissions, which assists in resource planning and epidemic prevention [24]. Additionally, in 

the realm of retail and e-commerce, this method is used to analyse consumer behaviour trends 
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and predict future sales, thereby optimizing inventory management and marketing strategies 

[25,26]. The broad utility of time series analysis in these diverse fields underscores its 

effectiveness as a predictive tool, reinforcing its value in stock market analysis as well. 

Despite research and proposed techniques on stock movement prediction abound, existing 

methods still overlook various relevant factors. These include ignoring the impact of news 

sources, using simple or outdated sentiment analysis techniques that fail to capture the nuances 

and context of financial texts, and a lack of investigation into this matter specifically in 

Malaysia. 

Therefore, this research proposes a novel method that leverages state-of-the-art GPT model 

for sentiment analysis of financial news and compares the influences of different news sources 

on stock trends. This method aims to improve the accuracy and reliability of stock market 

prediction by incorporating advanced GPT model and diverse data sources. 

 

1.2  Problem Statement 

Existing methods for stock market prediction often overlook a critical factor: the influence of 

various news sources. Ignoring such nuance can lead to inaccurate predictions and missed 

investment opportunities. In general, the content of news from various sources tends to be 

similar when discussing the same specific areas and timing. However, the audience groups 

might vary across different news portals. According to the AMH, individuals in the stock 

market consistently impact stock movements. Despite assumptions about the similarity of 

different news sources, differences or similarities between sources in terms of impact remain 

to be verified, specifically in the Malaysia region. Thus, a fundamental problem in the field of 

stock market prediction is the lack of a comprehensive approach that considers the diverse 

landscape of Malaysia news sources and their varying impacts on stock prices. 

Another challenge is the limitation of current sentiment analysis techniques applied in stock 

market prediction. As the huge potential of transformers in sentiment analysis has only recently 

been realized, and several state-of-the-art transformer models have just been released, existing 

methods seldom utilize such sentiment analysis techniques to capture the subtle nuances and 

contextual intricacies present in financial texts. Especially GPT model such as GPT-4 Turbo 

that recently issued by OpenAI, these advanced techniques might have the potential to improve 

the accuracy in stock prediction but remain to be tested. Hence, another issue in this domain is 

that ignoring the newest technologies may underestimate the ability to accurately gauge market 

sentiment, thus impeding the precision of stock trend predictions.  
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Lastly, while the Autoregressive Distributed Lag (ARDL) model robust in dealing with 

non-stationary data in time series analysis, it may not inherently accommodate the rapid 

fluctuations and volatile nature of the Malaysian stock market when fed with variable lags and 

external sentiment indicators like news impact. This study will therefore test the efficacy of 

ARDL in predicting short-term stock movements by focusing on operationalizing this model 

in a volatile environment and assessing its predictive accuracy with the inclusion of news 

sentiment as an external regressor. This approach will provide insights into the real-world 

applicability of ARDL under specific economic conditions and supervisory constraints. 

The primary motivation for this research is to enhance the accuracy and efficiency of stock 

market predictions, which is crucial for investors and financial professionals, especially in the 

volatile Malaysian market. By delving into the impacts of various news sources within 

Malaysia, this study aims to uncover which outlets significantly influence market movements, 

enabling investors to make more informed decisions. Furthermore, this project seeks to explore 

and potentially expand the application of advanced sentiment analysis technologies, like the 

latest transformer models including GPT-4 Turbo, to better understand and predict market 

dynamics. The integration of these modern analytical techniques with the ARDL model to 

assess short-term stock movements underlines the innovative approach of this research. 

Through a detailed examination of news sentiment and its integration into traditional 

forecasting models, this research aspires to develop a more robust and adaptable prediction 

method, tailored specifically for the complexities of the Malaysian financial market. 

 

1.3  Research Objectives 

The primary aim of this project is to evaluate the performance and potential of GPT model for 

financial sentiment analysis and its application in predicting stock market movements. To 

achieve this overarching goal, the project is divided into the following sub-objectives: 

• To design and conduct a comprehensive test to evaluate the capabilities and performance 

of GPT series models on sentiment analysis 

• To investigate how different news sources influence stock market movements, providing 

insights into which sources have the most significant impact. 

• To develop a simplified analysis process by comparing sentiment scores with stock trends, 

streamlining the use of sentiment analysis in stock prediction. 

By achieving these objectives, the research project aims to offer valuable insights into the 

influence of news sources on short-term stock trends, enhance sentiment analysis 
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methodologies, and aid investors in making more informed decisions in the dynamic and 

complex world of financial markets. 

 

1.4  Research Contributions 

This research aims to make significant contributions to the field of finance and sentiment 

analysis in Malaysia. Firstly, by comparing different Malaysia news sources, this research 

seeks to uncover the varying levels of influence they exert on stock trends. The findings will 

enable investors to identify prominent news outlets that significantly impact market sentiment, 

providing a valuable resource for market analysts and traders in Malaysia region. 

Secondly, the research intends to develop an advanced sentiment analysis methodology 

tailored to the financial domain, capable of discerning subtle nuances in news sentiment from 

different sources. This enhancement will contribute to the overall improvement of sentiment 

analysis techniques in finance. 

Finally, through a better understanding of the influences of various news sources on 

stock trends, this research will empower Malaysia investors with more accurate and timely 

information, facilitating well-informed investment decisions. The study’s insights will be 

valuable for portfolio managers, traders, and financial institutions seeking to optimize their 

strategies. 

 

1.5  Report Organization 

This research report is structured into six chapters to provide a comprehensive exploration of 

stock market prediction using advanced sentiment analysis. Chapter 1: Introduction sets the 

stage by outlining the research problem, objectives, and significance. Chapter 2: Literature 

Review delves into existing methodologies and the roles of news sentiment in financial markets. 

Chapter 3: System Design explains the methodologies used, including data collection and 

system setup. Chapter 4: System Implementation and Testing discusses the practical 

application and testing of the designed system. Chapter 5: System Outcome and Discussion 

presents the results, analyzing the efficacy of the ARDL model and sentiment analysis in 

predicting stock price movements. Finally, Chapter 6: Conclusion summarizes the findings, 

evaluates the research objectives, and suggests directions for future research, highlighting 

improvements and potential expansions of the study. 
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Chapter 2  

 
Literature Review 
 

2.1  Previous works on Stock Prediction and Sentiment Analysis 

2.1.1  Stock Trend Prediction by News  

The study of utilizing sentiment analysis on news in the area of stock market prediction has 

evolved significantly over the years, garnering widespread attention from researchers and 

financial analysts alike.  This section embarks on a comprehensive exploration of seminal 

works and recent advancements in sentiment analysis applied to stock market prediction. By 

surveying an array of studies spanning from 2015 to the present, the ever-growing 

sophistication of methods and the expanding body of knowledge surrounding the interplay 

between financial news sentiment and stock price movements are uncovered. 

In 2015, Peng and Jiang proposed a model that applies word embedding and deep neural 

networks for stock prediction using financial news and historical price data [27]. The model 

consists of a conventional multi-layer perceptron with many hidden layers that learns from 

automatically selected keywords, polarity scores, and category tags as features representing the 

news articles. These features were then combined with price-related attributes to train a deep 

neural network classifier. Furthermore, the authors introduced a novel method to extend their 

predictions to additional stocks that might not be explicitly mentioned in financial news by 

exploiting a stock correlation graph, which transfers predictions to unseen stocks based on their 

price correlations. Their results indicated an error rate of 43.13% on a standard financial dataset, 

highlighting a significant improvement over the baseline system, which relied solely on price-

related features. 

In 2016, Joshi et al. presented an innovative model to forecast stock price trends through 

sentiment analysis of news articles [28]. Their method encompassed several steps, commencing 

with the collection of news articles and stock price data spanning. These news articles having 

gone through pre-processing, involving tokenization, stop word removal, stemming, and 

polarity score assignment based on an established lexicon of positive and negative words. The 

polarity score is a numerical value that indicates the overall sentiment of a news article, 

calculated by subtracting the number of negative words from the number of positive words. 
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Subsequently, the news articles were transmuted into document vector via the TF-IDF scheme. 

These vectors with polarity scores were then used to train the classifier model. The authors 

employed three supervised machine learning algorithms (Naïve Bayes, Random Forest, and 

SVM) to classify the news articles as either positive or negative, based on their TF-IDF vectors 

and polarity scores. They claimed that their proposed model achieved an accuracy ranging from 

88% to 92% by using Random Forest, around 86% by SVM and approximately 83% by Naïve 

Bayes algorithm when tested with new data from Jan 2016 to April 2016. They also concluded 

that news sentiment and stock price movements have a strong correlation. 

In 2017, Khedr et al. proposed a model that combines sentiment analysis of news articles 

and historical stock prices to predict the future stock market behaviour [14]. They used Naive 

Bayes algorithm to classify news articles into positive or negative sentiments based on n-gram 

features and TF-IDF weighting. They also used K-Nearest Neighbor algorithm to predict the 

stock trend (raise or fall) based on the news sentiment and the numeric attributes of open, high, 

low, and close prices. They evaluated their model on three companies and achieved prediction 

accuracy up to 89.80%. Their study demonstrated the importance of considering different types 

of news and numeric data together for improving the prediction accuracy of stock market 

behaviour. 

In 2021, Nemes and Kiss conducted a comprehensive analysis employing four sentiment 

analysis tools, namely TextBlob, NLTK-VADER Lexicon, Recurrent Neural Network (RNN), 

and BERT, with the primary objective of examining and categorizing various business news 

headlines [29]. This analytical approach helped to provide insight into the value fluctuations in 

the stock market. Their data collection process involved the extraction of headlines from 

economic news source related to five companies. These headlines were subsequently matched 

with the corresponding daily closing prices of the associated stocks, revealing substantial 

insights into the influence of news sentiment on stock market dynamics. Notably, their 

investigation uncovered significant difference among the models concerning the impact of 

emotional values on stock market value changes, as demonstrated through correlation matrices. 

They concluded that RNN and BERT outperformed the other tools in terms of accuracy and 

reliability. 

In June 2022, Fazlija and Harder proposed a method to use financial news sentiment for 

stock price direction prediction [30]. They employed the transformer model FinBERT, which 

is based on BERT and pre-trained on a financial text dataset. The model was fine-tuned on the 

same dataset, where each text is assigned a positive, negative, or neutral sentiment score by 
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human annotators. FinBERT then predicted the sentiment scores of news articles based on their 

titles, content, or both. These sentiment scores were subsequently classified by Random Forest 

to predict the price direction with the combination of time series data. The authors evaluated 

the performance of the model on a large dataset of financial news from Bloomberg and Reuters 

using different performance measures such as weighted precision, weighted recall, weighted 

F1-score, Brier score, and Matthews correlation coefficient. The paper concluded that 

sentiment scores based on news content are particularly useful for stock price direction 

prediction and that using a Random Forest classifier can improve the results compared to a 

simple strategy based on sentiment scores alone. 

In November 2022, Cristescu et al. proposed a method to improve the accuracy of stock 

market prediction by using sentiment analysis on financial news headlines [33]. The authors 

employed the VADER model to obtain the sentiment scores of news headlines from FinViz, a 

platform for researching the stock market. They then incorporated these scores into linear 

autoregression models with and without an exogenous factor, and nonlinear autoregression 

models with an exogenous factor (NARX) to forecast the opening prices of various active 

stocks. The authors compared the goodness of fit of these models using the R squared value 

and the F test, and found that the polynomial autoregressions have a higher goodness of fit than 

the linear ones. They also found that the sentiment scores improved the performance of the 

linear autoregression model. 

In 2023, Usmani and Shamsi introduced an innovative model known as WCN-LSTM 

(Weighted Categorized News-LSTM) for stock market prediction, leveraging weighted and 

categorized financial news [32]. This model integrated news headlines from three categories: 

market-related, sector-related, and stock-related news, according to the structural hierarchy of 

the stock market. The model learns the weights of each news category from the training data 

using a neural network layer. Moreover, sequential learning was embraced through the 

inclusion of LSTM layers, facilitating the processing of input data, which consists of stock 

prices, technical indicators, and news sentiment scores. The research compared the proposed 

model with a baseline model that uses stock prices, technical indicators, one news category and 

one sentiment dictionary and found that the proposed model outperformed the baseline model. 

The research also compared the performance of different sentiment dictionaries for each 

experiment and found that Harvard IV (HIV4) performed better than Loughran and McDonald 

(LM) and Vader for most sectors. Furthermore, the research reported the results for different 
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time steps and found that using the last 3 or 7 days of input data resulted in higher prediction 

accuracy for most stocks than using the last 10 days.  

In conclusion, this section reviews various studies that apply sentiment analysis to stock 

market prediction using financial news. The literature review showcases the diverse and 

evolving technologies and methodologies used by different researchers, such as deep neural 

networks, word embedding, machine learning algorithms, recurrent neural networks, 

transformer models, autoregression models, and LSTM-based models. These studies 

collectively underline the versatile and evolving nature of sentiment analysis applications in 

predicting stock market trends, each contributing valuable insights and showcasing the 

continuous growth of this field. 

 

2.1.2 Sentiment Analysis using GPT Models 

GPT stands for Generative Pre-trained Transformer. It is a deep learning algorithm that use 

unsupervised learning to generate human-like-text. It is developed by OpenAI and has been 

used in various applications such as language translation, chatbots, text completion and 

sentiment analysis. One of the earlier version language models, GPT-2, was introduced by 

Radford et al. in 2019 [28]. It was trained on a dataset of web pages called WebText., which 

contained text from 45 million website links. The paper showed that GPT-2 was capable of 

performing various natural language processing tasks, such as reading comprehension, 

summarization, translation, and question answering, without any explicit supervision or task-

specific fine-tuning. 

In the field of sentiment analysis, prior research has demonstrated that GPT-2 is capable of 

effectively performing sentiment analysis. The study conducted by Xie et al. in 2022 [34] 

delves into a comprehensive investigation of fine-tuning the performance and sensitivity of 

BERT and GPT-2 for financial sentiment analysis. This research utilized two distinct 

benchmarks, FiQA and Financial PhraseBank, as the basis for evaluation. The authors 

categorized textual data into three classes: positive, neutral, and negative sentiments. To 

understand the models’ performance dependencies, the authors conducted meticulous 

experiments, tweaking various hyperparameters, including the number of frozen transformer 

layers, batch sizes, and learning rates. They observed their impact on the accuracy and F1-score 

of these models. 

The study’s findings unveiled significant insights into the comparative capabilities of 

BERT and GPT-2 for financial sentiment analysis [34]. Remarkably, GPT-2 showcased greater 
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resilience and stability when subjected to different hyperparameters, whereas BERT 

demonstrated high sensitivity, making it susceptible to minor hyperparameter changes. 

Furthermore, an essential revelation from the research was the criticality of the first 1-6 layers 

in both models, which were found to contain indispensable information for effective 

classification. Consequently, the study concluded that GPT-2 emerges as a more suitable 

choice for developers with less experience. 

GPT-2 was followed by several models that used a similar algorithm and structure, but 

differed in the size of the model and the amount of data used to train the model. For example, 

GPT-3 was introduced by Brown et al. in 2020 [35] and consisted of 175 billion parameters, 

which was ten times larger than GPT-2 and the largest non-sparse language model at the time 

of its publication. The paper by Kheiri and Karimi conducted in July 2023 [21], explored the 

application of several GPT models for sentiment analysis, involving the extracting and 

interpretation of opinions, emotions, and attitudes expressed in text. There were three different 

strategies to leverage GPT models: prompt engineering, fine-tuning, and embedding.  

According to [21], prompt engineering used a preset textual task description or prompt to 

guide the GPT-3.5 Turbo model to perform sentiment analysis. The prompt was designed and 

refined iteratively to produce the best results. The paper used GPT-3.5 Turbo to generate 

sentiment predictions and explanations based on the crafted prompt. Fine-tuning involved 

further training of pre-trained GPT models like Ada, Babbage, and Curie on specific sentiment 

analysis datasets, aiming to specialize them in this domain. Embedding strategy utilized the 

text embedding capabilities of GPT-3.5 Davinci to transform text into numerical 

representations that capture semantic and contextual information. The paper used GPT-3.5 

Davinci to generate embeddings for each tweet. These embeddings were subsequently used to 

train machine learning models XGboost and Random Forest to perform classification. 

In the experiment part, the paper compared the performance of these three strategies and 

various GPT models with existing machine learning solutions on a benchmark dataset of 

Twitter posts [21]. The ability of GPT models further investigated to handle linguistic nuances 

related to sentiment, such as emojis, sarcasm, and mixed sentiment. The paper claimed that 

GPT models offer a promising potential for sentiment analysis, outperforming the state-of-the-

art methods by more than 22% in F1-score. 

The aforementioned studies have demonstrated significant power of GPT models in 

sentiment analysis. However, within the GPT model family, there remains ample room for 

further exploration in the field of sentiment analysis. The most advanced GPT model to date is 
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GPT-4, which consists of 170 trillion parameters, approximately a thousand times more than 

GPT-3 [36]. It has achieved human-level performance on various professional and academic 

benchmarks. Despite GPT-4 currently only offering its text input capability through ChatGPT, 

a language model-based chatbot developed by OpenAI that engages in conversational 

interactions, along with an API with a waitlist, a recent study conducted in September 2023 

has investigated its potential for sentiment analysis [20]. 

The authors explored the potential of GPT-4 for sentiment analysis of microblogging 

messages related to stock market movements [20]. They compared the performance of GPT-4 

with BERT, another language model, in extracting sentiments from Stocktwits messages about 

Apple and Tesla in 2017. They also examined the correlation between these sentiments and the 

same-day price movements of the stocks. The authors developed a novel method for prompt 

engineering, which involved designing and refining input prompts to guide GPT-4's output. 

They followed a set of guidelines and features that enabled GPT-4 to capture nuanced and 

contextual sentiments, as well as perceived advantages or disadvantages and relevance for the 

analyzed companies. They presented their results in terms of probabilities for each category of 

sentiment, advantage or disadvantage, and relation. 

Furthermore, the authors took considerable care to frame GPT-4's perspective, providing it 

with the role of a financial analyst entrusted with the evaluation of the potential impacts of 

news on either Apple or Tesla [20]. This necessitated not only the definition of a clear subject 

but also the precise specification of the company of interest, particularly in cases where 

multiple representations existed. The desired output format, structured as a JSON object with 

three key components—namely, "sentiment," "advantage/disadvantage," and "relevance"—

further facilitated comprehensive sentiment analysis. To add a layer of clarity and transparency, 

the authors extracted probabilities for each sentiment, advantage, and relation category, aiding 

both GPT-4's understanding and the user's interpretation of result uncertainty and variability. 

These results were succinctly presented using lists and brackets, ensuring ease of comparison. 

In their evaluation, the authors employed logistic regression to assess the predictive power 

of the sentiment models [20]. The results showed that GPT-4 consistently outperformed BERT 

in most cases, achieving high correlations between its sentiment probabilities and the stock 

price movements of Apple and Tesla. The highest correlation achieved by GPT-4 was 71.47% 

for Apple in May 2017, while the average correlation over the six months was 59.76%. These 

values were significantly higher than those of BERT, which had an average correlation of 

54.98%, and those of a random walk model, which had an average correlation of 50%. The 
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paper also delves into the broader implications and limitations of employing GPT-4 for 

financial sentiment analysis, underlining the importance of a well-structured prompt in 

achieving accurate and contextually relevant sentiment analysis results. This methodology’s 

power was particularly evident when compared to a simpler prompt, demonstrating its 

superiority in generating more precise and comprehensive sentiment analysis outcomes. 

In conclusion, these studies applied various types of GPT models to perform sentiment 

analysis, and prove the GPT's remarkable capabilities in this domain. Beginning with GPT-2 

model, the subsequent comparative study between GPT-2 and BERT reaffirmed GPT-2's 

dominance due to its stability across different hyperparameters. Furthermore, the GPT models 

offer a promising potential for sentiment analysis, outperforming the state-of-the-art methods 

in most cases and demonstrating their ability to handle linguistic nuances and contextual 

information. The latest iteration, GPT-4, with a staggering 170 trillion parameters, presented a 

new frontier in sentiment analysis, as demonstrated in a recent study examining its 

effectiveness in stock market sentiment analysis compared to BERT. Collectively, these 

findings underscore the consistent evolution and promising future of sentiment analysis 

facilitated by GPT models, encouraging further exploration in this dynamic field. 

 

2.2 Limitations of Previous Studies 

The previous studies examining sentiment analysis for stock market prediction using financial 

news and utilizing GPT models to perform sentiment analysis exhibit notable limitations that 

merit consideration. Firstly, Peng and Jiang [27] did not incorporate the sentiment or tone of 

the news articles into their analysis, overlooking a significant factor that could influence stock 

price movements. Similarly, Joshi et al. [28] limited their analysis to news articles sourced 

exclusively from a single provider, the New York Times. This approach, while valuable, 

potentially restricted the diversity and comprehensiveness of their sentiment analysis. 

Furthermore, Khedr et al. [14] relied heavily on a solitary news source, which may have 

constrained the applicability and diversity of their research findings. In contrast, Nemes and 

Kiss [29] omitted the consideration of important dynamics like news volume, frequency, or 

recency's impact on stock price movements. Another limitation emerges in the work of Fazlija 

and Harder [30], who did not delve into the influence of distinct news types, such as earnings 

reports or mergers and acquisitions, on stock price direction prediction. Furthermore, Cristescu 

et al. [31] solely used a single stock market index (S&P 500) for their prediction task, which 
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could limit the generalizability and robustness of their model to other markets or individual 

stocks. 

In terms of model comparisons, Usmani and Shamsi [32] did not contrast their LSTM-

based model with alternative models and did not assess its performance across various time 

horizons. Similarly, Xie et al. [34] utilized only two benchmarks, FiQA and Financial 

PhraseBank, which are relatively small and may not have adequately represented the diversity 

and complexity of financial texts. 

Kheiri and Karimi [21] restricted their sentiment analysis to a single benchmark dataset, 

Twitter posts, which may not have been representative or directly relevant to stock market 

prediction. Finally, the study conducted in September 2023 [20] had a narrow scope, focusing 

exclusively on two companies, Apple and Tesla, for stock market sentiment analysis. This 

limited focus may have hindered the research from achieving the diversity and breadth needed 

to draw comprehensive conclusions. 

 

2.3 Proposed Solutions 

To address the identified weaknesses and limitations of previous studies, this research adopts 

an advanced approach, utilizing GPT model for financial news sentiment analysis to predict 

stock market movements, significantly enhancing precision and context awareness compared 

to previous lexicon-based methods. 

Besides, this project innovates by assessing the impact of diverse news sources on stock 

trends and identifying the most influential ones. It encompasses data collection from varied 

sources, providing a comprehensive analysis of their contributions to stock dynamics. 

In summary, this project address limitations by utilizing advanced sentiment analysis 

techniques, diversifying data sources, and considering the impact of various news types. These 

refinements are expected to result in a more thorough and accurate analysis of the relationship 

between news sentiment and stock trends. Detailed methodologies will be presented in 

subsequent sections. 
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Chapter 3  

 
Methodology 
This section outlines the research model and propose methodologies adopted in this study. 

 

3.1  Research Design 

This research adopts a mixed-method research design that combines quantitative analysis of 

historical stock price data with sentiment analysis of news articles. The goal is to evaluate 

comprehensively the influence of various news sources on stock prices, offering a holistic 

perspective on the intricate dynamics of financial markets. Subsequent research processes will 

work towards achieving this objective.  

Figure 3.1.1 shows the overview of the proposed method. The flow of this study begins by 

collecting data using web scraping techniques and API services. After data collection, the data 

will be pre-processed for news and stock data. Specifically, the news data will be analysed its 

sentiment polarity in this phase. Following the pre-processing, both data will be integrated 

align in daily basis. The next phase will analyse the data by time series analysis concept. Lastly, 

ARDL model will be adopted to forecast stock data future trend. 
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Figure 3.1.1 Research Model 

 

 The methodological details of each step are discussed below. 

 

3.2  Data Collection 

For this study, news data and stock data will be collected in the first phase. In the context of 

data types, data can be divided into two main categories: primary data and secondary data.  

Primary Data is the direct information offered by its source without any external 

interpretation. It ensures high accuracy and is easily manageable. Common methods to collect 

primary data include questionnaires, interviews, surveys, etc. [37]. In this study, primary data 

consists of stock market data collected using the Yahoo Finance API. This API provides real-

time and historical stock prices, trading volumes, and other market-related information for a 

set of predetermined stocks. The stocks chose to be studied are Public Bank Berhad and 

Commerce International Merchant Bankers Berhad (CIMB). The collection period for this 

study is planned to span two years, from 2022 to 2023, to capture recent market trends and 

behaviours. 
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On the other hand, Secondary Data is data that has already been processed, typically 

involving interpretation or aggregation. It offers benefits such as cost-effectiveness and time 

efficiency. Effective sources for gathering secondary data include general websites, journals, 

newspapers, etc. [37]. In this research, secondary data consists of news articles directly relevant 

to the stock companies being studied. This data will be collected from various online news 

sources using web scraping methods. Google API and Python libraries such as BeautifulSoup 

will be used to automate the extraction of news articles and associated metadata from these 

websites. Additionally, the collected data will be stored in a NoSQL database to facilitate 

scalable data management. The same two-year period is targeted for the collection of news data 

to ensure it parallels the stock data timeline. 

 

3.2.1  Google Custom Search JSON API 

Figure 3.1.1.2 illustrates the step-by-step process used for collecting news data in this research 

project. The first step involves extracting URLs using the Google Custom Search JSON API, 

which enables tailored searches across specific websites predetermined by the user. This API 

is a robust tool offered by Google that allows developers to create custom search engines for 

their websites or applications. It enables the programmatic retrieval of web search results in 

JSON format, providing significant customization and flexibility. Users can specify parameters 

such as search terms, the number of results, and particular domains to search within, allowing 

them to finely tailor the search experience to suit their application needs. As part of the broader 

Google Custom Search Engine (CSE) platform, this API offers a managed and customizable 

search solution that can index and search specific content on the web. In this study, the API is 

crucial for retrieving links to news articles relevant to specified stock companies, thus 

enhancing the precision and relevance of the search results. 
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Figure 3.1.1.2 Flow of Automated News Data Collection 

 

In addition, the utilization of Google search operators in the Custom Search API 

significantly enhances the precision and relevance of search results, making it a powerful tool 

for extracting targeted information from the web. Google search operators are special 

characters and commands that extend the capabilities of regular text searches [38]. When 

incorporated into a query, these operators enable users to narrow down search results based on 

specific criteria, such as exact phrases, the exclusion of certain words, the location of search 

terms within the content, and specific domain searches. For instance, using the “site:” operator 

restricts the search results to those from a particular website or domain. Similarly, the “inurl:” 

operator ensures that search results include pages with certain words in their URLs, adding 

another layer of specificity. An example of a Google search using these operators in this study 

is shown below: 

 

site:website.com "Stock Company" after:2022-01-01 before:2023-01-01 

 

The Google search operators will be utilized in the study, such as “site:”, “after:”, and 

“before:”, each fulfilling specific functions to refine search results. The “site:” operator restricts 

the search to a single domain, crucial for ensuring that information is sourced exclusively from 

a specific website. Meanwhile, the “after:” and “before:” operators define a date range, limiting 

search results to documents published within a specific timeframe. This is invaluable for 
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focusing the data collection on the most pertinent and timely content, essential for the research 

analyzing news published within the defined period. The use of double quotes around search 

terms, such as in “Stock Company,” specifies that the search engine should look for exact 

matches of the phrase. This precision is fundamental in narrowing down results to the most 

directly relevant data, thereby enhancing the efficiency and effectiveness of the data collection 

process. 

 

3.2.2  Data Extraction 

Following the collection of URLs, the next step involves extracting specific content from these 

articles. This task is executed using the BeautifulSoup library, a Python tool designed for 

efficient HTML and XML document parsing, allowing for the detailed extraction of news 

information from the web pages.  

Ten news sources have been selected to collect news information in this research. These 

sources include major Malaysian outlets such as The Star, New Straits Times, Malay Mail, 

Free Malaysia Today, Bernama, and The Edge Malaysia. Besides, international platforms like 

Yahoo News, and local publications including The Sun, Business Today, and Sinar Daily are 

also incorporated. This diverse selection is intended to provide a comprehensive view of the 

media landscape, ensuring varied perspectives and extensive coverage of relevant financial and 

corporate events that impact the stock market. 

The methods will be used to scrape news from the ten selected sites follow a similar 

structured approach but are customized to the specific HTML and JSON formats. Below, the 

data extraction approaches that are effective for the collected news sources are discussed. 

 

3.2.2.1  JSON Data Extraction 

JSON Data Extraction method allows for a streamlined approach to obtaining data directly 

from webpages by parsing embedded JSON within script tags. This technique can be 

particularly advantageous when dealing with large volumes of data, or when data is 

dynamically generated, as it often provides a more direct route to the structured information 

without the overhead of navigating complex HTML structures. In practice, this method can be 

instrumental in automating the extraction of information for news aggregation services or 

competitive intelligence platforms where timely and accurate data retrieval is crucial. 

Meanwhile, leveraging JSON embedded within HTML pages ensures that the data extracted is 
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in a format that is readily usable for further data processing or analysis tasks. This can 

significantly reduce the preprocessing steps typically required when scraping content directly 

from HTML elements. Example code snippet is shown in Figure 4.2.2. 

 

3.2.2.2  HTML Meta Extraction 

The HTML Meta Extraction approach targets meta tags within the HTML head section, which 

store metadata about the webpage. This metadata includes details like the article title, 

description, author, and publication dates. Accessing meta tags directly allows for the efficient 

gathering of preliminary information about articles, such as titles and authorship, commonly 

utilized for search engine optimization (SEO). Therefore, extracting data from meta tags 

represents an effective method for acquiring essential metadata. This method is particularly 

beneficial for applications that require a rapid assessment of web content relevancy, such as 

news aggregators and content management systems where speed and efficiency are paramount. 

Moreover, this technique supports the creation of automated systems that can monitor changes 

in content and update databases in real-time, ensuring that the most current and pertinent 

information is readily available for analysis or dissemination. Figure 4.2.3 illustrates an 

example Python script that utilizes this extraction method to demonstrate how meta tags can 

be programmatically accessed and parsed for relevant information. 

 

3.2.2.3  Hybrid Extraction 

Hybrid Extraction combines the strengths of both JSON Data Extraction and HTML Meta 

Extraction to ensure a thorough data retrieval process. This method is particularly beneficial 

when dealing with complex web pages that utilize both structured JSON scripts and HTML 

meta for metadata. Hybrid Extraction ensures that all possible information is harnessed by first 

extracting readily available metadata from JSON, which is structured and easy to parse, and 

then supplementing it with detailed content scraped from the HTML meta. This approach is 

designed to maximize data completeness, providing a robust solution for scraping websites 

where information is distributed across different formats. It bridges the gap between structured 

data retrieval and the flexibility needed to handle the diverse ways content is presented on 

modern web platforms, making it ideal for comprehensive web scraping projects that require 

both broad and detailed data sets. 

 



Bachelor of Computer Science (Honours) 
Faculty of Information and Communication Technology (Kampar Campus), UTAR 
    20 
 

3.2.2.4  HTML Content Extraction 

HTML Content Extraction is crucial for acquiring the complete text of articles when the desired 

information extends beyond simple metadata. This method involves navigating the Document 

Object Model (DOM) to identify and extract content directly from specific HTML elements 

such as “div”, “p”, “article”, and other relevant tags that typically house the main body of 

textual content. This technique requires a deep understanding of each site’s layout and the 

typical structures that contain article content. By employing tools like BeautifulSoup, this 

approach allows for the extraction of cleanly formatted text, which is essential for any 

comprehensive content analysis or data aggregation that depends on full articles. It’s especially 

useful in scenarios where metadata alone does not provide sufficient insight, or when the 

textual content itself is the subject of study, such as in natural language processing applications. 

An example of extracting a full article using this approach is shown in Figure 4.2.4 with a 

simple Python script. 

 

Table 3.2.2.1 Data Extraction Approaches across Selected News Sites 

News Site 

Applied Approaches 
Able to get full 

article JSON 

Data 

HTML 

Meta 
Hybrid 

HTML 

Content 

The Star ✔   ✔ ✔ 

News Straits Times ✔   ✔ ✔ 

Yahoo News ✔   ✔ ✔ 

Malay Mail ✔   ✔ ✔ 

Free Malaysia Today   ✔ ✔ ✔ 

Berita Nasional Malaysia  ✔  ✔ ✔ 

The Edge Malaysia   ✔  ✔ 

The Sun  ✔  ✔ ✔ 

Business Today  ✔  ✔ ✔ 

Sinar Daily ✔    ✔ 
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3.2.3  Elasticsearch 

Finally, the retrieved data is stored in Elasticsearch, a NoSQL database renowned for its rapid 

data retrieval capabilities and robust handling of large volumes of unstructured data. As an 

open-source search and analytics engine built on the Apache Lucene library, Elasticsearch 

excels in full-text search, real-time data processing, and rich data analysis capabilities, all 

facilitated through an intuitive RESTful API and JSON-based querying language. Its 

distributed nature allows for impressive scalability, enabling it to manage and scale large 

datasets seamlessly across multiple nodes. 

Elasticsearch organizes data into structures called “indexes,” akin to databases in traditional 

relational database systems, with unique names for operations such as indexing, searching, 

updating, and deleting. Within these indexes, the fundamental unit of storage is a “document,” 

a JSON-formatted record, each identified by a unique ID. Moreover, Elasticsearch operates on 

“nodes,” which are individual servers that form part of a “cluster”—a collection of nodes that 

hold the entire data and share tasks such as indexing and searching. For scalability and 

resilience, data within an index can be divided into “shards,” which distribute the data across 

multiple nodes, with “replicas” serving as copies of these shards to prevent data loss and 

enhance query performance. 

For this project, the integration of Elasticsearch offers significant benefits due to its 

flexibility in handling diverse information collected from various news sources and its 

capability to manage data over extended periods. This feature is crucial for ensuring that the 

voluminous and varied data gathered are not only processed and analyzed efficiently but are 

also stored securely for future analytical purposes. 
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Figure 3.1.1.7 Elasticsearch Schema 

 

The database schema designed for this research efficiently categorizes and manages 

extensive data sets pertaining to news articles and stock market information. Structured within 

the Elasticsearch NoSQL database environment, this schema comprises two primary indices: 

“news” and “stock”, which fall under the larger “fyp” index to consolidate data relevant to this 

project. The “news” index stores articles with fields such as title, source, URL, published date, 

article and sentiment, facilitating detailed text-based analysis and metadata retrieval. Each field 

is tailored to capture specific attributes of the news data, with title, article and source as text 

for full-text search capability, URL as keywords for precise querying, published date as a date 

and sentiment as a keyword to reflect the tone analysis results. 

Simultaneously, the “stock” index captures financial data with fields like symbol, date, 

open, high, low, close, volume, dividends, and stock splits. Each of these fields serves to record 

comprehensive financial metrics with symbol and date ensuring accurate identification and 

temporal alignment of stock records, while open, high, low, close, and volume provide the 

quantitative measures essential for financial analysis, recorded as floats. Additional financial 

events such as dividends and stock splits are also tracked to account for their impact on stock 

performance. This dual-index schema not only ensures a structured approach to data 

management but also enhances the capability to perform cross-referential analyses between 

news sentiment and stock market reactions, thereby supporting the overarching goal of 

investigating the interplay between media sentiment and market dynamics. 
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3.3  Data Preprocessing 

Prior to analysing the collected data, it is essential to undergo a rigorous data preprocessing 

phase. Preprocessing is fundamental to enhancing the quality of data, thereby ensuring the 

reliability and validity of the results obtained from subsequent analyses. In this section, the 

methods and techniques employed to preprocess the news and stock data will be discussed. 

 

3.3.1  Stock Data 

In the preprocessing of stock data for this research, several crucial steps will undertake to 

ensure that the data is formatted appropriately for accurate analysis. Initially, the timestamps 

of the stock data will be adjusted to the “Asia/Kuala Lumpur” time zone to align with the local 

market context of the study. This adjustment is vital for accurate temporal analysis as it 

standardizes all data points to a specific geographical time zone, accurately reflecting the actual 

trading hours and conditions pertinent to the dataset. 

Following the time zone conversion, the date and time information will be formatted into a 

consistent structure, “Year-Month-Day Hour:Minute:Second.” This uniformity is essential, 

particularly when merging with news data, ensuring that all data elements across different 

datasets align precisely on temporal features. 

The data will then be indexed by this newly formatted datetime information. To address 

any missing data points due to non-trading days or other anomalies, the dataset will be 

resampled to a daily frequency. During this resampling process, any gaps in the data will be 

filled using linear interpolation, which estimates missing values by drawing a straight line 

between available data points. This method ensures a continuous, gap-free time series, critical 

for any subsequent time series analysis or predictive modelling. 

Lastly, a logarithmic transformation (base 10) will be applied to the stock prices to stabilize 

variance and normalize the distribution. This transformation is especially useful in financial 

time series to moderate the effects of significant fluctuations or to bring large values into a 

comparable scale, thereby enhancing the analytical robustness and sensitivity to subtle 

dynamics in the data. 
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3.3.2  News Data 

Following the preprocessing of stock data, the next critical step involves the preprocessing of 

news data. This phase is essential to prepare the data for subsequent analysis, particularly 

transforming it into numerical representations that capture the sentiment of each news article. 

In this research, sentiment analysis is applied to assess the emotional tone behind the content, 

which is crucial for understanding how news might influence market behaviours. Moreover, 

generative AI techniques are employed to synthesize this data into formats that can be directly 

correlated with market reactions.  

Sentiment Analysis and Opinion Mining are primarily tasked with classifying text based 

on subjective information. The most common form, sentiment polarity classification or 

positive-negative classification, aims to determine whether the content conveys a positive or 

negative sentiment. This task requires identifying subjective content to classify sentiments and 

was a foundational aspect of sentiment analysis in early research [39]. Beyond binary 

classification, where outputs are labelled as positive or negative, a neutral category is often 

considered as the third class. This indicates either objective text that does not contain 

sentiments or subjective text that includes a mix of positive and negative sentiments. 

Furthermore, fine-grained sentiment classification involves labelling problems on different 

scales, such as rating levels (e.g., 1 to 5 stars), probabilistic classification (e.g., 0 to 100%), 

emotion classification (e.g., angry, happy), or stance classification toward a topic (support, 

against, or neutral). 

In terms of data analysis, granularity refers to the different levels of detail in the data. 

According to Zong et al. [39], the granularity of sentiment analysis tasks can be categorized 

into four levels. Document-level sentiment analysis classifies the overall sentiment of an entire 

document, such as a movie review. Sentence-level sentiment analysis focuses on the sentiment 

expressed within a single sentence. Word-level sentiment analysis examines the smallest units 

of sentiment expression, such as words and phrases, to construct a sentiment lexicon. Lastly, 

aspect-level sentiment analysis extracts aspects associated with an opinion target in the text 

and defines the fine-grained sentiment polarity toward a specific aspect. In this research, the 

focus is on analysing news articles at the document level by assessing the overall sentiment of 

each article and assigning a score that represents this sentiment. 

Document-level sentiment analysis is particularly effective when the sentiment across the 

entire document is uniform or when specific sentiment nuances within different sections of the 

document are not critical for the analysis. Traditional methods like lexicon-based approaches, 
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which rely on predefined lists of words with assigned sentiment values, often struggle with 

context and sarcasm in longer documents. Similarly, standard machine learning and even deep 

learning models may require extensive feature engineering or large amounts of labelled data to 

accurately capture the overall sentiment of entire documents. In contrast, generative AI, 

especially models trained on vast amounts of text data, can better understand and generate 

human-like text, effectively capturing the nuances, context, and complexities of language in 

full documents. This makes generative AI particularly advantageous for document-level 

sentiment analysis, as it can process and analyse large blocks of text holistically, adeptly 

recognizing subtleties and variations in sentiment that other methods might overlook.  

Generative AI processes tasks based on prompts, which are inputs typically in text or image 

format that instruct the AI to generate the desired content. A well-defined prompt can 

significantly enhance the efficiency and effectiveness of generative AI; however, using more 

tokens results in higher costs. Therefore, minimizing prompt length without compromising task 

relevance is considered cost-effective, especially if the model is sufficiently task-capable. 

Moreover, different foundation models vary in cost, with higher-cost models typically offering 

superior performance within certain scopes. However, these may not always be necessary; for 

instance, if a mid-tier model delivers similar sentiment analysis outcomes as a high-tier model, 

the more economical option is deemed sufficient. This is particularly relevant for this project, 

which focuses on the trends and movements of sentiment polarities rather than their precise 

values. If a lower-cost model can capture these trends comparably to a higher-cost model, it is 

considered to provide sufficient performance. 

Inspired by these considerations, the selection of the foundational model and the crafting 

of prompts are guided by two primary criteria in this research: 

1. Stability: The same prompt should consistently elicit the same responses from the 

foundational model. 

2. Simplicity:  The model and prompts should aim for the lowest sufficient performance 

cost and the simplest effective formulation. 

 

In addition to these primary criteria, various aspects are also important to be defined or 

evaluated thoroughly: 

• Scope 

Quantifying the sentiment of news articles, involves establishing a numerical scale that 

accurately reflects varying degrees of sentiment. The choice of range depends on the 
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granularity needed for the analysis and the specific requirements of the application. For 

instance, a -1 to +1 scale provides a straightforward interpretation where -1 is fully 

negative, 0 is neutral, and +1 is fully positive, suitable for general sentiment assessment. 

For more nuanced analysis, a 0 to 100 scale might be used, offering a finer gradation of 

sentiment intensity. In this study, the scope of sentiment analysis is defined by the 

specific objectives of understanding how news impacts stock market movements. 

Therefore, a -1 to +1 scale has been selected to efficiently capture the overall sentiment 

polarity of each article, aligning with the analytical needs to correlate these sentiments 

with stock performance. This scale is effective in delineating clear sentiment thresholds, 

which simplifies the integration and comparison of sentiment data with stock price 

fluctuations, thereby facilitating a more straightforward interpretation of the results. 

• Prompt 

Defining a prompt for generative AI involves crafting an input that clearly and 

concisely communicates the desired task or output to an AI model. An effective prompt 

not only specifies the nature of the task but also includes enough context to guide the 

AI in generating accurate and relevant responses. The prompt should be direct and 

unambiguous to minimize the risk of generating irrelevant or incorrect outputs. In terms 

of prompt engineering, one-shot prompting involves giving the model a single example 

to guide its generation, often helping it grasp subtle nuances of the task. Few-shot 

prompting expands on this by providing several examples, further refining the model’s 

output accuracy [40]. Chain-of-thought prompting, meanwhile, encourages the model 

to articulate its reasoning step-by-step before arriving at a conclusion, enhancing its 

ability to tackle complex problems effectively [41]. To ensure simplicity and efficiency, 

zero-shot prompting is chosen as the initial testing approach; it requires the model to 

generate responses based solely on the input prompt without prior examples, utilizing 

minimal tokens. 

• Model 

The selected foundational models are targeted to the GPT series provided by OpenAI. 

Utilizing OpenAI’s models ensures that the project benefits from the latest 

advancements in AI technology, providing a strong foundation for achieving high-

quality, reliable sentiment analytical outcomes. In this research, several models from 

the GPT series will be tested for their stability and performance, including GPT-4, GPT-

4o, GPT-4o Mini, GPT-4 Turbo, and GPT-3.5 Turbo [42]. GPT-4 offers enhanced 
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language understanding and text generation capabilities, making it highly effective for 

sophisticated sentiment analysis tasks. GPT-4o offers robust capabilities with advanced 

reasoning and a deeper understanding of context, suitable for complex sentiment 

analysis. The GPT-4o Mini, a smaller and more cost-effective variant, is ideal for 

quicker, less resource-intensive tasks while still maintaining considerable accuracy. 

GPT-4 Turbo, known for its speed and efficiency, is designed for high-performance 

applications requiring rapid response without compromising output quality. Lastly, 

GPT-3.5 Turbo combines the refined capabilities of its predecessors with enhanced 

processing speeds, making it highly effective for sentiment analysis. Each model will 

be evaluated to determine its effectiveness in consistently producing accurate sentiment 

assessments across a range of news contexts, ensuring the chosen model aligns 

optimally with the primary criteria. 

 

 The architecture of GPT models is built on the innovative transformer architecture, 

fundamentally altering how sequential data is processed. Introduced by Vaswani et al. [43], 

this architecture abandons traditional recurrent methods for a multi-layered approach centered 

around the self-attention mechanism. This mechanism assesses the relevance of each word in 

the input data, independent of their positions. Enhanced by positional encodings, it imparts a 

sense of sequential order to the model—a crucial feature absents in earlier architectures. 

Comprising multiple layers of transformer blocks, each with self-attention and feed-forward 

neural networks, the architecture processes data in parallel, significantly boosting efficiency 

and effectiveness in complex tasks like natural language understanding and generation. This 

paradigm not only accelerates the training process but also significantly improves the model’s 

ability to produce contextually coherent and relevant text outputs, establishing GPT as a 

foundational technology in AI-driven natural language processing. 
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Figure 3.1.2.1 The Transformer Model Architecture [43] 

 

 The initial testing prompt use to task the GPT models is shown below. It utilizes zero-shot 

prompting and clearly defines the scope of the expected result. 

 

“You are a financial analyst analyzing the news sentiment of {Company Name}. 

{News Article} 

 Review this news article and respond to its sentiment score (-1 to 1, 2 decimal places). For 

example, respond `-1.00` when the article has a highly negative impact on the company, 

respond ̀ 0.00` when the article is neutral or irrelevant, respond ̀ 1.00` when the article has 

a highly positive impact on the company. You can have any number in between depending 

on its sentiment. Respond with only 1 number and do not include any other words.” 

 

 The testing samples are randomly selected from the collected data, covering news articles 

about Public Bank Berhad. The following table demonstrates the sources and the number of 

testing samples. 
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Table 3.1.2.1 Testing Samples Summary 

News Site Number of Articles 

The Star 50 

New Straits Times 50 

Total 100 

 

The testing models include GPT-4, GPT-4o, GPT-4o Mini, GPT-4 Turbo, and GPT-3.5 

Turbo, as previously defined. According to [5], the cost ranking for each model from highest 

to lowest is as follows: GPT-4, GPT-4 Turbo, GPT-4o, GPT-3.5 Turbo, and GPT-4o Mini. For 

each model, the version selected prioritizes minimal pricing while ensuring it incorporates the 

most up-to-date training data available. This strategy balances computational efficiency with 

the benefits of the latest advancements in model training, optimizing both cost-effectiveness 

and performance. The following table outlines the versions chosen for each model. 

 

Table 3.1.2.2 Selected Versions of GPT Models for Testing [42,44] 

GPT Model Selected Version Pricing Training Data 

GPT-4 gpt-4-0613 $30.00 / 1M input tokens 

$60.00 / 1M output tokens 

Up to Sep 2021 

GPT-4 Turbo gpt-4-0125-preview $10.00 / 1M input tokens 

$30.00 / 1M output tokens 

Up to Dec 2023 

GPT-4o gpt-4o-2024-08-06 $2.50 / 1M input tokens 

$10.00 / 1M output tokens 

Up to Oct 2023 

GPT-3.5 Turbo gpt-3.5-turbo-0125 $0.50 / 1M tokens 

$1.50 / 1M tokens 

Up to Sep 2021 

GPT-4o Mini gpt-4o-mini-2024-07-18 $0.150 / 1M input tokens 

$0.600 / 1M output token 

Up to Oct 2023 

 

The testing phase is divided into three parts: evaluating the generated result format, 

comparing sentiment trends, and checking for stability. The first step aims to evaluate whether 

the results can be converted into numerical form and plotted on a graph; this preparation 

ensures that the sentiment trends can be effectively visualized in the second step. The second 

step involves visualizing the sentiment data from each model in the same sequence to ensure 

consistency in presentation and then comparing these figures to assess their accuracy in 
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generating results in the effective trend. A model will be chosen based on its performance, with 

a priority given to simplicity. Lastly, the chosen model will be tasked with generating the same 

sample data using the same prompt twice more to ensure its stability. This comprehensive 

testing phase evaluates all selected models to determine their suitability for long-term use in 

sentiment analysis tasks. Below, the figure illustrates the possible outcomes of each testing step 

and the consequent actions that will be taken. 

 

 
Figure 3.1.2.3 Testing Phase Outcomes and Actions 

 

Each step of the testing phase begins with validated models. All models selected for 

involvement in this phase are deemed valid in Step 1. Each model that satisfies the condition 

of “Result formatted correctly” progresses to the Step 2. The criteria for valid models 

advancing to the next step require that models meet the condition without a quantity limit. If 

any specific model fails to meet this condition, it will not advance to the subsequent step, as 

the designation “Incorrect” leads to “Model fails the test.” Upon validation of models in Step 

2, these models are then compared using appropriate correlation metrics. In this test, the GPT-

4 model serves as the benchmark for sentiment analytical capabilities, given its superior 

performance. Each model is compared against GPT-4 to assess its effectiveness. The lowest 

cost model among those validated will be selected as the valid model for Step 3. In this final 

step, the chosen model is tasked twice with generating responses to the same prompt. Together 
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with the previously generated results, these three outcomes are compared to check for 

consistency. Highly similar results are deemed stable, and the model is then considered to have 

passed the test. However, if the model fails, the process reverts to Step 2, where another valid 

model will be chosen to undergo Step 3. 

Besides these valid steps, several exceptions may occur during the testing phase. 

1. Exception: No model passes Step 1 

• In this case, the prompt will be enhanced, and the testing phase will be conducted 

again. 

2. Exception: GPT-4 is the only model which passes Step 1 

• An enhanced prompt will be used to re-conduct the testing phase, and the overall 

cost of using the valid model will be calculated to compare with the results 

obtained using the previous prompt with the GPT-4 model. 

3. Exception: No model shows a similar trend to the benchmark in Step 2 

• Similar to the Exception 2, a new prompt will be used in the test, and a cost 

comparison will be conducted. 

4. Exception: Model fails Step 3 and only GPT-4 remains valid in Step 2 

• This situation is identical to Exception 3, and the actions listed in Exception 2 will 

be taken. 

 

The criteria to evaluate the results of each step are defined as follows: 

1. Step 1:  

Each model’s response result must be displayed in numerical format with two decimal 

places. The scores must range between -1.00 and 1.00, where -1.00 is the minimum 

and 1.00 is the maximum score allowed for any response result. 

2. Step 2:  

Spearman’s rank correlation will be used to compare the performance of the models to 

the benchmark. This method is ideal for comparing the sentiment trends produced by 

different GPT models as it focuses on the order of the values rather than their specific 

magnitudes. It assesses whether increases or decreases in sentiment scores from one 

model correspond to similar movements in scores from another model, regardless of 

the exact numerical values. The formula for Spearman’s Rank Correlation Coefficient 

is shown below: 
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( = 1 −

6∑.!
#

/(/# − 1)
 (1) 

where, 

• ρ represents the Spearman’s rank correlation coefficient. 

• .! is the difference in ranks between the corresponding values of the two variables 

• / is the number of observations. 

A Spearman’s rho value ranging from 0.80 to 1.00 is considered indicative of effective 

results and sufficient model performance. 

3. Step 3:  

The similarity of three generated results from the same model will be evaluated using 

Spearman’s rank correlation, as outlined in the Step 2. 

 

 Spearman’s rank correlation plays a crucial role in evaluating the monotonic relationships 

between variables. In this research, Spearman’s rank correlation is calculated using Python. 

The scipy.stats library, specifically the spearmanr function, is employed for this purpose. This 

function computes the Spearman correlation coefficient, which measures the strength and 

direction of association between two ranked variables. By passing the relevant data arrays to 

spearmanr, the research obtains both the correlation coefficient and the p-value, which helps in 

evaluating the statistical significance of the correlation observed. 

 After confirming a valid model, this model will be tasked with generating sentiment scores 

for the entire dataset. The primary preprocessing step before integrating these sentiment scores 

with stock data involves converting all sentiment outputs, which are initially generated in string 

format, to numeric values. This conversion is essential to standardize the format and ensure 

that the sentiment data is compatible with quantitative analysis tools. 

 

3.4  Data Integration 

Following the preprocessing of stock and news sentiment data, the next critical phase in this 

research involves integrating these two distinct data streams. This section discusses how the 

news sentiment data aligned with stock data indexed by timeline. 

The primary step in the data integration process involves the consolidation of sentiment 

scores from various news sources. For each day, sentiment scores provided by different sources 

are aggregated to compute a mean sentiment value. This method ensures that the data represents 
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a comprehensive daily media sentiment, which is crucial for understanding the potential 

impacts on stock market movements.  

Once the daily sentiment scores are consolidated, they are aligned with the corresponding 

stock market data. This alignment is critical as it ensures that the sentiment data corresponds 

accurately to the stock data by dates, facilitating a direct comparison between media sentiment 

and stock market responses. The aligned dataset is crucial for the subsequent analysis phase, 

where relationships between sentiment and stock movements are explored. 

Before proceeding to analytical stages, the integrated dataset undergoes a thorough 

verification and cleaning process. This step ensures the dataset is free from inconsistencies or 

missing data points, which could affect the reliability of subsequent analyses. This process 

checks for alignment issues between sentiment scores and stock data, guaranteeing that the 

dataset is robust and ready for in-depth analysis. 

The last step in data integration involves preparing the dataset for analysis. This preparation 

includes the final adjustments to the data format, ensuring that all data points are consistently 

formatted and properly indexed. This preparation sets the stage for seamless application of 

analytical tools and techniques in the analysis section of the study, where the relationships 

between news sentiment and stock performance are systematically explored. 

 

3.5  Data Analysis 

This phase involves several time series analysis techniques and tests to prepare the data for 

application to the ARDL model.  

 

3.5.1  Augmented Dickey-Fuller 

Firstly, the Augmented Dickey-Fuller (ADF) test will be adopted. The ADF test is a widely 

used statistical test that checks for the presence of unit roots in a time series dataset, which is 

a way to test for non-stationarity. A unit root indicates that the time series is influenced by a 

stochastic trend, meaning it can wander away from its mean over time and not return to it, 

which makes predictive modelling challenging. The presence of a unit root suggests that the 

time series might need to be differenced to make it stationary, which is an important step in 

preparing data for time series forecasting models. 

The typical equation form of the ADF test is [45]: 
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Δ2" = α + β5 + γ2"$% +6ϕ!Δ2"$!

&
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+ ϵ" 

(2) 

where, 

• Δ2" is the first difference of the series 2" . 

• 	α is a constant term. 

• 	β5	represents a time trend. 

• 	γ	is the coefficient on the lagged level of the series,  2"$% , which is the key parameter 

for the hypothesis test. 

• ϕ! are the coefficients for the lagged differences of the series. 

• ϵ" is the error term. 

• :	is the number of lagged first differences included in the regression. 

 

A hypothesis test will be used for testing the unit root existence. The hypotheses for the 

ADF test can be stated as follows: 

• Null Hypothesis     ;(: γ = 0, The series has a unit root. 

• Alternative Hypothesis   ;%: γ < 0, The series has no unit root. 

 

P-value is the probability that the observed statistic would be at least as extreme as the one 

observed if the null hypothesis were true. In the case of the ADF test, the null hypothesis states 

that the time series has a unit root. 

Decision Rule: 

• If the p-value is less than or equal to a chosen significance level (commonly set at 

0.05, or 5%), then the null hypothesis is rejected. This means there is sufficient 

statistical evidence to conclude that the series does not have a unit root and is stationary. 

• If the p-value is greater than the significance level, the null hypothesis cannot be 

rejected. This suggests that the series likely has a unit root, indicating it is non-

stationary and may require differencing to make it stationary. 

 

Stationarity is crucial for time series models. When trends and seasonality are present in a 

dataset, they can distort the true relationships between variables, leading to misleading 

conclusions and unreliable forecasts. To address this, data can be differenced to remove these 

elements and thereby achieve stationarity, stabilizing the mean and variance over time. This 
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process enhances the predictive power of time series models by focusing analysis on the 

stochastic processes rather than deterministic trends 

In this study, Python’s statsmodels library is utilised in conducting the ADF test to assess 

the stationarity of time series data. Utilizing the adfuller function within this library allows for 

an efficient evaluation of whether a time series is stationary. This function provides the test 

statistic, p-value, and critical values for various confidence levels, facilitating a straightforward 

determination of the presence of a unit root. Employing Python and its statistical tools enables 

precise and automated analysis, essential for ensuring the data’s suitability for subsequent 

forecasting and econometric modelling. 

 

3.5.2  Lags 

To determine the appropriate lag length for the ARDL model, the Autocorrelation Function 

(ACF) and the Partial Autocorrelation Function (PACF) will be employed. The Autocorrelation 

Function (ACF) measures the correlation between a time series and its lagged versions. It is 

used to identify the internal dependency within the data, which can suggest the presence of 

time-based patterns such as seasonality or autoregressive behaviour. 

The equation of the ACF at lag ? is given by: 

 
ρ) =

∑ (2" − 2)(2"$) − 2)*
"')+%

∑ (2" − 2)#*
"'%

 
(3) 

where: 

• () is the autocorrelation at lag ?. 

• 2" is the value of the series at time 5. 

• 2 is the mean of the series. 

• @ is the total number of observations. 

 

ACF is primarily used to determine the order of a Moving Average (MA) component by 

examining where the autocorrelations essentially become insignificant (drop to zero or within 

a confidence band). 

On the other hand, the Partial Autocorrelation Function (PACF) measures the correlation 

between the time series and its lag, controlling for the values of the time series at all shorter 

lags. It isolates the effect of each lag, which helps in identifying the order of an Autoregressive 

(AR) model. 
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The equation of PACF at lag ?  can be mathematically derived from a series of linear 

equations involving the autocorrelations of the series: 

 
α)) = ϕ) −6α)$%,-ϕ)$-

)$%

-'%
 

(4) 

 where: 

• α)) is the partial autocorrelation at lag ?. 

• ϕ) and ϕ)$- are the coefficients from the autoregressive model of the time series. 

• α)$%,-  are the coefficients from the previous order PACF. 

 

PACF is used to determine the number of lags to be included in an AR model, as it shows 

the extent of autocorrelation at each lag after removing the effect of these shorter lags. 

Both ACF and PACF are equipped with hypothesis tests for determining the statistical 

significance of each lag. These tests typically involve checking if the autocorrelations and 

partial autocorrelations are significantly different from zero at a certain confidence level. 

• Null Hypothesis ( ;( ): There is no autocorrelation at lag ?. 

• Alternative Hypothesis ( ;% ): There is significant autocorrelation at lag ?. 

 

The p-values from these tests help decide whether to include specific lags in your models. 

Critical values for decision making usually come from the chi-square or standard normal 

distributions, depending on the sample size and specific method used. 

This study conduct ACF and PACF analyses using Python’s statsmodels library to identify 

appropriate lag values. The plot_acf and plot_pacf functions from statsmodels.graphics.tsaplots 

are employed to visually inspect the correlation between the series and its lags. Additionally, 

scipy.stats.norm is used to calculate the statistical significance of the autocorrelations, further 

guiding the optimal model specification. 

 

3.6  Prediction 

3.6.1  ARDL 

The Autoregressive Distributed Lag approach is employed to explore the dynamic relationship 

between stock prices and sentiment indices, providing a robust methodology for analyzing the 

short-term and long-term interactions within time series data. The ARDL model framework is 
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advantageous as it accommodates variables of different integration orders, making it suitable 

for datasets where variables are not necessarily stationary. 

 The general form of the ARDL model is expressed as: 

 
&" = α +6β!&"$!

&

!'%
+6γ-

.

-'(
A"$- + ϵ" 

(5) 

 where: 

• &"  is the dependent variable, stock prices in this context. 

• A"  represents the independent variable(s), sentiment indices in this context. 

• :  and  B  denote the number of lags used for the dependent and independent variables, 

respectively. 

• α , β! , and  γ-  are coefficients to be estimated. 

• ϵ"  is the error term. 

 

The ARDL model’s application to this research involves quantifying how past values of 

both stock prices and sentiment indices influence current stock prices to forecast stock short 

term trend. This dual consideration helps in understanding both the immediate and delayed 

effects of sentiment changes on stock prices. 

1. Model Specification: Define the number of lags based on criteria such as the Akaike 

Information Criterion (AIC) or Bayesian Information Criterion (BIC) to ensure 

optimal model fit. 

2. Estimation: Fit the ARDL model using historical data to estimate the relationship 

dynamics. 

3. Diagnostic Checks: Conduct tests for autocorrelation, heteroscedasticity, and model 

stability to ensure the robustness of the model. 

4. Forecasting: Utilize the model to forecast future stock movements based on current 

and historical sentiment data. 

 

To assess the accuracy and efficacy of the ARDL model’s predictions, the Root Mean 

Square Error (RMSE) will be employed as a key performance metric. RMSE is a widely used 

measure of the differences between values predicted by a model and the values actually 

observed. It is particularly useful in quantitative finance as it provides a clear indication of the 

model’s prediction error in terms of the units of the variable of interest. 
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The RMSE is defined as the square root of the average squared differences between the 

predicted values (&C5) and the observed values (&"): 

 
RMSE = H

1
/
65 = 1/I&"' − &"J

# 
(6) 

where: 

• /  is the number of observations. 

• &"'   is the predicted value at time 5 . 

• &"  is the actual value at time 5. 

 

3.6.2  Source Influence 

The ARDL accuracy, quantified through the Root Mean Squared Error (RMSE), will serve as 

the primary metric to evaluate the influences of different news sources on the stock market. 

RMSE provides a clear measure of how closely the predicted stock prices align with the actual 

market values, thereby reflecting the effectiveness of incorporating sentiment data from various 

news outlets into the ARDL model. Lower RMSE values indicate more accurate predictions, 

suggesting that the sentiment analysis from those news sources more effectively captures the 

market-moving information that influences stock prices. 

 

3.7  System Requirement 

3.7.1  Hardware Component 

A computer with sufficient processing power and memory to handle the data processing and 

analysis tasks is essential for the proposed method. Table 3.1 shows the computer specification 

used in the project. 

Table 3.7.1.1 Specifications of laptop 

Description Specifications 

Model MacBook Air 

Processor Apple M1 chip 8-core CPU 

Operating System macOS Sonoma 

Memory 16GB Unified Memory 

Storage 1TB SSD 
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3.7.2  Software Component 

A list of the key software components utilized in this research to perform various tasks ranging 

from data analysis to sentiment analysis and data visualization is shown below: 

1. Python: 

• Primary programming language used for scripting, data manipulation, and running 

machine learning algorithms. 

• Libraries such as Pandas for data manipulation, NumPy for numerical data operations, 

Matplotlib and Seaborn for data visualization, and Statsmodel for time series analysis. 

2. Jupyter Notebook: 

• An open-source web application that allows the creation and sharing of documents that 

contain live code, equations, visualizations, and narrative text. 

• Used for coding, visualizing, and presenting the data analysis and results in a 

comprehensible format. 

3. Elasticsearch: 

• A distributed, RESTful search and analytics engine capable of solving a growing 

number of use cases. 

• Utilized for efficiently storing, searching, and analyzing large volumes of textual data 

quickly and in near real-time. 

4. Google Cloud API: 

• APIs provided by Google Cloud for different purposes including the Google Cloud 

Natural Language API which was utilized for an additional layer of sentiment analysis. 

• These APIs are used for enhancing the capabilities of the models by integrating cloud-

based machine learning and data analysis services. 

5. GPT-4 Turbo (part of OpenAI’s models): 

• Utilized for performing state-of-the-art sentiment analysis as part of the data 

preprocessing and analysis process. 

• Integrated within the Python environment to analyze financial news and derive 

sentiment scores. 

6. YFinance: 

• A popular Python library used to fetch historical market data from Yahoo Finance. 

• Employed to obtain stock price data that is essential for correlating with the sentiment 

analysis results. 
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3.8  Timeline 

 
Figure 3.8.1 Timeline of FYP1 

 

 
Figure 3.8.2 Timeline of FYP2 
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Chapter 4 

 
System Implementation 
 

4.1  Yahoo Finance 

Figure 4.1 shows an example Python script for retrieving stock data via the yfinance library. 

The yfinance library provides a simple and efficient way to access financial data available on 

Yahoo Finance. In the Python script, the stock symbol and date range are required to fetch 

historical market data for a specific stock. The Ticker object is used to retrieve data based on 

these parameters. Besides, the period is consistently set to ‘1d’ (one day), ensuring daily data 

granularity. 

 

 
Figure 4.1.1 Python Script of Stock Data Retrieval 

 

4.2  Web Scraping 

Figure 4.2.1 presents a Python code snippet illustrating how to utilize the Google Custom 

Search JSON API for performing search queries programmatically. The script starts by 

importing the build function from the googleapiclient library, which is used to create a service 

object that interacts with Google’s APIs. A service object for the Custom Search API is then 

initialized with the build function, specifying customsearch for the API type, v1 for the API 

version, and providing a developer API key. This service object is then used to make a search 

query by calling the cse() method followed by list(), where the query parameters q (the search 

keyword) and cx (the search engine ID) are specified. The search operation is executed with 

the execute() method, which sends the request to the API and returns the search results. This 
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allows for fetching specific, customized search data programmatically, which can be useful for 

gathering targeted news sites links across the web. 

 

 
Figure 4.2.1 Python Script of Extract URLs 

 

Figure 4.2.2 depicts an example Python script that utilizes the JSON Data Extraction 

approach to scrape headline information from news articles. It begins by importing necessary 

libraries: BeautifulSoup for parsing HTML content, requests to fetch web pages, and json for 

handling JSON data. The process starts with defining the URL of the news article to be scraped. 

The script uses the requests library to retrieve the web page, and the HTML content of this 

page is then parsed into a BeautifulSoup object. This object searches for a specific script tag 

that contains JSON formatted data, from which the headline of the news can be extracted. This 

method provides a precise and structured approach to extract news information, demonstrating 

a powerful way to gather specific data from news websites for this study. 

 

 
Figure 4.2.2 Python Script of JSON Data Extraction 
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Figure 4.2.3 demonstrates an example of the HTML Meta Extraction approach to scrape 

and format the publication date from a web page. After importing necessary modules, the script 

fetches a web page and then searches for a meta tag specifically containing the defined property. 

The content of this tag, which is the publication date, is retrieved and stripped of any leading 

or trailing whitespace. As the date format is required to fulfil the format needed in this study, 

the date is then parsed into a datetime object and subsequently formatted into a standard format. 

This process efficiently extracts and standardizes the publication date from the article’s 

metadata for further use or analysis. 

 

 
Figure 4.2.3 Python Script of HTML Meta Extraction 

 

The following Python script employs the HTML Content Extraction approach to extract 

the full text of an article from a webpage. After importing the necessary libraries, the script 

fetches the page content and parses it into a BeautifulSoup object. It specifically searches for a 

“div” element with an itemprop attribute set to “articleBody”, which is commonly used to 

demarcate the main body of an article on web pages. Upon locating this “div” element, the 

script extracts its text content, effectively stripping away any HTML tags to leave only the 

plain text of the article. This method is streamlined and effective for pages that use standardized 

HTML5 semantic tags to structure their content. 
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Figure 4.2.4 Python Script of HTML Content Extraction 

  

4.3  Elasticsearch 

Figure 4.3.1 provides Python code snippet utilizes the Elasticsearch library to establish a 

connection to an Elasticsearch server and insert documents into a specified index. First, an 

instance of the Elasticsearch class is created, where the connection parameters such as the 

server host, API key for authentication, and a certificate authority (CA) certificates file for SSL 

verification are specified. Following the establishment of this connection, the code iterates 

through a collection of documents stored in the variable “overall_info”. Each document is then 

indexed into Elasticsearch using the index method, where “index_name” specifies the name of 

the target index and “doc” is the content of the document being inserted. This process is 

typically used to populate an Elasticsearch index with data that can later be queried and 

analyzed. 

 

 
Figure 4.3.1 Python Script of Inserting Document to Elasticsearch 

 

4.4  Generative AI 

The example code snippet for tasking GPT models, as depicted in the following figure, 

demonstrates how to efficiently use the OpenAI API for sentiment analysis. The script initiates 

by importing the OpenAI library and initializing the client with an API key. It constructs a 
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conversation sequence structured with specifically labelled messages. A “system” message 

first sets the context, specifying the task of analysing news sentiment for a designated company. 

This is followed by a “user” message that presents the news article and directs the AI to 

evaluate and provide a sentiment score, strictly in numerical format. The model’s response, 

containing the sentiment score, can then be retrieved from the content of the response object. 

 

 
Figure 4.4.1 Python Script of Tasking Model 

 

4.5  Predictive Model 

This code segment [Figure 4.5.1] fits an ARDL model, estimates the necessary parameters, and 

forecasts future stock prices based on the sentiment data. 

 

 
Figure 4.5.1 Python Code Snippet of ARDL Implementation 

 

Figure 4.5.2 illustrates the code used to preprocess non-stationarity stock data and potential 

seasonal patterns repeating every two periods. The logarithmic transformation applied to the 

data helps reduce skewness and stabilize variance, making the series more symmetrical and 

manageable for modeling. Subsequently, seasonal differencing is employed to eliminate any 

underlying seasonal effects that recur every two periods. This preprocessing step is crucial for 
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ensuring the data meets the stationarity assumptions required by many statistical modeling 

techniques. 

 

 
Figure 4.5.2 Python Code Snippet of Seasonal Differencing 
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Chapter 5 

 
Result and Discussion 
 

By following the proposed research model, several experiments are conducted, and outcomes 

will be discussed in this section. 

 

5.1  Stock Data 

This study undertakes an empirical investigation of stock price movements, specifically 

focusing on Public Bank and CIMB, which are prominent entities in the Malaysian financial 

sector. The dataset utilized encompasses the daily stock prices of both entities for the years 

2022 to 2023, sourced from the Yahoo Finance API. This source provides comprehensive and 

reliable financial data, critical for the robust analysis intended in this research. Figure 5.1.1 

shows a five sample of collected stock data. 

 

 
Figure 5.1.1 Sample Five Rows of Stock Data 

 

Figure 5.1.2 displays the daily stock prices of Public Bank Berhad from 2022 to 2023, using 

candlestick formatting to offer a detailed view of price movements. A candlestick chart is a 

type of financial chart used to describe price movements of a security, derivative, or currency. 

Each “candle” in the chart provides four key pieces of information: the opening price, the 

closing price, the high price, and the low price over a certain period. If the closing price is 

higher than the opening price, the candlestick is often coloured green, representing a price 

increase. Conversely, if the closing price is lower, the candlestick is coloured red, indicating a 
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price decrease. In this chart, fluctuations are evident as the colours shift between green and red, 

signalling periods of volatility influenced by investor sentiments and external factors. The 

sequences of red candlesticks typically indicate a downward trend in stock prices, while 

sequences of green suggest upward movements. For instance, there is a notable increase in 

green candlesticks before April 2023, suggesting a sharp rise in stock prices during this period. 

The chart shows several periods of volatility, as evidenced by the significant rises and falls 

in stock prices. For example, between April 2022 and July 2022, the stock price saw a sharp 

increase, reaching a peak around July before experiencing a decline. This pattern suggests a 

volatile period where external factors or market sentiments may have driven prices up, 

followed by a correction. After the initial peak in July 2022, there is a noticeable downward 

trend that continues until around January 2023, where the stock reaches its lowest point on the 

chart. This is followed by a recovery phase where the stock price begins to climb again, 

suggesting a rebound possibly due to positive market news or financial performance. 

Throughout 2023, particularly from February to October, the stock price shows resistance 

at higher levels around RM4.20, where it struggles to break through, and support levels around 

RM3.80, where it seems to bounce back upon touching these lower price points. These levels 

could be critical for traders looking for entry and exit points. The frequent alternation between 

red and green candlesticks, especially visible from January to July 2023, indicates a highly 

reactive market sentiment during this period. The market’s reaction to news or global economic 

conditions might have been mixed, leading to these rapid changes. 

 
Figure 5.1.2 Candlestick Chart of Public Bank Stock Prices 2022 to 2023 
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Figure 5.1.3 illustrates the daily stock prices of CIMB from 2022 to 2023, presented 

through a candlestick chart. This chart highlights a pattern of volatility similar to that observed 

in the Public Bank chart. The stock prices of CIMB show significant fluctuations within this 

period, reflecting investor responses to varying market conditions and external economic 

factors. For instance, a noticeable rise in stock prices can be observed starting around mid-

2022, peaking towards the end of July 2022. This period is marked by a predominance of green 

candlesticks, suggesting a bullish market sentiment driving the prices upward. 

However, following this peak, there is a clear trend of decreasing prices, with a succession 

of red candlesticks dominating the chart until early 2023, indicating a bearish phase. This 

decline could be attributed to market corrections or potentially adverse news affecting investor 

sentiment. Subsequently, the chart shows a recovery phase beginning around February 2023, 

where prices gradually begin to increase again, showcasing resilience or positive market 

influences at play. 

Throughout the year 2023, the stock price oscillates between support levels at 

approximately RM4.00 and resistance levels near RM4.35. These price points represent key 

thresholds that the stock struggles to break past on several occasions, reflecting the tug-of-war 

between buyers and sellers influenced by ongoing market dynamics and news events. The 

alternating pattern of green and red candlesticks, particularly visible from mid-2023 onwards, 

underscores the ongoing volatility and the market’s sensitivity to news and global economic 

conditions during this period. 

 
Figure 5.1.3 Candlestick Chart of CIMB Stock Prices 2022 to 2023 
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Among various stock indicators, stock opening prices are selected as the focal point for this 

study’s prediction analysis. The opening price of a stock is considered a significant indicator 

as it reflects the market sentiment and information available to investors immediately before 

the market opens. By focusing on the opening prices, this research aims to capture the initial 

reactions of the market to overnight news and events, which are pivotal in setting the tone for 

the trading day. 

 

5.2  News Data 

News data is collected by web scraping techniques as outlined in Chapter 3. A variety of news 

sources are selected to extract news information. These include The Star, New Straits Times, 

Malay Mail, Free Malaysia Today, Bernama, The Edge Malaysia, Yahoo News, The Sun, 

Business Today, and Sinar Daily. The first step in the web scraping process involves collecting 

possible URLs using the Google Custom Search JSON API. The keywords used for searches 

in this API include three components that need to be defined. 

Table 5.2.1 outlines the list of the URLs for various news sources utilized in the data 

collection process. The site location is the first component in the Google search keyword. Using 

the URL to locate news sources is crucial because it ensures the accuracy and reliability of the 

data collected. URLs represent the unique address of each news outlet on the internet, providing 

a direct path to the specific content needed without the interference of third-party aggregators 

or unrelated content. This method enhances the precision of the scraping process, ensuring that 

the collected information is directly from the intended source. 
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Table 5.2.1 News Sources Directory 

News Source URL 

The Star thestar.com.my 

New Straits Times nst.com.my 

Yahoo News malaysia.news.yahoo.com 

Malay Mail malaymail.com 

Free Malaysia Today freemalaysiatoday.com/ 

Bernama bernama.com/en/ 

The Edge Malaysia theedgemalaysia.com 

The Sun thesun.my 

Business Today businesstoday.com.my 

Sinar Daily www.sinardaily.my 

 

The second component is the keyword that defines the desired result of the Google search. 

This is strictly related to the stock or company to ensure the information’s relevancy to the 

stock market. “Public Bank Berhad” and “Commerce International Merchant Bankers Berhad” 

are the keywords used to focus the search results on specific financial information, company 

news, and stock performance updates for these entities. By including such targeted keywords, 

the search is refined to yield content that directly impacts stock market analysis and investor 

decision-making. 

The third keyword is the date range. As the search incorporates this temporal parameter, it 

becomes possible to strategically target the retrieval of news within specified periods. Utilizing 

a smaller time range, such as three months, typically yields more results than a single query 

over a longer period, such as six months. This is because shorter time frames help avoid 

overwhelming the search algorithm with too broad a query, which can miss more recent or 

specific articles due to query limitations. However, conducting searches over shorter intervals 

comes at a higher cost, both in terms of processing time and resource utilization. Therefore, for 

this research, a six-month frequency was chosen to balance the depth and breadth of data 

collection with cost-effectiveness. 

With the search keywords defined in Chapter 3 and incorporating these three components, 

URLs are systematically extracted from the API. Following the extraction of URLs, the 

scraping process and data management are conducted. Figure 5.2.1 shows the sample five rows 
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of news data, showcasing the structure and type of information available in the dataset. 

Meanwhile, the number of articles produced by each news source is shown in Figure 5.4.1. 

 

 
Figure 5.2.1 Sample Five Rows of News Data 

5.3  Model Selection Test 

News sentiment analysis will be conducted using a foundational model that needs to be 

evaluated by a model selection test. Below, the results of the model selection testing phase are 

shown. 

 

5.3.1  Step 1: Format Testing 

Table 5.3.1.1 details the results of format accuracy tests conducted on various GPT models, 

assessing their capability to generate outputs in a predefined numerical format. Each model 

was tested for its ability to produce responses that adhere to the required format specifications. 

The results confirm that all models—GPT-4, GPT-4 Turbo, GPT-4o, GPT-3.5 Turbo, and 

GPT-4o Mini—successfully met the criteria for numeric response formatting. The validated 

models, which demonstrated consistent accuracy in format adherence, will advance to the next 

phase of testing. 

 

Table 5.3.1.1 Model Testing Result: Format 

 Numeric response Max Response Min Response 

GPT-4 ✔ 1.00 -0.80 

GPT-4 Turbo ✔ 0.90 -0.80 

GPT-4o ✔ 1.00 -0.70 

GPT-3.5 Turbo ✔ 1.00 -1.00 

GPT-4o Mini ✔ 1.00 -1.00 
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5.3.2  Step 2: Sentiment Trend Testing 

Table 5.3.2.1 presents the Spearman’s rank correlation results for each model compared against 

the benchmark model GPT-4. The correlations, as indicated by Spearman’s rho, show how 

closely the sentiment analysis trends of the models align with those of GPT-4. Specifically, 

GPT-4 Turbo demonstrates the highest correlation with a rho of 0.8485, indicating a very 

strong alignment in sentiment trends and suggesting it is the most reliable model in mirroring 

the benchmark’s performance. GPT-4o follows with a rho of 0.793435, showing substantial 

but slightly weaker alignment compared to GPT-4 Turbo. GPT-3.5 Turbo and GPT-4o Mini 

exhibit lower correlations of 0.593245 and 0.704623, respectively, indicating less consistency 

with the benchmark. Among these, only GPT-4 Turbo meets the effective range of 0.80 to 1.00 

for rho, qualifying it as the only valid model to progress to the next step. The extremely low p-

values across all models underscore the reliability of the correlation results, confirming that the 

observed correlations are not due to random chance. 

Table 5.3.2.1 Model Testing Result: Trends Comparison 

Model Spearman’s Rho P-value 

GPT-4 1 0 

GPT-4 Turbo 0.848500 7.75 × 10$#0 

GPT-4o 0.793435 7.44 × 10$#1 

GPT-3.5 Turbo 0.593245 7.83 × 10$%% 

GPT-4o Mini 0.704623 2.83 × 10$%2 

 

 Below, the comparison of visualized sentiment trends is presented. As verified by the 

Spearman’s Rank Correlation, GPT-4 Turbo displays a highly similar sentiment trend to the 

benchmark GPT-4, showcasing its reliability in sentiment analysis. The GPT-4o model also 

illustrates a similar movement, though with slightly less alignment compared to GPT-4 Turbo. 

However, the remaining models, GPT-3.5 Turbo and GPT-4o Mini, exhibit more divergent 

patterns, highlighting inconsistencies and reduced correlation with the benchmark, which could 

impact their suitability for precise sentiment analysis tasks. These visual results align with the 

numerical correlation values previously discussed. 
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Figure 5.3.2.1 Comparison of Different Models Sentiment Trends 
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5.3.3  Step 3: Stability Testing 

Table 5.3.1 illustrates the Spearman’s rank correlation results of the GPT-4 Turbo model across 

three different trials using the same prompt, with the initial test serving as the benchmark. The 

results from the subsequent tests yielded rhos of 0.917350 and 0.875720, respectively. Despite 

a slight decrease, these values remain within the effective range, demonstrating high stability 

and consistency in the model’s performance. 

 

Table 5.3.1 Model Testing Result: Stability Test 

Model Spearman’s Rho P-value 

GPT-4 Turbo 1st 1 0 

GPT-4 Turbo 2nd 0.917350 5.48 × 10$3% 

GPT-4 Turbo 3rd 0.875720 9.39 × 10$11 

 

Consequently, GPT-4 Turbo has successfully met all testing criteria and is selected as the 

sentiment analysis model for this research. Meanwhile, the zero-prompting is shown to be 

effective on sentiment analytical capabilities for this study. 

 

5.4  Sentiment Data 

Sentiment scores are derived by the GPT-4 Turbo model, using the defined prompt and news 

articles collected previously. 

Figure 5.4.1 presents an analysis of the number of articles and their mean sentiment from 

various news sources used in this study. The x-axis lists the news sources, ranging from 

Bernama to Yahoo News, while the y-axis on the left measures the count of articles from each 

source, represented by bars. The right y-axis represents the mean sentiment of articles from 

each source, shown by the red line. 

 Several observations can be noted from this figure. There is significant variability in the 

number of articles collected from each source. Yahoo News provides the highest number of 

articles, significantly more than others like Bernama and Business Today, which contribute the 

fewest. In addition, the mean sentiment score varies across sources. Notably, Yahoo News, 

despite having the highest number of articles, shows a relatively lower mean sentiment 

compared to sources like The Sun and The Edge Malaysia, which exhibit much higher 
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sentiment scores. This could indicate differences in editorial tone or subject matter focus 

among these sources. 

 There is no clear correlation between the volume of articles and their mean sentiment. For 

instance, The Sun has fewer articles compared to Yahoo News but a much higher mean 

sentiment. This suggests that the quantity of coverage does not necessarily relate to the 

positivity or negativity of the content. The disparity in sentiment and volume across sources 

indicates the need for careful consideration when integrating news data into predictive models. 

Higher sentiment scores from sources with fewer articles might disproportionately influence 

model outcomes if not properly normalized or weighted. 

 
Figure 5.4.1 Number of Articles and Mean Sentiment from Each Source 

 

5.5  Time series analysis 

The stock price data and news sentiment scores are integrated by aligning the date of the stock 

prices with the publication dates of the news articles. The integration involves matching the 

daily stock prices with the mean sentiment scores from news articles published on the same 

day. This alignment helps in constructing a coherent time series dataset where each point 

consists of the stock price and its corresponding news sentiment score, providing a basis for 

further time series analysis. 
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Figure 5.5.1 Sample Five Rows of Aligned Data 

 

 Before proceeding with further analysis, it is crucial to conduct several tests to ensure the 

integrity and stationarity of the integrated time series data. The data from Public Bank is 

selected to conduct test and fine tuning of the time series models. CIMB data will be used to 

evaluate if the analysis and prediction flow on Public Bank data can achieve the same 

conclusion. 

 

5.5.1  ADF Test 

The Augmented Dickey-Fuller test is conducted to assess the stationarity of the stock and 

sentiment data series. The Test Statistic reflects the outcome of the ADF test. A more negative 

test statistic indicates stronger evidence against the null hypothesis, which posits that the series 

has a unit root and is non-stationary. The P-value measures the probability of observing the 

computed statistic if the null hypothesis were true. A p-value lower than 0.05 suggests that the 

null hypothesis can be confidently rejected, indicating that the series is likely stationary. 

Critical Values represent thresholds that the test statistic must fall below to reject the null 

hypothesis at specified confidence levels (1%, 5%, and 10%), each corresponding to a potential 

risk of incorrectly rejecting the null hypothesis. 

From the results [Table 5.5.1.1], the original stock data (I(0)) yielded a test statistic of -

2.217 with a p-value of 0.200. This p-value exceeds typical significance levels, suggesting that 

the null hypothesis cannot be rejected for the original stock data, indicating it is non-stationary. 

Conversely, after differencing once (I(1)), the stock data shows a test statistic of -25.587 with 

a p-value of less than 0.001, significantly rejecting the null hypothesis at all conventional levels 

and confirming that the differenced stock data is stationary. 
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Similarly, the sentiment data, without differencing, presents a test statistic of -10.285 and 

a p-value of less than 0.001. This indicates that the sentiment data is stationary in its original 

form, strongly rejecting the null hypothesis. 

 

Table 5.5.1.1 ADF Test Result 

Data 
Test 

Statistic 
P-value 

Critical Values Reject 

S4 1% 5% 10% 

Stock I(0) -2.217 0.200 -3.439 -2.866 -2.569 ✖ 

Stock I(1) -25.587 <0.001 -3.439 -2.866 -2.569 ✔ 

Sentiment I(0) -10.285 <0.001 -3.439 -2.866 -2.569 ✔ 

 

 

5.5.2  Lags 

By using ACF and PACF, this section delves into the practical application of these analytical 

tools to determine the optimal lag structure for the ARDL model employed in this study. In this 

step, the stock data is normalized by base 10 of logarithmic transformation before evaluation 

of autocorrelation. 

Figure 5.5.2.1 displays the ACF for stock, extending over 100 lags. From the graph, it’s 

evident that there is a significant autocorrelation at lag 0, which is always the case as a data 

point is perfectly correlated with itself. Notably, there’s also a substantial spike at lag 1, 

suggesting a strong correlation between consecutive observations. This indicates that the value 

at one time point is closely related to its immediate predecessor, which is typical for time series 

data where successive measurements are often dependent. 

After the first lag, the autocorrelations drop considerably and hover around zero, 

occasionally peaking slightly but remaining within the confidence bounds. This pattern 

suggests that there is little to no correlation between the observations as the lag increases 

beyond one time unit. The ACF quickly settling near zero implies that the influence of a given 

observation does not extend beyond its immediate successor, highlighting the potential 

memory-less nature of the process being analyzed beyond the first lag. This behavior is crucial 

for determining the order of autoregressive processes where the significant correlation at the 

first lag could suggest a potential AR(1) model fitting for this series. 
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Figure 5.5.2.1 Autocorrelation Function for Stock Data 

 

Figure 5.5.2.2 illustrates the PACF for stock data over 100 lags. The graph indicates a 

significant initial spike at lag 1, confirming a substantial direct correlation and suggesting the 

potential utility of an autoregressive component of order one. Notably, the PACF also shows a 

smaller but significant spike at lag 2 in the negative direction, indicating a possible oscillatory 

pattern which might suggest a correction or a slight reversal effect following the immediate 

influence captured at lag 1. Subsequent lags display smaller alternating positive and negative 

spikes, with diminishing magnitudes that gradually stabilize close to zero. These patterns 

suggest diminishing direct effects with increasing lag number, reinforcing the primary 

importance of the first two lags while indicating that higher-order terms may provide 

diminishing returns in capturing additional autocorrelation structure in the stock price data. 

Overall, an AR model incorporating the first two lags could potentially provide a more nuanced 

understanding of the stock price dynamics, capturing both the immediate effect and its 

immediate aftermath. 
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Figure 5.5.2.2 Partial Autocorrelation Function for Stock Data 

 

Both ACF and PACF indicate significant autocorrelation at the first lag, confirming the 

importance of the immediate past value in predicting the current value. The PACF’s additional 

insight into the second lag and the alternating pattern offers a deeper understanding of the data’s 

behavior. 

Figure 5.5.2.3 depicts the ACF for sentiment data analyzed over 100 lags. The ACF shows 

a unique, gradually decaying pattern from a strong initial positive autocorrelation at lag 0, 

which naturally measures a perfect correlation with itself. As the lags increase, the 

autocorrelation values demonstrate a consistent and smooth decay into negative territory, 

indicating a changing relationship in the sentiment data over time. Notably, the autocorrelations 

initially remain positive but decrease swiftly within the first few lags, and then start oscillating 

below zero. This sinusoidal-like pattern, where the autocorrelations drop below zero and 

gradually return to zero, suggests some periodic or cyclic behavior in the sentiment data, 

possibly echoing regular fluctuations in public sentiment or recurring themes in the news cycle. 
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Figure 5.5.2.3 Autocorrelation Function for Sentiment Data 

 

Figure 5.5.2.4 depicts the PACF for sentiment data analyzed over 100 lags. Initially, the 

PACF exhibits a substantial spike at lag 1, suggesting a significant direct correlation with the 

immediate previous value. This implies that yesterday’s sentiment has a substantial direct 

influence on today’s sentiment, supporting the inclusion of an AR(1) term in predictive 

modeling. Meanwhile, a significant negative spike at lag 2 stands out, indicating an inverse 

relationship immediately following the first lag. This could suggest a corrective effect where a 

particularly strong sentiment one day could lead to a rebound effect the next day. 

 

 
Figure 5.5.2.4 Partial Autocorrelation Function for Sentiment Data 

 

These findings suggest that an AR(1) model could be particularly effective in capturing the 

primary dynamics of sentiment data, with considerations for adding corrective components to 

account for the rebound effect observed at lag 2. 
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However, when integrating both sentiment and stock data into an ARDL model, the 

selection of appropriate lags becomes a nuanced task that extends beyond the insights provided 

by the PACF and ACF. In an ARDL framework, the key is to determine the optimal lags that 

capture both the immediate and potentially delayed interactions between the variables 

effectively. While PACF and ACF are instrumental in identifying potential lags for individual 

time series, the specific lags still depend on the combined dynamic behavior as revealed 

through the ARDL modeling process. 

 

5.6  Prediction 

Based on the discussion in the previous section, a lag of 1 for stock data and lags of 1 to 2 for 

sentiment data have been selected to model the dynamic relationships within the ARDL 

framework. This configuration is informed by the PACF and ACF analyses, which indicated 

significant correlations at these specific lags. 

 To operationalize this, the ARDL equation for predicting future stock prices can be 

formalized as follows: 

 &" = α + β%&"$% + γ%A"$% + γ#A"$# + ϵ" (7) 

where: 

• &"  is the log of stock prices at time 5. 

• A" represents the sentiment scores at time 5. 

• α, β, γ values are the coefficients to be estimated. 

• ϵ" is the error term. 

 

The dataset is partitioned into training and testing subsets to rigorously evaluate the ARDL 

model’s performance in forecasting stock prices based on sentiment data. Specifically, 80% of 

the data is allocated for training, involving the calibration of the ARDL model’s parameters to 

optimally fit the historical data. The remaining 20% is reserved for testing, which provides an 

unbiased evaluation of the model’s predictive accuracy on new, unseen data. 

RMSE is employed to assess the accuracy of the ARDL model’s predictions. Table 5.6.1 

outlines the RMSE for each sentiment data lag when fit into the ARDL model. A lower RMSE 

indicates a model with higher predictive accuracy, suggesting that the corresponding lag 

configuration more effectively captures the dynamics influencing stock prices. The RMSE 

values as shown in Table 5.6.1 reveals that the lag 2 configuration results in a lower RMSE of 
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0.1080 compared to lag 1. This suggests that incorporating sentiment data from two days prior 

yields a more accurate prediction of stock prices within the ARDL model framework. 

 

Table 5.6.1 Comparison of RMSE for Different Sentiment Data Lags 

Sentiment Data Lag RMSE 

1 0.1261 

2 0.1080 

 

By applying a lag of 2 for sentiment data, Figure 5.6.1 and Figure 5.6.2 showcases the 

ARDL model’s performance by comparing the initial stock prices with the forecasted values 

from August 2023 to January 2024. The graph deliberately starts in 2023 to emphasize the 

trend of the forecasted values. As can be observed, the forecasted trend closely follows the 

actual stock prices in several segments, capturing the general upward and downward 

movements. However, it also deviates at certain points, reflecting the inherent challenges of 

predicting financial markets with precision.  

Besides, as the trend of forecasted values slightly lags behind the actual stock prices, it can 

serve as a useful reference for anticipating trend movements in advance. This slight lag in the 

forecast may provide investors and analysts with a predictive advantage, allowing them to 

foresee potential upward or downward shifts before they fully materialize in the market. By 

examining these forecasted trends, stakeholders can make more informed decisions, potentially 

gaining an edge by acting on these predictions prior to broader market recognition. This 

predictive feature of the ARDL model highlights its utility in financial forecasting, where even 

a slight lead time can significantly impact investment strategy and market positioning. 

 
Figure 5.6.1 ARDL Model Forecasting Results for a Sentiment Lag of 2 
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Figure 5.6.2 Comparison of Initial and Forecasted Stock Prices for Public Bank 

 

Another dataset from CIMB is evaluated with the same settings and parameters as Public 

Bank. Figure 5.6.2 illustrates the forecasting performance of the ARDL model applied to 

CIMB’s stock data from August 2023 to January 2024. While the forecasted and actual stock 

prices display congruent trends at certain intervals, there are noticeable deviations in overall 

trajectory alignment. The forecasted values slightly lag behind the actual stock prices, similar 

to the trend observed with Public Bank. This lagging effect is a common characteristic seen in 

both datasets, indicating the model’s inherent response delay to market dynamics. The model 

captures several peaks and troughs, demonstrating its sensitivity to market dynamics, though 

not always aligning perfectly with the timing and magnitude of actual stock movements. 

 

 
Figure 5.6.3 Comparison of Initial and Forecasted Stock Prices for CIMB 
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The performance of the ARDL model in forecasting stock prices for both Public Bank and 

CIMB reveals a nuanced efficacy. Although the model does not always match the actual stock 

prices with high precision, it successfully captures the general trends and oscillations in the 

market. The slight lag observed in the forecasted values relative to the actual prices, consistent 

across both datasets, suggests that while the model may not be optimal for precise timing 

predictions, it remains valuable for anticipating general market movements. 

This predictive capability of the ARDL model directly contributes to the research’s primary 

aim of evaluating the performance and potential of models in financial sentiment analysis and 

their applicability in predicting stock market movements. The successful capture of general 

market trends by the ARDL model, despite slight lags, demonstrates its usefulness in providing 

foresight into market dynamics, which aligns with the sub-objective of developing a simplified 

analysis process by correlating sentiment scores with stock trends. 

 

5.7  Source Comparison 

Table 5.7.1 presents a summary of the number of articles and the RMSE for each news source 

provided by Public Bank, providing insights into how the quantity of content and the predictive 

quality of sentiment data from different sources influence ARDL model stock market 

forecasting accuracy.  

From the table, we can observe Malay Mail has a relatively low RMSE of 0.0702 despite 

having a moderate number of articles (125), suggesting that its sentiment data may be more 

predictive or more aligned with stock market movements. Yahoo News and The Star both have 

a high number of articles (127 and 124 respectively) with relatively low RMSE values (0.0984 

and 0.0970 respectively), indicating effective sentiment analysis contributing to accurate stock 

price predictions. Free Malaysia Today and The Sun, with fewer articles (63 and 98 

respectively), exhibit higher RMSE values (0.1521 and 0.1364 respectively), which could 

indicate less predictive accuracy or less relevant sentiment data impacting stock price 

movements. Notably, Bernama and Sinar Daily have dashes in the RMSE column due to the 

insufficient number of articles (23 and 3 respectively), making it difficult to compute a reliable 

RMSE. 

These findings suggest that not only the quantity but also the quality of sentiment analysis 

from each news source plays a crucial role in forecasting stock prices. Sources like Malay Mail, 

despite not having the highest article count, demonstrate better forecasting capabilities possibly 

due to more relevant or accurate sentiment extraction from their articles. This analysis aligns 
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with the research objectives to evaluate how different news sources influence stock market 

movements and to streamline the use of sentiment analysis in stock prediction. 

 

Table 5.7.1 Prediction Performance for Each News Sources 

News Source Number of Article RMSE 

The Star 124 0.0970 

New Straits Times 84 0.1206 

Yahoo News 127 0.0984 

Malay Mail 125 0.0702 

Free Malaysia Today 63 0.1521 

Bernama 23 - 

The Edge Malaysia 127 0.1133 

The Sun 98 0.1364 

Business Today 68 0.0823 

Sinar Daily 3 - 
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Chapter 6 

 
Conclusion 
 

6.1  Conclusion 

The realm of stock investment full of risk and uncertainty, and therefore, an effective stock 

prediction method is essential for investors and financial professionals. While many prediction 

techniques proposed, existing methods often overlook the influence of different news sources, 

specifically in Malaysia, and utilise outdated sentiment analysis techniques in the prediction 

model. This project aimed to integrate the state-of-the-art GPT model and propose a simplified 

prediction method in stock investment.  

The research explored the efficacy of the ARDL model combined with GPT-4 Turbo for 

sentiment analysis to predict stock market movements, focusing on the impact of various news 

sources on stock price fluctuations. The sentiment analysis, powered by GPT-4 Turbo, 

provided a robust framework for evaluating the emotional tone of financial news. Although no 

model yields 100% accuracy in sentiment prediction, this tool served as a valuable benchmark 

in the study, aiding in the correlation of sentiment scores with market movements and offering 

insights into the predictive relevance of various news sources. 

To achieve its objectives, the project designed and conducted comprehensive tests to 

evaluate the capabilities and performance of the GPT-4 Turbo model in analyzing the sentiment 

of financial news. This exploration proved instrumental in establishing a robust framework for 

sentiment analysis, although it also highlighted the inherent limitations of current AI 

technologies in achieving absolute accuracy. Besides, the research extensively investigated 

how different news sources influenced stock market movements. By utilizing the ARDL model 

integrated with sentiment scores derived from GPT-4 Turbo, the study quantified the impact 

of various news outlets. This analysis revealed significant variability in the predictive relevance 

of different sources, thereby providing valuable insights into which sources wield the most 

significant impact on stock prices. 

A key aim was to develop a simplified process by comparing sentiment scores with stock 

trends, thereby streamlining the use of sentiment analysis in stock prediction. Through 

systematic data preprocessing and integration of sentiment analysis with the ARDL model, the 
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research demonstrated a practical approach to combining quantitative sentiment data with stock 

market analytics, though it also underscored the need for further refinement to enhance 

predictive accuracy. 

The results and discussions provided a critical examination of the predictive capabilities of 

the ARDL model. Despite its sophisticated integration of sentiment analysis, the ARDL model 

demonstrated moderate success in accurately forecasting stock market trends. This was 

evidenced by the variability in RMSE values across different news sources, suggesting that 

while some sources provided valuable predictive insights, others might require more nuanced 

analysis techniques or could be less influential than hypothesized.  

This research not only met its objectives but also opened avenues for future inquiries into 

the integration of more nuanced sentiment analysis techniques and hybrid predictive models 

that may offer greater accuracy and reliability in stock market forecasting. 

 

6.2  Recommendations 

The integration of additional macroeconomic variables and alternative sentiment indicators to 

capture market dynamics more comprehensively. This could involve including factors like 

economic indicators, market indices, or even global events that significantly impact market 

movements. Moreover, there is a potential benefit in exploring hybrid models that combine the 

strengths of ARDL with other predictive algorithms, such as machine learning and deep 

learning approaches. These hybrid models could potentially improve both the accuracy and 

robustness of the predictions by leveraging the unique capabilities of each approach. 

In addition, to keep pace with the rapidly changing financial markets, continuous updates 

and training on newer datasets are crucial for enhancing the GPT model’s understanding of 

market linguistics and evolving sentiment. This involves retraining the models periodically 

with updated news articles, financial reports, and market data that reflect current market 

conditions and sentiment. Moreover, implementing ensemble techniques that combine the 

outputs of several sentiment analysis models could significantly refine the accuracy and 

reliability of sentiment scores. This ensemble approach can mitigate the weaknesses of 

individual models and provide a more balanced and nuanced analysis of market sentiment. 

On the other hand, expanding the scope of data sources is vital for capturing a more holistic 

view of market sentiment. This could include broadening the data acquisition to encompass 

social media platforms, financial forums, and analyst reports, which can provide a wealth of 

real-time and diverse perspectives on market conditions. Moreover, utilizing advanced web 
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scraping techniques to harness real-time data would allow for dynamic model adjustments and 

predictions. These techniques ensure that the models have access to the most current data, 

enhancing the timeliness and relevance of the predictive outputs. 

Future studies could explore the intersection of behavioural finance theories with 

computational models to understand the psychological factors driving market trends. 

Investigating the impact of geopolitical events or unexpected market shocks could also provide 

deeper insights into the resilience and adaptability of predictive models in finance. 
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