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ABSTRACT 
 

This project focuses on developing a sales forecasting system for the fashion retail industry to 

solve some problem including feature selection, algorithm limitations, and data visibility. 

Traditional statistical methods like SARIMA and Holt-Winters, along with machine learning 

techniques like LSTM, Prophet, and XGBoost, are evaluated for their effectiveness in sales 

forecasting. Data preprocessing including differencing and transformation are applied to ensure 

data stationarity, while feature engineering enhances model performance. Both daily and 

monthly forecasts have been developed and performance metrics show that the daily forecasts 

are more accurate than the monthly forecasts. Out of these models, XGBoost shows the best 

result compared to other models with the lowest forecast error and closest alignment with actual 

sales data. It also has been chosen for further analysis and deployment in the forecasting 

system. The findings derived from this project are useful in understanding the practice of 

machine learning tools in the sales forecasting of the fashion retail business and the role of 

model selection and preprocessing of data in enhancing the forecast results.  In order to help 

users make informed decisions, the chosen model will be implemented into a web application 

that lets them input dates and evaluate prediction results. 
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Chapter 1: Introduction 

1.1 Background Information 

Sales forecasting is a method to foresee how much of a product or service over the following 

weeks, months, quarters, or even years. Sales forecasting is very important because it can 

determine the success and overall performance of businesses. Sales forecasting utilises 

historical sales data which involves analysing past sales data to identify patterns, trends, and 

other factors such as promotions and seasonality. Sales forecasting is especially important in 

consumer-focused businesses operating in sectors like retail, electronics, fashion, and apparel 

[10]. Consumer demand in these sectors may be very unpredictable and impacted by quickly 

evolving trends. Therefore, keeping the proper inventory levels and making sure that items are 

accessible when consumers need them depends on having an accurate forecast of future sales. 

However, inaccurate forecasting will result in two problems such as supply shortage or having 

excessive inventories and businesses suffer financial losses and lose the trust of their customers 

[1]. In order to maintain growth and profitability, accurate sales forecasting is crucial. 

 

The fashion industry has highly competitive and accurate sales forecasting essential for 

business to achieve success. Due to its distinctive characteristics such as short product life 

cycles, unpredictable demand, a large variety of product options, and complicated supply 

chains, the fashion sector presents obstacles to predict accurate sales forecasting. Sales of 

fashion items are also heavily influenced by seasonality, and the changing market 

circumstances and other elements that have an impact on fashion sales make statistics on sales 

even more volatile and unpredictable [2]. The ambiguous consumer tastes, dynamic market 

circumstances, and several elements that affect fashion sales such as societal trends, historical 

events, and even weather patterns will cause sales data in the fashion industry is highly 

inconsistent and randomicity. These models must be reliable and capable of incorporating both 

historical data to make accurate predictions. They should also consider the various factors and 

seasonality associated with fashion sales. 

 

In this report, several traditional methods and machine learning methods for time series 

forecasting were applied to predict the trend and seasonality based on historical data which 

include holiday and promotion. It may give insight into the preferences of the consumer and 

leading to most accurate sales predictions.  
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1.2 Problem Statement  

The fashion retail sector is recognized for its dynamic and fast-paced environment, where 

customer tastes are always shifting, and trends change quickly [1]. This project aims to create 

a sales forecasting system that can precisely estimate sales in order to optimize inventory 

management and marketing initiatives in this highly competitive environment. The 

development of a web-based system involves several key steps including data preparation, 

feature engineering, identifying significant variables, implementing algorithms, and comparing 

and interpreting of graph that generated by models. These steps are essential to guarantee the 

sales forecasting system's efficacy and accuracy. 

There are a few problems that identified during the development process, which present 

challenges for developing a sales forecasting system that can provide fashion retailers with 

accurate and actionable predictions, ultimately improving their overall business performance. 

 

1. Selection of features and variable for sales forecasting 

The features and variables selection are crucial for forecasting task as it requires a deep 

comprehension of the variables that affect sales forecasting result. In the fashion retail industry, 

these variables can influence sales include marketing and promotion, seasonality and trend and 

external factors. A thorough study of the fashion retail business and the unique market 

dynamics at play is necessary to choose the ideal features and variable. For example, variable 

such as holiday, promotion, discount can be crucial for sales forecasting. However, these data 

may be incomplete or inconsistent depending on dataset and seasonality. Sometimes, the data 

not properly recorded or stored in various format such as csv or XLSX file. This makes it 

challenging to integrate them into the forecasting model. Besides, it is important to ensure that 

all features remain relevant considering the time dimension and continue be predictive with the 

target variables at the forecast horizon. Thus, selecting the right features and variables is crucial 

for developing accurate sales forecasting models in the fashion retail industry [4]. This problem 

is solved in data preparation phase of the proposed methodology. 

 

2. Time series algorithms limitation. 

Each time series algorithm has its own set of advantages and disadvantages, therefore choosing 

the best one for forecasting is essential. There are drawbacks to use traditional statistical 

methods such as ARIMA and exponential smoothing models. They struggle to capture complex 

patterns in the data compared to ML models like neural networks. Moreover, these methods 
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require the data to be stationary. This indicates that the data's statistical characteristics remain 

constant across time. However, time-series data frequently show non-stationary behaviour in 

real-world situations which can challenge the effectiveness of these techniques. Traditional 

time-series techniques also depend on elements that are manually constructed and taken from 

the time series itself including seasonal indicators and lag value. On the other hand, machine 

learning techniques can automatically extract complex representations from unprocessed data 

and maybe identify more informative characteristics. Besides, handling seasonality and trend 

can be challenging. Although time-series techniques can handle seasonality and trends, but 

they may require explicit modelling or differencing steps. ML methods have the ability to 

automatically recognize and adjust to complex temporal patterns such as trends and seasonality. 

Consequently, choosing the best time series algorithm is essential to success if wish to offer 

precise and insightful information to support marketing decision-making. This problem is 

solved in data training phase of the proposed methodology where all the algorithms are 

compared based on their results like RMSE, MAE and MAPE. 

 

3. Inability to track trends. 

Accurately tracking and applying current trends into sales forecasting is challenging. Fashion 

trends are characterized by their chaotic and quick shifts which are frequently impacted by 

factors like cultural events, social media trends, and celebrity endorsements. Manual methods 

often have trouble understanding and recognizing the complex patterns that affect sales. These 

patterns might include shifting market dynamics, customer preferences, demand patterns, and 

external events like promotions. Fashion retailers may make decisions based on outdated 

assumptions and miss opportunities to capitalize on emerging trends because they do not have 

ability to track these trends efficiently. Furthermore, businesses may struggle to distinguish 

between short-term fluctuations and long-term trends and difficult to do decision-making for 

the strategy planning. Their capacity to adjust and compete in a continuously changing market 

may be constrained by their failure to identify trends rapidly [5]. This problem is addressed in 

the data training phase of the proposed methodology where the results and graphs give insights 

about trend. 

 

4.  Lack of visibility into sales data 

Businesses often don't have access to their sales data without a reliable sales forecasting system. 

They might have trouble efficiently gathering, arranging, and analyzing relevant information. 
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It is difficult to see patterns, abnormalities, or new sales trends because of this poor visibility 

and it will lead to missed opportunities. It's possible for Businesses to overlook the profitable 

fashion goods and consumer categories. As a result, they may make decisions depending on 

incomplete or outdated information which might produce less-than-ideal results. Furthermore, 

businesses may be unable to react promptly to market shifts or pressure from the competition 

due to a lack of data visibility. Without a good understanding of sales data, it becomes difficult 

to match resources, marketing initiatives, and manufacturing with real demand. 

 

1.3 Motivation 

The challenges that faced by fashion retailer such as improper inventory management and 

rapidly changing of trend is the motivation of the project. Through the utilization of past sales 

data and relevant factors including trends, seasonality, and external influences, the models that 

develop in this study that assist fashion retailers in making well-informed decisions and 

enhancing their overall performance as a business. In this project, five time series model which 

are SARIMA, Holt-Winter exponential smoothing, LSTM, Prophet, and XGBoost will be 

perform.  This report will compare these algorithms' performance on an actual dataset to offer 

insightful information about how well they identify important variables for sales forecasting. 

Retailers will be able to boost consumer happiness and loyalty by using this information to 

develop targeted marketing campaigns and manage inventory control. 

 

1.4 Research Objectives 

i) To compare the effectiveness of traditional time series sales forecasting 

methods with machine learning based sales forecasting methods 

The sales data for analysis should convert into a time series format and handling 

missing value. The various algorithm to train the model and evaluate the 

performance of each algorithm using metrics such as Mean Absolute Error(MAE), 

Root Mean Squared Error(RMSE) and Mean absolute percentage error (MAPE). 

Then, compare the performance of each algorithm based on evaluation metrices and 

visual inspection of the forecasts. Therefore, it can select that which algorithms 

provide the most accurate and reliable forecasts for the sales data.  
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ii) To develop a web-based sales forecasting system that utilize data analytics and 

AI. 

The purposed system is to implement advanced trend analysis advanced data 

analytics and artificial intelligence (AI) techniques to analyse large volumes of data. 

Users can track and analyse previous data as well as future sales dynamics by using 

advanced technology such as time series analysis and machine learning algorithms 

to detect patterns, seasonality and other external factors. The machine learning 

algorithms such as SARIMA, LSTM, XGBoost, FB Prophet, and Holt-Winter 

exponential smoothing to build predictive models for sales forecasting can provide 

accurate forecasts based on historical sales data and other relevant factors. 

Therefore, businesses can better predict future demand to respond to market 

changes rapidly and also maintain their competitiveness in the fashion industry. 

 

iii) To develop a web-based sales forecasting system with that will auto generate 

visualization graph in a dashboard. 

The purposed system will provide a user-friendly interface which is provide an 

interactive dashboard. The dashboard will auto generate visualize graph such as pie 

chart, line graph and bar chart which represents the sales forecast to the users to 

more understand the complex sales data. Therefore, users can quickly view and 

make decision by identify trends, patterns within the system to adapt swiftly to 

change circumstances. 

 

1.5 Project Scope and direction 

The aim of this project is to apply traditional time series methods and machine learning 

methods to develop an accurate sales forecast model for the product type: men’s premium 

weight cotton crew neck tee of Oxwhite Malaysia. The project will mainly use historical sales 

data to identify the pattern and trends for the purpose of modeling and evaluation of the 

forecasting models. The system will use various variables such as seasonality, trends, and 

external factors in an effort to provide accurate future sales estimates. 

Below is the direction of the project: 
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i) Review Research: Research about SARIMAX, LSTM, Prophet, XGBoost, Holt-

Winter exponential smoothing, and other related topics. 

ii) Data preprocessing: Clean, normalize and engineer the features of fashion sales 

from the historical data in order to analyze it as time series data. 

iii) Data Splitting: Divide the dataset into train and test set for the evaluation of the 

training model. 

iv) Model Implementation: Implement each algorithm on the cleaned dataset.  

v) Performance Analysis: Analyse the outcomes of each algorithm using 

performance measures. 

vi) Hyperparameter Tuning: Improve the performance of the machine learning 

forecasting model by hyperparameter tuning then evaluate the results again. 

vii) Model Selection and Deployment: After training the models, choose the one that 

gives the best performance and then integrate the selected model to be hosted in a 

web-based application. 

viii) User Interface Development: Design an engaging and easy to navigate dashboard 

using Streamlit for the presentation of the forecasted sales data in the form of 

graphical and tabular representations for ease of understanding for the end users. 

 

1.6  Contributions  

This project is very beneficial to the fashion industry as they enhance decision making with 

access data-driven insights. It also enables businesses to stay competitive in the market. They 

can better meet customer demand to market change quickly. This will help them to increase 

consumer satisfaction. This project also will contribute to help improve inventory management 

procedures by lowering the chance of stockouts and overstocks. The system also provides the 

visualization such as graph which make it for understand. Users may rapidly identify trends, 

patterns, and anomalies in the data with the help of visualizations and allow them to make 

judgments on the prediction with knowledge. Additionally, the predicted information may be 

presented more effectively and persuasively for stakeholders by using graphs.  Thus, the 

system's usability and efficacy in supporting decision-making processes are improved using 

visualizations. 
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1.7   Report Organization 

The report is organized into six chapters, outlined as follows: 

 Chapter 1 is introduction part. This chapter presents background information, problem 

statement and motivation for the project, objectives of the research, scope of the project and its 

expected contribution. 

 

Chapter 2 is literature review. This chapter reviews previous studies that focused on sales 

forecasting techniques and performance metrices. These models include SARIMAX, Holt-

Winters, LSTM, Prophet, and XGBoost. Their applicability and constraints in relation to sales 

forecasting are examined. 

 

 In Chapter 3, the methodology is described. This chapter  reflect on the workflow of the 

project, data preparation process and the technical requirements such as the hardware and 

software used. It describes the methods used to preprocess the data and design the experiments 

performed to train and evaluate the models. 

 

 Chapter 4 is system design. This chapter discusses overall design and architecture of the 

sales forecasting system. 

 

Chapter 5 is known as experimental result and discussion. This chapter covers the 

experiments conducted to develop the forecasting models. It includes a detailed discussion of 

the results from both daily and monthly forecasts, as well as the technical aspects of the 

experimental setup, tools, and evaluation of the forecast outputs. 

 

 Chapter 6 is the deployment part for the proposed system. This chapter will concentrate on 

applying the best model into practice using Streamlit. It also explains how the model is 

incorporated into a web-based application to enable users view the forecast results. 

 

Chapter 7 is conclusion and future work. The last chapter provides a brief review of the 

main findings of the project and suggestions for further research. This provides a perspective 

on the effectiveness of the forecasting system and ideas for further enhancements or potentially 

extended features, which can be considered in subsequent research. 
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Chapter 2: Literature Review 

2.1 Traditional Methods vs. Machine Learning for Time Series Forecasting 

Time series analysis is a statistical approach used to analyze and identify significant patterns 

in time-ordered data. [3] It involves predicting future value based on historical observation of 

a time-ordered dataset.  Sales can be considered as time series.  It would be years, months, 

weeks, day and observe from a series of distinct time periods that follow one another. However, 

time series data frequently displays complex patterns, including trends, seasonality, and 

abnormalities which make accurate forecasting difficult. 

 

Traditionally, time series forecasting has relied on mathematical and statistical methods like 

regression, exponential smoothing, Holt Winters model and ARIMA (Autoregressive 

Integrated Moving Average). These traditional approaches might not be able to adequately 

convey the complex dynamics and patterns present in the fashion industry [6]. Researchers 

have investigated other approaches such as using machine learning to improve fashion sales 

forecasting, to overcome these limitations. In [7], the authors focused on comparison between 

ML methods and traditional statistical methods for time series forecasting. The objective of 

both statistical and machine learning techniques is to reduce the sum of squared errors in order 

to increase predicting accuracy. ML techniques need more computer science knowledge since 

they are computationally more complex than statistical techniques. Therefore, machine 

learning (ML) techniques provide a more complex and flexible way of predicting since fashion 

trends are dynamic and ever-changing. In [8], the authors identify the best algorithms and use 

several machine learning approaches to estimate a retail store's sales. This research compared 

the effectiveness of boosting and normal regression methods in sales forecasting.  According 

to this study, statistical techniques like regression and ARIMA might not adequately represent 

the subtleties and complexity of sales forecasting. Moreover, Gradient Boost is the best 

predictor for sales forecasting with having the least RMSE value. In [9], this paper aims to 

evaluate the performance of advanced ML techniques with traditional statistical methods for 

time-series forecasting of seasonal item sales.  When dealing with non-stationary data or data 

with significant seasonal components, the paper mentioned that traditional statistical methods 

may not perform effectively. When compared to traditional statistical methods, neural networks 

such as CNN and LSTM were shown to perform well and demonstrate the great potential of 

machine learning techniques for time-series forecasting. Considering the previously mentioned 

success of AI, time-series forecasting may be advanced using ML techniques. 
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In fashion retail forecasting, this project applies machine learning methods such as LSTM, 

prophet model, extreme gradient boosting (XGBoost). The classical forecasting method like 

SARIMA and Holt-winter exponential smoothing also utilized to forecast. In order to 

understand and use of machine learning techniques for forecasting, this project compares the 

performance of modern and traditional forecasting techniques.  

 

2.2  Previous works on Sales forecasting 

The development of traditional time-series analysis and machine learning technique makes the 

fashion retail industry can forecast sales. After utilizing the machine learning, it has can 

increase profitability and streamline inventory management. In this chapter, we review 

previous works on sales forecasting techniques in the literature. 

2.2.1 SARIMAX 

SARIMAX (Seasonal Autoregressive Integrated Moving Average with exogenous variables) 

is a statistical model used in time series forecasting of both trends and seasonal factors from 

the data set. SARIMAX is an advanced form of ARIMA model that incorporate seasonal 

influences and possesses the ability to incorporate exogenous variable which can enhance its 

predictive capability. SARIMAX model’s understanding can start with the basics of ARIMA 

(Autoregressive Integrated Moving Average) model. The ARIMA model is a time series 

forecasting based on three key components: 

• autoregression (AR): This refers to the technique of using past value to forecast the 

future value in a time series. 

• moving average (MA): This component defines how a given observation is connected 

to an error or residual from a moving average model. 

• integration (I): This involves differencing the data to achieve stationarity, which is a 

requirement for time series analysis. 

In order to cope with seasonal variations in the data, SARIMAX improves ARIMA by 

including the capacity to simulate seasonality. Furthermore, it includes the exogenous variable 

‘X’ in SARIMAX that can be considered as holiday, promotion or any other external factor 

that can annoy impact the sales. These variables enable the models to explain the external 

factors other than the inherent trends within the sales data. The SARIMAX model is 

particularly helpful in sectors such as the retail because fluctuations and events outside the 
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business directly affect sales. Overall SARIMAX model is more comprehensive then the basic 

ARIMA implementation as it considers both seasonal variations and other external factors that 

influence the shape of demand curve. In SARIMAX model, the parameter are represented as 

(p,d,q) (P,D,Q,s) 

• p: the number of lag observations in the model. 

• d: the number of differences. 

• q: the number of moving averages. 

• P: Seasonal Autoregressive 

• D: Seasonal Integrated 

• Q: Seasonal Moving Average 

• s: the number of observations per seasonal cycle. 

[12] The author is employed the SARIMAX model to enhance demand forecasting and 

inventory management. This model is particularly effective in addressing the challenges of 

seasonal patterns in sales data. By integrating historical sales data with relevant external 

factors, the SARIMAX model improves the accuracy of predictions. This study emphasizes 

how essential stationarity is for accurate forecasting when dealing with univariate time series 

data. The Dickey-Fuller test is a statistical tool that was developed to assess whether or not the 

data displays stationarity. The authors utilized this test to assess stationarity. They also used 

transformation and differencing techniques to get the data to become stationary. The 

SARIMAX model with parameters (1,1,1) (1,1,1,12) was implemented in this study to capture 

both non-seasonal and seasonal components of the time series. To evaluating performance, 

Mean Absolute Error (MAE) and Root Mean Square Error (RMSE) were used for the 

evaluation of prediction accuracy of the model. The authors also employed bar and the line 

graphs in displaying the outcomes of the model for easier understanding of their findings. 

[13] This paper provided an overview of approaches in retail supply chain management (SCM) 

particularly for perishable products like fruits and vegetables. It compared the performance of 

LSTM, SARIMA and SARIMAX. The actual retail sales data collected in the study form over 

37 months of retail activity of an Austrian retailer. This paper uses actual sales data as a 

measure of customer demand recognizing that it is difficult to capture true demand in food 

retail. The paper also highlights the need to consider the external environment for accurate 

forecasting with more focus on promotion. This causes fluctuations of sales with peaks being 

associated with promotions and thus posing a challenge of ensuring right stock levels are 
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maintained for products. The primary focus of this analysis will be to assess the correlation 

between promotional activities and the sales performance. When the external features such as 

promotions were integrated into SARIMAX models, it was able to increase the forecast 

accuracy by 53% for some product such as salad and tomato. The performance of SARIMAX 

was better than simpler models such as ARIMA or SARIMA in evaluating the effect of 

seasonality and external changes. The authors also note that the SARIMAX modeling approach 

is especially beneficial if the said product undergoes fluctuating demand patterns. Below are 

the optimal parameters that used for each model：  

 

Figure 2.2.1.1 Optimal parameters for each model 

 
Forecast accuracy was evaluated using metrics such as Mean Absolute Percentage Error 

(MAPE) and Root Mean Square Error (RMSE). The paper mentioned that MAPE less than 10% 

is highly accurate forecasting, 10%-20% is good forecasting, 20%-50% is reasonable 

forecasting and more than 50% is inaccurate forecasting. The study concluded that SARIMAX 

is highly effective for retail demand forecasting when external factors are significant. However, 

it requires a thorough understanding of the business environment to select appropriate external 

variables and accurately assess their impact on sales. The review also considers time series 

techniques like SARIMAX integrated with machine learning models like LSTM so as to come 

up with hybrid models for modeling the relationships. This hybrid approach can lead to more 

robust demand predictions in complex retail environments. 

[14] This paper analyses the use of SARIMAX on a dataset sourced from Walmart stores. This 

dataset comprises two years data especially sales data of the store. It mentions that the 

modelling of seasonality and the other factors are the special features of SARIMAX. Through 

the incorporation of the external variables such as holiday and weather conditions, the paper 

shows a way of utilizing SARIMAX with its parameters calibrated on the retail sales dataset. 

These external factors help make the forecasting model more accurate and resistant to 

distortions. The paper also focuses on how exactly SARIMAX deals with intricate seasonal 
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features which is quite essential for retail sales data analysis because consumers’ behavior is 

cyclical by nature. The author also compared SARIMAX with other machine learning methods 

like Random Forest and decision tree and get the conclusion that SARIMAX is suitable for the 

data set. In conclusion, this paper finds that SARIMAX is effective in retail data forecasting 

especially in capturing seasonality and external factors but care should be taken when choosing 

external variables and possibly using a combination filter techniques like ensemble with 

SARIMAX. Below is the result of the different models: 

 

Figure 2.2.1.2 Result of different models 

 

2.2.2 Holt-winter exponential smoothing 

The exponential smoothing method used in Holt-Winter's exponential smoothing method is a 

forecasting technique that is based on expecting outcomes from the prior period. To deal with 

seasonal data trends, this approach also adds parameters. Three features of the time series may 

be modelled using the Holt-Winters method: 

• Level: Represents the average value in the series 

• Trend: Represents the slope of the series over time 

• Seasonality: Represents the seasonal component of the data 

 

[15] This paper is discussed about the implementation of the exponential smoothing additive 

method for predicting seasonal time series. The dataset is the number of passengers departing 

at Hasanudin Airport from 2009-2019. The research incorporates the method in order to 

enhance the forecasting precision with three parameters including level (α), trend (β), and 

seasonal (γ) in generating the forecasts. The paper compares the results of the Holt-winter 

additive and additive damped smoothing methods for forecasting. The best model based on 
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error metrices like MAPE and MSD. The paper mention that holt-winter additive model is 

suitable for accurate forecasting of time series data. The best model of holt-winter model with 

the parameter which is mean=0.4, trend=0, and seasonal=0. It is the smallest MSE value which 

is 7211794499. The findings suggest that passenger number is well predicted by the additive 

Holt-Winters model, the model reflecting the higher fluctuation in July and the yearly increase 

in passengers’ departures. The model enables forecasting of future trends which is helpful in 

planning operations of the airport and managing capacity to accommodate higher traffic. 

 

[16] The author developed eight forecasting methods which is for pharmaceutical retail sector 

which is aimed to reduce shortages in drug supply. The models are focus on short-term time 

horizons in 3-month periods to enhance accuracy in drug sales forecasting. The eight methods 

are separated into two categories which are methods with no seasonality and methods with 

seasonality. Holt-winter additive methods is effectively handling additive seasonality in time 

series data. The result shows that the Holt-winters multiplicate method can enhance forecasting 

accuracy at both the pharmacy chain and individual pharmacy levels. The model integrates 

Holt-winters methods to respond to fluctuation in weekly sales and improve overall accuracy 

in the pharmaceutical retail sector. 

 

2.2.3 LSTM 

One popular recurrent neural network (RNN) architecture in deep learning is the LSTM (Long 

Short-Term Memory Network). It is a kind of neural network that can identify patterns in time-

series data that indicate long-term interdependence. It is very effective at identifying and 

forecasting patterns in sequential data, such as voice, text, and time series.  

 

[19] proposed a system that predict stock demand based on previous data. It assists businesses 

in overcoming issues with overstock or stock outs brought on by incompetent management or 

estimate abilities. This paper had implemented various algorithms like LSTM, Regression and 

Support Vector Machine (SVM) to predict sales. Specifically, the authors applied LSTM to 

predict sales in the liquor retail sector with a special emphasis on the temporal sequences of 

the sales data. The paper provides a methodology for demand forecasting in the retail industry 

and choose the algorithm that capable for provide a high estimation accuracy. When compared 

to other algorithms, the LSTM produces a superior result and manages the data better. 
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Additionally, the research paper noted that LSTM is shown to be quicker than regression and 

SVM methods. When dealing with time lags, LSTM models are found to outcompete simpler 

models in predicting more complicated forms of demand and particularly in the retail Industry 

where the demands vary due to promotions and customer trends among others. 

 

[20] proposed a deep learning technique based on LSTM to forecast future sales in 28 days 

using historical sales data. They used Walmart sales dataset to train model and employed 

efficient feature engineering techniques. This model takes advantage of the temporal 

characteristic of sales data for forecasting the future trends hence a better model compared to 

models that use ARIMA where most of the time they fail to capture the non-linear behaviors 

and interactions in the data collected. This paper seeks to discusses how LSTM has been used 

to work on large data sets and also where there is a non linear relationship between variables 

over time.  The authors wants to make their model small since their data is small and it also 

can avoid overfitting to the train set. They choose to include one dense layer with 30490 nodes 

as output and three LSTM layers with 50,400, and 400 nodes. Below is the model architecture: 

 

Figure 2.2.3.1 model architecture of LSTM 

 

The authors also have trained Logistic regression model and SVM model on the train set to 

compared with LSTM model. The LSTM model reach the lowest score RMSSE of 0.834. The 

authors have pointed out that LSTM with recurrent structure is the best machine learning 

technique when dealing with tasks such as the prediction of product sale. It is basically built to 

be free of the vanishing gradient problem which is an issue affecting the RNNs in sequences 

with long sequences of data. 
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[21] compared the prediction accuracy of two prediction models which are LSTM and ARIMA 

in two different situations. The aim of the study was to investigate the potential of long short-

term memory (LSTM) in sales forecasting especially when dealing with complicated and non-

linear time-series data where traditional linear models like ARIMA may face limitations.The 

author examines if LSTM is a model that can compare the ARIMA model in the area of retail 

sales forecasting using sales data for various items. The parameter for LSTM that has chosen 

is shows at the picture below: 

 

Figure 2.2.3.2 best parameter for LSTM 

Two LSTM models were implemented which are one for one-day-ahead sales predictions and 

another for seven-days-ahead predictions. Two different evaluation measures were used which 

are MAE and RMSE with T-test to predict which the best model. Better accuracy is implied by 

both metrics' lower values. Using RMSE and MAE, the author concludes that the LSTM model 

has better prediction accuracy than the ARIMA model. According to the findings, the LSTM 

model outperformed ARIMA in terms of prediction accuracy, especially when it was used for 

forecasting seven days in future. For forecasts made one day in the future, the accuracy 

difference between LSTM and ARIMA was not statistically significant. This suggests that 

longer-term forecasting tasks where non-linear correlations are more prevalent would be better 

suited for LSTM. 

 

2.2.4 Prophet 

FB Prophet is a forecasting algorithm developed by Facebook. The algorithm is suited for a 

variety of uses including e-commerce sales prediction and weather pattern forecasting, due to 

its scalable, rapid, and accurate architecture. The algorithm is able to produce accurate 

predictions that reflect the underlying patterns in the data by breaking the data down into these 

components. The algorithm is able to produce accurate predictions that reflect the underlying 

patterns in the data by breaking the data down into these components. 
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[17] The authors propose a FB Prophet tool for supermarket sales prediction. This paper 

conducts univariate time series analysis on supermarket sales data using FB prophet, additive 

model and ARIMA model. Prophet utilized the daily sales data in the dataset to create an 

additive model. The ability of the model to include promotions and holidays in the forecasting 

process was highlighted by the authors. Since sales often spike during holidays or promotions, 

accounting for these factors was crucial in obtaining accurate predictions. Prophet's capability 

to handle such events made it a suitable choice for the retail sector, where demand fluctuations 

are often driven by external factors like holidays and promotional campaigns. The dataset is 

collected form the Kaggle which is furniture sold in the supermarket. This paper use MSE and 

RMSE and MAPE as the performance metrics to evaluate the model. The paper mentioned FB 

Prophet is better than ARIMA and Holt Winter model. 

 

Figure 2.2.4.1 Results of three models 

 
The diagram above shows the FB prophet get the lowest MSE. RMSE and MAPE. The paper 

mentioned that it is good for forecast time series data. The paper mentions that Prophet was 

able to have sufficient performance for capturing both long-term patterns and shorter time 

movements in the sales data. In terms of accuracy and ease of use, Prophet was superior to 

ARIMA in the capturing of the non-linear trends and the seasonality without the need for 

extensive fine-tuning.  ARIMA often struggles with datasets that have complex seasonal 

patterns or non-stationary data which is common in retail sales data. On the other hand, Holt-

Winters Exponential Smoothing requires seasonality but does not allow exogenous factors such 

as holidays which is one of the major limits in retail forecasting. Consequently, Prophet 

performed better since it could include such events directly into the model. 

 

[18] proposed forecasting models on historical sales data from Walmart to predict future sales. 

The study applies traditional models like ARIMA and advanced models like Prophet and 

LightGBM on the M5 forecasting dataset. Prophet is preferred here since it integrates other 

events like holidays and does not require much time to address issues with the data missing. 

Prophet’s flexibility in managing various types of seasonal patterns (daily, weekly and yearly) 
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and its ease of use made it suitable used for business forecasts where trends and seasonality are 

significant. In this paper, the authors applied the Prophet model to a dataset consisting of 

Walmart sales enriched with external variables like event names and product types. In this 

paper the authors employed the Prophet model to the Walmart sales data set with added event 

names and product types. These findings show that Prophet was able to capture the holiday 

effects, trends and seasonality of the product sales. This enabled the model to generate 

reasonably accurate forecasts for sales for the short-term period of 28 days. Even though 

Prophet performs well in dealing with some types of seasonality and trends, it lacks versatility 

and may fail at identification of more intricate patterns in the data or unexpected peaks that 

arise from external factors. When comparing models, ARIMA gave the lowest RMSE 

compared to the other models. The LightGBM also performing similarity of RMSE for all 

products. Facebook Prophet did not perform well compared to ARIMA an LightGBM in the 

sales forecasting. The study also found that although Prophet is good for capturing trends and 

adjusting for seasonality, it does not perform well with the large data volume, high sale values, 

and the more complicated retail models than ARIMA and LightGBM. 

2.2.5 XGboost 

XGBoost is a machine learning tool that can help you make better decisions and comprehend 

your data. It is a decision tree implementation using gradient boosting. The algorithm's primary 

benefits are its accuracy, adaptability, and automated handling of missing variables. Gradient 

boosting decision tree (GBDT) is an ensemble learning decision tree technique for 

classification and regression that is comparable to random forest. Ensemble learning algorithms 

combine a variety of machine learning approaches to produce a better model. 

 

[22] used the iterated multi-step ahead approach with the XGBoost algorithm to forecast 

product sales over a seven-day period. Real historical sales data for five products, seasonality, 

and a working/non-working day indication are the model's inputs.  The authors motioned that 

XGBoost is successfully used in various forecasting fields because of its efficiency, flexibility, 

and portability. An actual dataset consisting of five selected items is used to evaluate the model, 

and the results demonstrate an improvement of more than 21% over the baseline linear model. 

The best hyperparameter of the XGBoost is showns as the below: 
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Figure 2.2.5.1 best parameter of XGBoost 

 
The model evaluation use MAE to evaluate the model. The study concludes that XGBoost 

works effectively for predicting retail sales because it can identify non-linear trends in the data.  

However, it was mentioned that adding more inputs or extending the model to handle a wider 

range of products might lead to significantly greater benefits. 

 

[23] examined the time series of sales volume and employed XGBoost as the prediction model 

to solve the staffing issue in the retail sector. In this paper, XGBoost was applied to predict 

sales in 15-minute intervals using historical sales data, enhanced by weather and air quality 

variables. In order to increase the model's accuracy, the authors thoroughly examined the time-

series of sales volume in the retail sector and incorporated variables like temperature and 

weather. The author also compared the performance of XGBoost with other state-of-the art 

models which are ARIMA model, LSTM, Prophet and GBDT on real-world dataset to 

demonstrate the better performance of the proposed model. XGBoost achieve the best 

prediction performance (RMSE and MAE) compared to other models. The author said that 

XGBoost was chosen as the prediction model and that it performed really well to its ability to 

handle complex non-linear patterns in the data, including its ability to use second-order 

derivatives in its optimization process. XGBoost required fewer data and iterations than LSTM 

and provided better accuracy in predicting sales for short-term forecasting. The paper explains 

that XGBoost's regularization term helps prevent overfitting, which contributes to its superior 

generalization ability in comparison to other models. Furthermore, XGBoost was able to 

provide fast and accurate predictions due to its parallel processing capabilities. 
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[24] used XGBoost to make advantage of feature engineering, which is the process of 

extracting pertinent data from past sales in order to predict the volume of future salesFirst of 

all, the outliers are removed with the help of the standard deviation, memories are squeezed by 

data type conversion and capturing time-related features such as daily, weekly, monthly trends. 

Other statistical attributes include rolling and lag attributes, price attributes, and statistical 

measures such as minimum, maximum, and median. The study's findings used Walmart retail 

items dataset available on Kaggle which contains 1913 days of store sales data from California, 

Texas, and Wisconsin states reveals that the suggested model gives a very effective estimate 

of the sales while consuming less computing power and time. The authors had compared 

XGBoost with other popular models like linear regression and Ridge. The paper uses the Root 

Mean Squared Scaled Error (RMSSE) to evaluate model performance.  XGBoost obtain the 

lowest RMSEE score (0.655). Therefore, XGBoost achieve better sales forecasting compared 

to other models. Future research could follow more effective feature engineering methods for 

improving forecast accuracy even more. This might require more sophisticated approaches in 

the extraction and selection of features. 

 

[25] seek to assist supermarkets in increasing overall profitability and streamlining their 

inventory management. In order to forecast sales, this study used the algorithms LSTM, 

ARIMA, Random Forest, XGBoost, and Linear Regression. Comparative analysis was done to 

assess each algorithm's effectiveness. The study’s purpose is to determine which algorithm is 

most effective in the prediction of sales based on data from previous months as well as various 

characteristics such as weather and promotions. In this paper, data was collected from a 

supermarket that went on for three months and the objective was to forecast stock levels and 

maximize the profit in the supermarket. The data included information on purchased products, 

store locations, weather factors, and sales promotions. The authors evaluate model by using 

three metric which are MAE, MSE and R-square. In terms of accuracy and efficiency, the 

analysis's findings indicated that XGBoost and LSTM fared better than the other three 

algorithms. Therefore, the paper suggests that these two models are suitable for supermarket 

sales forecasting. Key Results (based on the comparative analysis of algorithms for both peak 

and low sales seasons): 
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Figure 2.2.5.2 Results of different models 

 

 

[26] predict future sales of retail products using machine learning technique using the past data. 

The dataset is from the Kaggle which title is “Predict Future Sales”.  The goal is to predict total 

sales for every product and store combination in the next month, utilizing past data. First, the 

authors perform EDA better understand the dataset.  The authors use XGBoost, LSTM and 

ARIMA model and evaluated using RMSE between the actual and predicted target values. The 

authors had tuned the XGBoost using random sampling over a grid search and the parameters 

{eta:0.148, max_depth:6, min_child_weight: 26, lambda:0.171, alpha:0.170}. The LSTM 

model tuning by the 512 of batch size and 0.001 of regularization. The LSTM also trained using 

the Adam optimizer and mean squared loss function over 5 training epochs.  The authors noted 

that LSTM struggled due to the complexity of the dataset, and ARIMA was limited in its ability 

to handle multivariate time series. The best performing model is XGBoost since it gets the 

lowest RMSE compared to other two models. Key results: 

 

Figure 2.2.5.3 Results of different models 
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2.2 Limitation of previous study 

2.3.1 Limitation of SARIMAX 

According to the paper [12], there are challenges that are associate with the use of SARIMAX 

for instance, it cannot capture non-linear relationship in sales. This highlights the fact that 

SARIMAX models are based on regression methodologies; these methodologies may not be 

suitable for the retail setting where demand varies due to various unpredictable factors. 

Moreover, the study also shows the difficulty faced when trying to meet this assumption of 

stationarity of time series which is very important of SARIMAX models. This can be 

challenging especially with actual retail data where seasonality and other external variables are 

not always linear. The paper [13] pointed that using SARIMAX can present challenges with 

non-seasonal products or other products with more intricate demand patterns. However, 

SARIMAX has some disadvantages where products have stable (non-fluctuating) demand as 

compared to the ML model such as LSTM which are efficient in less complex/non-linear 

pattern variations. The paper [14] concerns the issue of incapability of SARIMAX in 

comparison to the classification-based models such as Random Forest or Gradient Boosting. It 

claims that there is nothing wrong with using regression models such as SARIMAX when other 

methods may yield lower time series prediction accuracy especially where a classification 

model can more properly capture the data distribution. SARIMAX models though provides 

good fit in terms of the graphical representation does not guarantee good performance in case 

of prediction accuracy. This limitation becomes even more apparent when attempting to 

forecast the sales data with short term fluctuations and spikes which the SARIMAX model 

does not capture adequately. 

2.3.2 Limitation of Holt-winter exponential smoothing 

[15] does not explain the time taken to perform the Holt-Winters exponential smoothing 

technique particularly on bigger and or more intricate data sets. In getting the desired results 

with this particular dataset, Holt-Winters has been found useful though it is closely related to 

right choices of smoothing parameters and the fact that it can only accommodate straight line 

trends. The given method may be less efficient when more complex patterns such as non-linear 

relationships or other forms of seasonality. The paper [16] mentioned that Holt-winter methods 

requires careful parameter tuning and may be sensitive to outliers in the data. The Holt-Winter 

Additive methods is more suitable for handling additive seasonality. However, it may limit its 
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effectiveness in scenarios with different seasonal patterns. Besides, it may struggle with sudden 

and unexpected changes in the data and lead to forecasting inaccuracies.  

 

2.3.3 Limitation of LSTM 

When it comes to the number of lags used in the LSTM model, the paper [19] states that this 

depends with the number of tuples available for training the model.  Sometimes it maybe 

necessary, due to shortage of data to use only around 5 lags at most. This constraint directly 

affects the performance of the model because when more lags are used they would increase the 

accuracy of the model when adequate data is obtained. However, LSTM models especially 

when dealing with large data sets and long lag sequences are computationally intensive 

compared to other simple models such as Multiple Linear Regression model (MLR), or Support 

Vector Machine (SVM). This increased computational demand can be a disadvantage 

especially when large computational speed is needed or in the situations when low computation 

environment is available. Moreover, the training process often takes a lot of time because 

multiple layers and time steps have to be processed for deep learning. The LSTM [20] may 

have difficulty capturing complex temporal relationships especially if the sequence length is 

long. It also may struggle with handling noisy or incomplete data. The paper also lays 

significant stress on the aspect that the performance achieved by LSTM greatly depends upon 

the quality of the steps in the data pre-processing pipeline including feature engineering. The 

authors went through elaborate steps in feature engineering to get meaningful variable from the 

sales data but if this process is not well done the accuracy of the model can be severely affected. 

Moreover, the LSTM models heavily depend on hyper-parameters optimization. If an LSTM 

model is not tuned correctly, it may over fit the training data and the result is a good model for 

the given training data but a bad model for any new data. The paper emphasizes the need for 

cross-validation and delicate choice of parameters to avoid the problem of overfitting and 

maintain the model relatively stable across different datasets. The paper [21] difficulty to 

finding optimal parameters and time-consuming. The performance of LSTM models is 

dependent with hyperparameters like sequence length, number of layers and the rates of 

dropout. In the study, the authors employed a grid search for hyperparameter tuning but pointed 

out that the process was time-consuming and not exhaustive. It could be mathematically 

possible to increase the value of these parameters hence enhancing the performance of the 

model.  The library, Keras simplified the implementation of the LSTM network but limited 
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control over the network. LSTM models depend on having a large number of samples to train 

the model in order to analyze temporal features in sales data. However, it was ascertained that 

possibly due to the small sample size of data available for analysis, the model seemed not to 

be well generalized. 

 

2.3.4 Limitation of Prophet 

The paper [17] mentioned that there could be challenges in interpreting the parameters of the 

additive regressive model used in FB prophet. One of the main drawbacks of Prophet is that it 

is univariate model which only considers one dependent variable (sales). This univariate focus 

can be restrictive in retail environments where a variety of factors, including inventory levels, 

consumer customer traffic, and larger economic indices may significantly affect sales. 

Although Prophet effectively handles holidays and other external events, it does not natively 

support multivariate time series forecasting. This limitation restricts its capacity to fully 

represent the complicated nature of retail sales forecasting where multiple kinds of exogenous 

factors may combine to affect demand. The authors also found that the quality of the input data 

was an important factor of effective forecasting using Prophet. Reliability of forecasts may be 

compromised by data issues such as missing values, outliers, and irregular intervals. Although 

Prophet can manage outliers and missing data by data preparation and cleaning are still 

necessary for the model to produce the best results. Additionally, the paper noted that while 

Prophet's ability to account for holidays as external factors increases predicting accuracy, it can 

occasionally cause overfitting especially if the impacts of holidays are weak or inconsistent 

from year to year. This suggests that in order to prevent overfitting and preserve the model's 

correctness over time, fresh data must be added to it on a frequent basis. The paper [18] 

mentioned that FB prophet showed limitations in accurately forecasting sales data when 

compared to other models like ARIMA and LightGBM. It struggles with capturing higher 

values and large datasets. Another problem of the Prophet model is underestimation in the field 

of retail forecasting, especially if it concerns patterns of the higher level. It is also 

recommended that the authors could fine-tune either more features or adjust the Prophet 

model’s hyperparameters in the future. 
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2.3.5 Limitation of XGBoost 

In the paper [22], the XGBoost model’s performance may be affected by overfitting if the 

regularization term is not properly tuned. Moreover, the iterated multi-step ahead forecasting 

method also has some limitations because predictions for future time steps are based on the 

previous predictions. Consequently, errors in the earlier predictions can accumulate and affect 

the reliability of subsequent projections. The paper emphasizes on the sales forecasting of only 

five chosen products. These products where selected due to their high demand and long sales 

periods this suggest that the model may not generalize well to product categories with more 

erratic or unpredictable sale periods. The ability of the model to manage products that are 

characterized by lower sales volume or fluctuating demand was not ascertained.The XGBoost 

model [23] does not capture well if the data is noisy or contains many outliers. XGBoost is a 

tree based boosting algorithm and therefore it is a complex model with lot of hyperparameters. 

This model provides reasonably good accuracy and prediction but it is not  easy to interpret 

compared to other models like ARIMA. This complexity may complicate interpretability as 

one aims at understanding the interrelationships between features and target variable. This 

paper also points out that XGBoost regulate for overfitting, but overfitting could be an issue 

especially when working with small datasets or data that has a lot of variation. In other cases, 

adopting higher variance may lead to high levels of training outcome precision and cause poor 

generalizations every time new data is given. The paper [24] mentioned XGBoost is sensitive 

to outliers in the data which means it will affect the outcome of the model. The paper addresses 

this by removing out outliers, although this is not always the best approach. Although the model 

seems to be efficient for Walmart, future theoretical and empirical research needs to check if 

the proposed model would be efficient for other retails with different structure or data 

distribution form Walmart dataset. In the paper [25], the authors pointed out that the collected 

data is limited to only one supermarket chain and only two seasons in a single year and 

therefore the findings may not be generalized to other zones/supermarkets or other years. Other 

models that also performed well were the XGBoost and LSTM models, but these models are 

usually difficult to explain compared to models like the Linear Regression that may be easier 

to use in actual life scenarios. Although the models [26] are suited well in assessing the level 

of contribution of the variables in the sales, then they fail in assessing all the other factors that 

may affect the sales. The major limitation of the study being that only one dataset was used in 

the study hence the results cannot easily be generalized to other datasets and other industries. 
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2.5 Summarized Findings 

The analysis of the major sales forecasting models demonstrates that each of the models has 

strengths and weaknesses. SARIMAX and Holt Winters better deal with seasonality but they 

are not capable to handle non-linear relationships and other complex type of data. On the other 

hand, machine learning models such as LSTM and XGBoost are efficient for complex, non-

linear data and large dataset but they have high computational cost and complexity. As with 

other predictive analytics platforms Prophet is also user friendly especially when capturing 

seasonality and events such as holidays but performs poorly when dealing with large and 

complex data sets. The following table summarizes the methods according to their efficiency, 

advantages, and disadvantages in light of the laid performance metrics. 

 

Table 2.4. 1 Comparative study for SARIMAX by authors 

Author Methods Dataset Performance 

Metrices 

Strength Limitation 

S. S, R. G, 

V. N, and Y. 

R [12] 

SARIMAX Historical 

Sales data 

(retail 

sector) 

MAE,RMSE SARIMAX 

effectively 

captures 

seasonal 

patterns and 

external 

variables 

like holidays 

and 

promotions. 

Cannot 

capture non-

linear 

relationships; 

struggles 

with 

ensuring data 

stationarity. 

Falatouri et 

al. [13] 

SARIMAX 37 months of 

retail sales 

(Austrian 

retailer) 

MAPE, 

RMSE 

SARIMAX 

increases 

forecast 

accuracy by 

53% when 

external 

factors like 

promotions 

are included. 

Struggles 

with non-

seasonal 

products and 

products 

with intricate 

demand 

patterns. 

E. S. 

ÖZMEN 

[14] 

SARIMAX Walmart 

sales data (2 

years) 

RMSE, 

Comparison 

with other 

ML methods 

Effective in 

capturing 

seasonality 

and external 

factors; 

performs 

well in 

Incapable of 

capturing 

complex 

non-linear 

relationships, 

compared to 

machine 
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cyclical 

consumer 

behavior. 

learning 

methods like 

RF. 

 

 

 
Table 2.4. 2 Comparative study for Holt-Winter Exponential Smoothing by authors 

Author Methods Dataset Performance 

Metrices 

Strength Limitation 

Nurhamidah 

et al.  [15] 

Holt-Winter 

Additive 

Method 

Passenger data 

at Hasanudin 

Airport (2009-

2019) 

MAPE, 

MSD, MSE 

Suitable for 

forecasting 

seasonal 

data trends, 

accurately 

predicts 

seasonal 

patterns in 

passenger 

numbers 

Limited to 

linear 

seasonality, 

sensitive to 

parameter 

tuning (α, β, 

γ), struggles 

with non-

linear trends 

Burinskiene 

[16] 

Holt-Winters 

Additive and 

Multiplicative 

Methods 

Pharmaceutical 

retail sales (3-

month periods) 

Forecast 

accuracy (no 

specific 

metrics 

provided) 

Effectively 

handles 

additive 

seasonality, 

improves 

forecasting 

accuracy at 

individual 

pharmacy 

levels 

Not suitable 

for more 

complex 

seasonal 

patterns, 

struggles 

with erratic 

or non-

seasonal 

product 

demand 
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Table 2.4. 3 Comparative study for LSTM by authors 

Author Methods Dataset Performance 

metrices 

Strength Limitation 

Palkar et al.  

[19] 

LSTM, 

Regression, 

SVM 

Liquor 

retail sales 

data 

RMSE, 

Comparison 

with SVM 

and 

Regression 

LSTM 

handles 

temporal 

sequences 

effectively, 

superior to 

regression 

and SVM in 

forecasting 

accuracy. 

Requires careful 

management of 

time lags, 

computationally 

intensive for 

large datasets, 

performance 

depends on data 

quality 

Li et al.  [20] LSTM 
Walmart 

sales data 

(28 days 

forecast) 
 

RMSSE LSTM 

excels at 

capturing 

non-linear 

relationships 

in sales data 

and avoids 

vanishing 

gradient 

issues. 

Computationally 

intensive, 

struggles with 

long sequence 

lengths and 

noisy data, 

potential for 

overfitting 

without proper 

tuning. 

A. 

Elmasdotter 

& C. 

Nyströmer 

[21] 

LSTM, 

ARIMA 

Retail sales 

data for 

various 

items 

MAE, 

RMSE 

LSTM 

outperforms 

ARIMA, 

especially in 

long-term 

forecasting 

of non-linear 

data 

patterns. 

Time-

consuming 

hyperparameter 

tuning process, 

struggles with 

small sample 

sizes, requires 

large datasets for 

training. 

 
 
Table 2.4. 4 Comparative study for Prophet by authors 

Author Methods Dataset Performance 

metrices 

Strength Limitation 

Kumar Jha 

& Pande 

[17] 

FB Prophet, 

ARIMA, 

Holt-

Winters 

Kaggle 

dataset 

(furniture 

sold in 

supermarkets) 

MSE, 

RMSE, 

MAPE 

Prophet 

performs 

well in 

capturing 

long-term 

patterns and 

short-term 

Limited to 

univariate 

forecasting, 

struggles with 

large data, and 

complex retail 

patterns. Does 
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movements, 

particularly 

for holidays 

and 

promotions. 

not support 

multivariate 

time series 

forecasting. 

Hasan et al. 

[18] 

FB Prophet, 

ARIMA, 

LightGBM 

Walmart sales 

data (M5 

forecasting 

dataset) 

RMSE Prophet is 

flexible, 

handles 

various types 

of 

seasonality 

(daily, 

weekly, 

yearly), and 

easily 

integrates 

holidays. 

Prophet 

underperforms 

compared to 

ARIMA and 

LightGBM for 

large datasets 

and higher 

sale values. 

Struggles with 

capturing 

intricate 

patterns. 

 

 
 
Table 2.4. 5 omparative study for XGBoost by authors 

Author Methods Dataset Performance

s Metrices 

Strength Limitation 

Barzic et al. 

[22] 

XGBoost 
Sales data 

for 5 

products 
 

MAE Efficient in 

handling 

non-linear 

data and 

trends 

Overfitting if 

regularization is 

not well-tuned; 

limited to 5 

products 

Zhang et al.  

[23] 

XGBoost Retail sales 

data (15-

min 

intervals) 

RMSE, MAE Handles 

complex 

non-linear 

patterns; 

efficient for 

short-term 

forecasting 

Sensitive to 

outliers; 

complex model 

with many 

hyperparameter

s 

dairu & 

Shilong [24] 

 

XGBoost Walmart 

dataset 

(1913 days) 

RMSSE Accurate 

forecasting 

with low 

computatio

n time 

Sensitive to 

outliers; 

performance 

might not 

generalize well 

to other datasets 
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K.K 

Ramachandra

n [25] 

XGBoost, 

LSTM, 

ARIMA, 

Random 

Forest, 

Linear 

Regressio

n 

Supermarke

t data over 3 

months 

MAE, MSE, 

R-square 

XGBoost 

and LSTM 

were more 

accurate for 

supermarke

t sales 

Data limited to 

one chain and 

two seasons, 

limiting 

generalization 

Swami et al 

[26] 

XGBoost, 

LSTM, 

ARIMA 

Kaggle 

dataset 

“Predict 

Future 

Sales” 

RMSE XGBoost 

performed 

best in 

accuracy 

Limited 

generalization 

due to single 

dataset usage 
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Chapter 3: Proposed Methodology/Approach  

3.1 Introduction 

This chapter explains the systematic procedures and methods used in designing the web-based 

sales forecasting system. A system is developed to provide precise estimation of the daily and 

monthly sales using the tools of machine learning and statistics. The implementation is done 

with python and major python libraries such as TensorFlow, Scikit-learn, Statsmodels and 

XGBoost in modeling. It is divided into steps such as data collection, data preprocessing and 

analysis, model development and integration of the model to a web-based application for the 

forecast presentation. Five models are employed for training and testing and can be run both 

on daily and monthly sales data which in turn results to ten different forecasting models. The 

models used in this study are as follows: 

• SARIMAX (Seasonal Autoregressive Integrated Moving Average with Exogenous 

Variables): A popular statistical model that is appropriate for time series forecasting 

with seasonal fluctuations as it takes exogenous influences and seasonality into 

consideration. 

• Holt-Winters Exponential Smoothing: Efficient in capturing the time series' 

seasonal, trend, and level components and suitable for smoother series with seasonal 

trends. 

• XGBoost (Extreme Gradient Boosting): An effective machine learning method with 

an excellent reputation for speed, accuracy, and scalability is used to extract complex 

relationships from daily and monthly sales data. 

• Prophet: A model created by Facebook, can manage large data sets with outliers and 

seasonal effects. It is a good fit for retail sales forecasting since it works well with 

irregular patterns and incomplete data. 

• LSTM (Long Short-Term Memory Networks): A type of recurrent neural network 

(RNN) that is used to represent more complex, non-linear relationships in sales trends 

by capturing long-term dependencies in time-series data. 

 

 

For each of the five models their daily and monthly sales were forecasted at first and resulting 

in the total of ten models. Short-term requirements mostly involve daily forecasting to help in 
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the daily operations of buying inventory, while monthly forecasts are used for strategic 

temporality including budgeting and strategic planning. 

 

However, it was noted during the evaluation phase that the models were better suited for 

daily forecasts as compared to the monthly forecasts. Additional explanation on this 

evaluation will be discussed in Chapter 5. The daily forecasts proved useful in making short-

run predictions, which was useful in restocking inventory and for day-to-day planning in the 

organization. However, the forecast that was carried out on a monthly basis proved to be less 

accurate because of the fact that it became more difficult to model long term trends and 

fluctuations that occur in longer periods. 

 

It also resulted in paying more attention to improving daily forecasts’ accuracy while 

recognizing the weaknesses of the models in dealing with the monthly ones. Some of the issues 

that were realized with monthly forecasting include outlining the long-term dependency and 

identifying the seasonal changes over larger time intervals, which affected the model 

performance.  

 

3.2 Experimental design 

The development process is divided into different phases including data understanding, data 

pre-processing, model training, predictive modelling, performance evaluation, hyperparameter 

tuning, performance compare and develop web-based application. The overall workflow of the 

study is illustrated in Figure 3.2. 

 

This workflow follows a standard process for developing a forecasting model. Hence, this 

project will follow the necessary steps in the machine learning to better suit the framework. 

Machine learning involves using statistical and machine learning approaches to find and 

analyze patterns and trends in large amounts of data. A systematic approach is necessary to get 

the desired results. 
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Figure 3.2 Flowchart of the Sales Forecasting System 
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3.2.1 Data understanding 

Since the dataset is the primary component used to train the model, it is essential to have before 

beginning the project. The data can be collected from sources such as Kaggle, GitHub or 

Google cloud. This phase involves getting acquainted with the dataset by examining its 

contents and structure such as the number of rows and columns. The primary task during this 

period is gaining an in-depth understanding of the data's quality, structure and potential 

problems associated with the data. In order to discover useful information for later stages, the 

process include identifying data patterns, correlations, and visualization. Examples of data 

exploration tools that can provide insights into the distribution of data and the relationship 

between variables are scatter plot, histogram, bar chart, and summary statistics. In order to 

continue to subsequent phases, it is essential that the data comprehension process provides a 

thorough grasp of the data. 

 

3.2.2 Data preparation 

Data cleaning and preprocessing are essential and occasionally difficult part of getting data 

prepared for time series sales forecasting. Missing values in a time series can disrupt its 

continuity and pose challenges to accurate analysis and forecasting. Besides, time series data 

frequently show seasonality and trends, therefore detrending the data can be required to make 

sure the models correctly represent the underlying patterns. For time series forecasting, 

consistency in the data is also essential. This includes make sure that data is captured in the 

right format, confirming data types, and looking for duplicate records.  

 

One step that can be done in the data preparation is data resampling. There are two type of data 

resampling: upsampling and downsampling. Upsampling is the process of increasing data 

detail, such changing from daily to hourly data. Downsampling involves the number of data 

points is decreased as hourly data is converted to daily data. To offer a better structure and 

understanding of the learning challenges, data resampling would be necessary.  

 

Another important step is check stationary. Time series analysis always considered stationary. 

This means that the mean, standard deviation, and covariance of the data do not change with 

time. Stationarity is crucial for traditional statistical techniques as it allows for more accurate 

analysis and modelling by ensuring consistent patterns over time. There are 2 statistical test to 
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check that if the time series dataset is stationary which are Augmented Dickey-Fuler (ADF) 

Test and Kwiatkowski-Phillips-Schmidt-Shin (KPSS) Test [3]. These tests can help determine 

if the dataset exhibits stationary behavior or it is requiring further processing before used for 

forecasting. ADF is a statistical test that looks for non-stationarity in a time series by looking 

for a unit root. ADF test is conducted with the following assumptions: 

o Null Hypothesis (HO): Series is non-stationary. 

o Alternate Hypothesis (HA): Series is stationary. 

If the test statistic is less than the critical value and the p-value is less than 0.05, the null 

hypothesis is rejected. This indicate that the series is stationary.  

 

the KPSS test looks for stationarity around a deterministic trend. The KPSS test is conducted 

with the following assumptions: 

o Null Hypothesis (HO): Series is trend stationary.  

o Alternate Hypothesis (HA): Series is non-stationary. 

 

The hypothesis is reversed in the KPSS test compared to ADF Test. The null hypothesis cannot 

be rejected if the test statistic is less than the critical value and the p-value is less than 0.05. It 

shows that the series is trend stationary.  

 

If the data is not stationary, the box-cox transformation can be applied. The Box-Cox 

transformation can be applied to the variable in regression analysis to enhance the assumptions 

and performance of statistical models. This transformation is a mathematical transformation 

used to stabilize variance and make a dataset closer to a normal distribution. It is parameterized 

by λ (that takes real values from -5 to 5) and transforms the time series, y, as: 

 

Figure 3.3.2. 1 Algorithm of box-cox transformation 

 

y= original data 

λ =transformation parameter 
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The transformation is a power transformation when λ is not equal to zero. A logarithmic 

transformation occurs when λ equals zero. The log-likelihood function which shows the ideal 

transformation to make the data more normally distributed is maximized when determining the 

ideal value of λ. Regression analysis can benefit from the Box-Cox transformation, which can 

be performed to the full dataset to enhance the assumptions and performance of statistical 

models [10]. 

 

Another way to make non-stationary variable stationary is differencing. Differencing involves 

subtracting the series' current value from its previous value or from a lagged value. The data 

may become more stationary as a result of eliminating trends and seasonal patterns. 

 

Next, the feature scaling also important in data preparation. This ensures that every feature has 

the same range or scale which can enhance the model's performance and some algorithms' 

ability to converge. Feature scaling helps keep features with bigger scales from controlling the 

learning process and guarantees that all features contribute equally to the model. This can lead 

to better model performance and more reliable predictions. 

 

Feature selection is another crucial component for improving model performance and 

preventing overfitting. There are several techniques which can be utilized to select the most 

significant variables from the dataset which are correlation matrix, recursive feature 

elimination (RFE) using XGBoost, and Lasso (Least Absolute Shrinkage and Selection 

Operator) Regression. A correlation matrix assists in determining the relationship between 

variables. In time series forecasting, features with high correlation can offer important 

information about the relationship between the dependent variable (e. g. sales) and the 

independent attributes (e. g. promotions, holidays, prices). Those features with a high positive 

and negative correlation to the target variable are significant in predicting the target variable. 

RFE is an effective approach that iteratively filters out the irrelevant features and constructs 

the model based on the remaining features. Therefore, the RFE with XGBoost algorithm 

continuously chooses the features relevant for accurate sales prediction regardless of the 

model’s complexity. The objective is to identify and delete some of the feature space which is 

not significant in contributing to the model and thereby improving its predictive power. Lasso 

regression solves the issues of regularization and feature selection by adding a term associated 

with absolute coefficients. This leads to some feature coefficients reducing to zero meaning 
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that the features will no longer have an influence on the model. One major advantage of Lasso 

is when there are large numbers of unnecessary or duplicate features because Lasso only choose 

the most important features. This means that through tuning the α (penalty term) the data model 

can be optimized to include only the features that are influential to forecasting of sales. These 

3 methods can assist to eliminate the features that are completely non-relevant and therefore 

improve predictive capabilities of the model and its further generalization. 

 

After performing data preprocessing and ensuring that the dataset is suitable for analysis, the 

next step is feature engineering. This involves creating additional variables or features from 

the available data in order to enhance the machine learning model's performance.  One common 

technique in time series forecasting is creating lag features. Creating lag features involves using 

previous values of the target variable or other relevant variables as features for prediction. 

These lag features can enhance the model's predictive accuracy by assisting in capturing the 

temporal dependencies present in the data. 

 

Finally, it is crucial to divide the data into training and testing sets as well as to prepare the data 

to ensure that the data is properly prepared for the building of models. 

 

3.2.3 model training 

This stage involved choose the suitable modelling techniques. In model selection, SARIMA, 

Holt-winter exponential smoothing, LSTM, FB prophet and XGBoost will be considered. 

These models will selected because they able to handle seasonal data such as holiday and 

campaign.  In order to identify patterns and correlations in the data, each model will learn from 

the training set during the training phase. Following training, the models will be assessed using 

the validation set to see which model performs best for predicting.  

 

3.1.4 predictive modelling 

In this phase, the selected model has been trained. Each model got a training phase in which it 

learns patterns and correlations by studying past sales data.  The test set will then be used to 

validate each trained model. The test set allow evaluate their performance on unseen data that 

was not seen during training.  The purpose of this validation step is to select the best-performing 

model for forecasting future sales in the fashion retail industry. The objective of this phase is 
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to choose the model that performs optimally on real-world sales data and that captures such 

factors as seasonality, promotions among others. 

 

3.2.5 Performance Evaluation 

In this phase, the evaluation metrices used to assess the performance of the model include 

MAE, RMSE and MAPE. These metrices measure the performance of the models by 

calculating the error of forecasted outcome relative to the actual outcome. 

 

Mean absolute error (MAE) is calculated as the average of the absolute error between the 

predicted and actual values. It measures the average magnitude of the errors without 

considering their direction. A lower MAE indicates a more accurate model. The formula for 

MAE is: 

MAE=
1

𝑛
∑( 𝑦𝑖 − 𝑥𝑖) 

yi=actual outcome 

xi=predicted outcome 

n= number of predictions. 

 

 Root Mean Squared Error (RMSE) is the square root of the MSE computed to understand how 

well a model is performing. It gives an idea of how well the model predicts values on the same 

scale as the anticipated parameter. The formula for RMSE is: 

RMSE=√
1

𝑛
∑(𝑦𝑖 − 𝑥𝑖)2  

Mean Absolute Percentage Error (MAPE) is calculated as the average of the absolute 

percentage errors between the predicted and actual values. It offers a measure of how accurate 

as a percentage the model’s prediction is. The formula for MAPE is: 

MAPE=
1

𝑛
∑ |

𝑦𝑖−𝑥𝑖

𝑦𝑖
| 𝑥 100𝑛

𝑖=1  

These metrics offer insightful information about the models' success and aid in evaluating how 

well they predict future sales in the fashion retail sector. 
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3.2.6 Hyperparameter Tuning 

In this phase, hyperparameters are tuned in order to improve the performance of the machine 

learning models, and include LSTM, XGBoost and Prophet. Hyperparameters determine the 

learning process of the models and tuning these can greatly enhance the accuracy of the 

forecasts. For LSTM, hyperparameters such as the number of hidden units, number of epochs, 

batch size, and dropout rate are tuned to prevent overfitting and improve model generalization. 

For XGBoost, hyperparameters such as learning rate, number of trees (n_estimators), 

maximum depth of the trees, subsample ratio, minimum child weight and colsample by tree are 

optimized to balance bias and variance. In the Prophet model, parameters like seasonality 

modes, changepoints, and holidays are fine-tuned to better capture seasonal and trend effects 

in the sales data. Hyperparameter tuning is used as a process of optimizing the parameters of 

the model with the help of grid search or random search to reduce the error on the validation 

set and to avoid overfitting. 

3.2.7 Performance Comparison 

After the hyperparameter tuning process is complete, the performance of the models for both 

daily and monthly forecasts is evaluated using the same criteria which are MAE (Mean 

Absolute Error), RMSE (Root Mean Squared Error), and MAPE (Mean Absolute Percentage 

Error). In this phase, a comparison between the models  is made with regards to their forecast 

accuracy in order to determine which of them is the best. The results of SARIMAX, Holt-

Winters Exponential Smoothing, LSTM, XGBoost and Prophet will be compared between the 

two forecasting horizons, daily and monthly. The purpose is to establish which model is most 

suitable for short-term (daily) forecasting and whether any of the model is capable of handling 

the complexity of long term (monthly) forecasting. From the observations made in the 

comparison, the best-performing model will be selected for deployment. 

3.2.8 deployment 

Finally, the selected model is integrated into a web-based application to generate accurate and 

timely sales forecasting solutions for the fashion retail sector. This application makes it easier 

for businesses to display their daily sales forecast helping in quicker operational decisions for 

instance the purchase of raw materials and the formulation of promotional strategies. The 

application back-end is based on the selected models of forecasting and the front-end is develop 

a user-friendly interface. The application enables the user to input various parameters like the 

forecast horizon (number of days) or choosing a date range. It also offers evaluation metrics 
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such as Mean Squared Error (RMSE), Mean Absolute Error (MAE), and Mean Absolute 

Percentage Error (MAPE) for accuracy in the forecast. The application offers two primary 

visualizations: 

• Forecast Future Sales Graph: A line chart that displays  expected sales over a specificed 

period in order to help the users to identify trends and patterns based on the forecasted 

sales. 

• Actual vs. Forecast Graph: A line graph of the forecasted sales against the actual sales, 

showing the difference in between the expected results and the real outcome. 

In other words, this tool helps decision-makers in the fashion retail industry to improve 

inventory, minimize stockouts, and maximize promotional strategies, thereby growing their 

businesses. 

 

3.3  Hardware Requirements 

The hardware involved in this project is computer. The function of computer is for coding of 

python language and use web development tools (streamlit) to develop web- based 

applications. 

 

Description Specifications 

Model Acer Aspire A514-53 

Processor Intel(R) Core(TM) i5-1035G1 

Operating System Windows 10 

Graphic Intel® UHD Graphics DDR4 SDRAM 

Memory 12GB DDR4 SDRAM 

Storage 512GB SSD 

Table 3.3. 1 Specification of laptop 
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Chapter 4: System design 

4.1 System Block Diagram 

The system block diagram shows the transfer of data from the user input and display of the 

forecast. The diagram shows that how the user input engages with the backend to generate the 

forecast result. The components of the system are as follows: 

 

Figure 4.1. 1 System Block Diagram 

 

 

For the user input, it is possible for the user to provide the number of days they would wish to 

make a forecast via the web interface.  The system then uses historical sales data which have 

to be preprocessed for input into the web-based application and this enhances consistency in 

the results of the forecast. After that, the forecasting model which has been trained on daily 

sales data takes an input and gives an output for the desired number of days. The specifics of 

the model training will be described in more detail in Chapter 5(Simulation part). Last of all, 

the system then provides the sales data of the forecast and on the interface of the system, the 

user gets to view the historical sales vs predicted sales graph that model generated and the 

forecasted sales graph. 

 

4.2Overall system Architecture 

The system architecture is divided into two primary components: the frontend which is the 

Streamlit web app and the backend which includes the preprocessing and model execution. 

Based on the comparison made in the previous step of using both daily and monthly forecasts, 

it became apparent that monthly forecast was less suitable when used for the dataset as a result 

of the existence of fluctuations in long-term trends together with lower accuracy. As a result, 
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the system architecture evolved to be geared toward the daily forecasts only, employing the 

best model for this activity as found during the model assessment. 

 

4.2.1 Frontend: Streamlit Web Application 

The frontend of the system is implemented using Streamlit, a Python open-source library for 

evolving web apps with low effort and time. By using Streamlit, end users will be able to 

seamlessly engage with the web browser for the sales forecasting model. The primary purpose 

of the frontend is to present the user with an input form that would allow them to key in the 

number of days they wish to make a forecast for. This input is validated upon submission 

against the right input format like the input must be within the right range before passing 

through to the backend for other processing. 

 

Once the backend takes the input and calculates the forecast, the output is presented to the user 

on the frontend in a dynamic and engaging way. The visualization component is a crucial 

because it allows users to compare the actual historical sales data with the forecasted data. The 

graph makes it simple for users to quickly evaluate the forecast accuracy by presenting both 

historical trends and future forecasts in an understandable visual manner. Moreover, there is an 

additional forecast which contains only anticipated future sales within the given time period. 

Additional to the graphical representations, performance measurements such as RMSE, MAE, 

and MAPE are given to provide information on the efficiency of the proposed model in 

predicting the values accurately. These metrics enable users to know the deviations of the 

forecast from the actual data and the reliability of the forecast in the selected timeframe. 

 

From a technical perspective, Streamlit is used as the core library for creating the web 

application interface which is easy to host and maintain without needing a lot of additional 

structures. For creating the interactive visualizations, the system uses either Matplotlib or 

Plotly which are two of the most popular libraries available in python and used for creating 

highly customised and interactive graphical representations. These libraries guarantee that the 

generated graphs are informative and allow users to control how they view the forecasted 

statistics. Moreover, the Pandas library is extremely used for data manipulation on the frontend 

which is implemented to transform the data before presenting to the users. This involves 

processes like sorting, cleansing and formatting the sales data in a manner that will be easily 
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understandable by the users. Therefore, the Streamlit web application enables users to input 

parameters for the forecast and examine the outcome and model’s efficiency under different 

metrics.  

 

4.2.2 Backend: Preprocessing and Model Execution 

The backend deal with the processing activities involved in data handling and the prediction 

results that will be produced to the user interface from their inputs. This backend system is 

divided into two critical components which are data preparation and model processing. 

 

The first step involves cleaning the historical sales data where the data preprocessing stage 

becomes crucial for preparing a proper input for the forecasting model. This includes data 

preprocessing steps which includes handling of missing values which may affect predictions 

and feature engineering. Some of the feature engineering approaches include lag variables that 

enables the model to be able to identify historical variations within the data set, and moving 

average that helps in reducing volatility of sales figures in the model. This preprocessing step 

helps to ensure that the data fed into the model is clean and is in the right format to give accurate 

results. In forecasting, distinct sets of data are not unintentionally treated since the preprocessed 

data is continuously employed throughout the system. This action is required to prevent 

disparities that might result from handling the data multiple times. 

 

During the model execution phase, the system takes the input from the user, such as the number 

of days to be forecasted and then apply the pre-trained model on preprocessed data. This is 

achieved by the backend where the request is processed quickly through the model which has 

been pre-trained using the historical sales data. The fact that the model is pre-trained means 

that the system does not need to spend time training the model from scratch for every user 

request which highly minimizes computational requirement and response time needed for 

similar systems. As the input is being processed, the model produces the relevant predictions 

for the specified number of days which is in real time. This ensures that the forecasts are 

provided to the user without delay and are delivered with high accuracy. 

 

Several technologies are utilized in the backend to enable these processes. Pandas is widely 

used for data handling where it is used to load the preprocessed data and perform an operation 
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on it depending on the model it before passing it for the forecasting of future results. 

Furthermore, python libraries such as the Joblib or pickle are employed to load the model 

during the actual prediction. This makes the system respond quickly to users’ requests as it 

does not have to perform on the spot training or data computation, making the backend very 

efficient and elastic if handling many users. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Bachelor of Information Systems (Honours) Business Information Systems   

Faculty of Information and Communication Technology (Kampar Campus), UTAR 
    44 
 

Chapter 5: Experiment/Simulation 
 

5.1  Experimental setup  

In this section, the procedures and tools used to collect, process, and analyse data in order to 

create and assess forecasting models will be referred to as the experimental setup in the context 

of our study on sales forecasting in the fashion retail business.  

 

5.1.1  Google Colab 

In my project, Google Colab has been chosen as the development tool to train the selected 

models. The reason of using Google Colab is because it offers access for free to GPUs to speed 

up the training of complex models like XGBoost and LSTM. Furthermore, Google Colab is a 

cloud-based platform that makes it can execute Python code within the browser without the 

need to install or set up the application. Therefore, it is very convenient to develop machine 

learning models.  Moreover, there are several of well-known Python libraries, such as scikit-

learn, matplotlib, TensorFlow, and PyTorch are pre-installed on Google Colab making it simple 

to utilize these libraries for machine learning projects. Additionally, it offers seamless Google 

Drive connectivity that make it simple to import and export model files and historical data. 

 

5.1.2 Python 3.10.12 

The version of Python that use in Google Colab is Python 3.10.12. It is the latest release of 

Python brings a lot of useful features and improvement. It ensures compatibility with latest 

feature in the Python ecosystem. Additionally, Python 3.10 has a variety of bug fixes and speed 

enhancements that further maximize the language's effectiveness. Python 3.10 is a good option 

for developers looking to write clear, maintainable code because of these enhancements which 

are consistent with Python's basic principles of readability and simplicity. 

 

Python Libraries 

Python Library Description 

pandas Used for analysis and data modification. It provides the 

operations and data structures required to work with 

structured data. 
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numpy Supports huge multi-dimensional arrays and matrices and 

offers a range of mathematical tools to manipulate the 

arrays. 

matplotlib.pyplot A Python plotting package for making interactive, 

animated, and static visuals. 

seaborn Based on Matplotlib, offers a high-level interface for 

creating visually appealing and educational statistical 

visuals. 

plotly.express A high-level plotly interface that makes it easy to create 

dynamic and expressive plots. 

os enables the use of operating system-dependent features 

such reading and writing to files in a portable way. 

warnings Used in the code to silence warning messages. 

scipy.stats Includes a significant number of statistical functions and 

probability distributions. 

sklearn.model_selection Includes a number of techniques, including cross-

validation, for choosing and assessing models. 

sklearn.metrics Offers tools for assessing how well machine learning 

models are doing. 

statsmodels.api Offers functions and classes for executing statistical tests, 

examining data, and estimating a wide range of statistical 

models. 

TimeSeriesSplit A utility class from scikit-learn for cross-validation of 

time series data. 

StandardScaler Used to scale to unit variance and remove the mean from 

characteristics in order to standardize them. 

pmdarima A package that offers time series forecasting with auto 

ARIMA capabilities. 

SARIMAX For fitting the Seasonal AutoRegressive Integrated 

Moving Average with eXogenous regressors model. It use 

a class from statsmodels. 
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ExponentialSmoothing A statsmodels class for fitting state space models with 

exponential smoothing. 

tensorflow.keras particularly LSTM (Long Short-Term Memory) networks 

are utilized in the building and training of deep learning 

models. 

Prophet A Facebook forecasting tool that generates accurate 

forecast for time series data. 

xgboost A popular machine learning library for gradient boosting. 

matplotlib.dates Time series plots can benefit from a Matplotlib module 

that handles and formats dates in visualizations. 

keras.layers 

 

Keras module that defines the many kinds of neural 

network layers (LSTM, Conv2D, Dense, etc.). 

keras.models 

 

Offers features for creating, refining, and storing deep 

learning models in Keras. 

sklearn.preprocessing 

 

A scikit-learn module for preparing data that handles 

feature scaling, normalization, and categorical data 

encoding. 

pickle 

 

A standard Python library for loading and storing machine 

learning models, among other Python object serialization 

and deserialization operations. 

tensorflow.keras.models 

 

Provides tools for maintaining, loading, and storing Keras 

models in the TensorFlow environment. 

joblib 

 

A Python package that makes machine learning models 

and pipelines more effectively reusable, particularly when 

dealing with big datasets or intricate models. 

Table 5.1.2. 1 List of Python Libraries 

 

5.2 Data Exploration and Preprocessing 

This stage involves organizing, transforming, and cleaning raw data to prepare it for analysis. 

Additionally, exploratory data analysis (EDA) was done to understand the data and identify 

trends, patterns, and anomalies. The distribution of the data and the correlations between the 

variables are understood through the use of visualization techniques including scatter plots, bar 

charts, and histograms. 



Bachelor of Information Systems (Honours) Business Information Systems   

Faculty of Information and Communication Technology (Kampar Campus), UTAR 
    47 
 

5.2.1 Data description 

The historical sales data is needed to train the model. The datasets is from Github: 

https://github.com/virgilchung2/MDS_FYP/blob/main/FYP.ipynb. There are 8 historical 

fashion sales datafile. These all dataset is about the product detail of the one of the one product 

(men premium weight cotton crew neck tee) of Oxhwite Malaysia (fashion brand). Oxwhite is 

a modern lifestyle company that makes high-quality essentials for Asian. CK Chang created 

Oxwhite, a men's formal cotton shirt manufacturer and retailer in 2018. Their current target 

market is Malaysia and Singapore where they provide their items at a much-reduced price point 

through a pre-order strategy. 

 

Figure 5.2.1. 1 webpage of OXWhite 

 
There are 8 historical fashion sales datafile.  The dataset are Men CNT Sales 2021, Men CNT 

Sales 2022, Men CNT Traffic 2021, Men CNT Traffic 2022, FB-OxwhiteMY 2021 CNT, FB-

OxwhiteMY 2022 CNT, AOV-men CNT and CR & Bounce Rate- Men CNT. These datasets 

can help to build sales forecasting model because it contain valuable information such as the 

sales detail, campaign data, and the discount where influence the sales. These are the details of 

the 8 datasets: 

 

 

Men CNT 2021 Sales- This dataset contains 6191 rows and 11 columns. 

Men CNT 2022 Sales- This dataset contains 7023 rows and 10 columns. 
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These two datasets are the sales details of the men premium weight cotton crew neck tee in 

2021 and 2022. 

Since these two datasets got same column with each other, the descriptions for each column 

are as follows: 

1)  product_vendor: the vendor or supplier of the product 

2) product_type: The type of the category of the product 

3) hour: The date and the time of the transaction 

4) net_quantity: The quantity of the product sold 

5) gross_sales: The total sales amount before applying discounts or return 

6) discounts: The amount of discounts applied to the sales 

7) returns: The amount of returns for the product 

8) net_sales: The total sales amount after deducting discounts and returns 

9) taxes: Ant taxes applied to the sales 

10) total_sales: The final total sales amount after applying discounts, returns, and taxes. 

 

 

Men CNT traffic 2021: This dataset contains 31046 rows and 14 columns. 

Men CNT traffic 2022: The dataset contains 29361 rows and 14 columns. 

 

These datasets provides insight into user behaviour, engagement, and conversion rate for the 

product pages. Since these two datasets got same column with each other, the descriptions for 

each column are as follows: 

1) page_type: The type of page visited, which is "Product" in this case, indicating that the 

page is a product page. 

2) page_path: The path or URL of the page visited 

3) ua_form_factor: The form factor of the user's device, which is "Mobile" indicating that 

the user accessed the page from a mobile device, “Desktop” indicates that the user 

accessed the page from desktop. 

4) referrer_source: The source of the referral traffic, which is "Direct" indicating that the 

user directly accessed the page without clicking on a referral link, “social” indicates the 

user accessed from the social media 

5) referrer_name: The name of the referring website or source, which is empty in this case 

since the traffic is direct, or social media like facebook and instagram 
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6) hour: The date and time of the visit 

7) total_visitors: The total number of unique visitors to the page 

8) total_sessions: The total number of sessions or visits to the page 

9) total_carts: The total number of times the product was added to the cart 

10) total_checkouts: The total number of times the product was checked out or purchased 

11) avg_duration: The average duration of the sessions on the page 

12) total_bounce_rate: The bounce rate for the page, which is 1 indicating that all visits 

resulted in a bounce (i.e., the user left the page without interacting further). 

13) total_conversion: The total number of conversions on the page 

14) total_orders_placed: The total number of orders placed for the product 

15) total_pageviews: The total number of page views for the product page 

 

 

 FB_OxwhiteMY_2021: the dataset contains 14965 rows and 24 columns. 

 FB_OxwhiteMY_2022: The dataset contains 30660 rows and 24 columns. 

 

This dataset appears to contain information about a fashion brand's advertising activity on 

Facebook. Since these two datasets got same column with each other, the descriptions for each 

column are as follows: 

1) Reporting starts: The start date of the reporting period 

2) Reporting ends: The end date of the reporting period 

3) Campaign name: The name of the advertising campaign 

4) Attribution setting: The attribution model used for the campaign 

5) Results: The number of results or actions achieved through the campaign, which is 0 in 

this case. 

6) Result indicator: Indicates the type of result being measured 

7) Reach: The number of unique users who saw the campaign 

8) Impressions: The total number of times the campaign was displayed 

9) Cost per results: The average cost per result achieved through the campaign 

10) Amount spent (MYR): The total amount spent on the campaign in Malaysian Ringgit 

(MYR) 

11) Purchases conversion value: The total value of conversions (e.g., sales) generated by 

the campaign 
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12) Outbound clicks: The total number of clicks on outbound links in the campaign 

13) Outbound CTR (click-through rate): The click-through rate for outbound links in the 

campaign 

14) Purchases: The total number of purchases made as a result of the campaign 

15) Website purchases: The total number of purchases made on the website as a result of 

the campaign 

16) Meta purchases: The total number of purchases made through metadata associated with 

the campaign 

17) Purchase ROAS (return on ad spend): The return on ad spend for purchases made as a 

result of the campaign 

18) Website purchase ROAS (return on ad spend): The return on ad spend for purchases 

made on the website as a result of the campaign 

19) Adds to cart: The total number of times the product was added to the cart as a result of 

the campaign 

20) Website adds to cart: The total number of times the product was added to the cart on 

the website as a result of the campaign. 

21) Meta Add to Cart: The total number of times the product was added to the cart through 

metadata associated with the campaign. 

22) Link clicks: The total number of clicks on links in the campaign. 

23) CTR (all): The overall click-through rate for the campaign. 

24) CPM (cost per 1,000 impressions) (MYR): The cost per 1,000 impressions for the 

campaign in Malaysian Ringgit (MYR). 

 

 

AOV-Men CNT 

This dataset includes the daily average order value for the "Men Premium Weight Cotton Crew 

Neck Tee" product. The dataset contains 806 rows and 3 columns. Here's a description of each 

column: 

 

1) day: The date of the record 

2) product_title: The title or name of the product for which the average order value is 

calculated, which is "Men Premium Weight Cotton Crew Neck Tee" in this case. 

3) average_order_value: The average order value for the product on the corresponding day. 
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CR & Bounce Rate 

This dataset appears to contain daily conversion and bounce rate data for the "Men Premium 

Weight Cotton Crew Neck Tee" product. Here's a description of each column: 

1) url: The URL or path of the product page, which is "/products/men-premium-weight-

cotton-crew-neck-tee" for the specified product. 

2) day: The date of the record 

3) total_conversion: The total conversion rate for the product on the corresponding day, 

representing the percentage of visitors who took a desired action (e.g., made a purchase) 

out of the total number of visitors. 

4) total_bounce_rate: The total bounce rate for the product on the corresponding day, 

representing the percentage of visitors who left the page without interacting further 

(e.g., clicking on another page or making a purchase) out of the total number of visitors. 

 

5.2.2 Data Merging 

There are 8 different data files which have to be joined to one single data frame in order to 

perform the analysis and modelling. To achieve this, data from each file was combined based 

on keys or time indices if required so as to incorporate all the data from different files into one 

data frame. This combined dataframe was used to build the time series models properly. 

Combine Men CNT sales 2021 with Men CNT sales 2022 

 

Figure5.2.2. 1 combine Men CNT sales 2021 with Men CNT 2022 
 

The code above combines the sales data from 2021 and 2022 into one DataFrame, called 

'df_MenCNT_Sales2021_2022'. Then,it converts the 'hour' column to a datetime format. 

Finally, it selects specific columns which are 'product_title', 'hour', 'discounts', 'total_sales' 
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needed for sales analysis. It also converts 'product_title' to a category data type and converts 

'discounts' and 'total_sales' to integer data types since they represent prices or quantities. 

 

 

Combine MenCNT traffic 2021 with MenCNT traffic 2022 

 

Figure5.2.2. 2 Combine MenCNT traffic 2021 with MenCNT traffic 2022 
 

The code above combines the traffic data from 2021 and 2022 into one DataFrame, 

'df_MenCNT_Traffic2021_2022'. It converts the 'hour' column to a datetime format. Then, it 

selects specific columns which are 'page_path', 'ua_form_factor', 'referrer_source', 'hour', 

'total_visitors', 'total_checkouts', 'total_pageviews' from the DataFrame. It converts 

'page_path', 'ua_form_factor', and 'referrer_source' to category data types. It retrieves the 

unique values in the 'page_path' column and assigns them to a variable for understanding the 

different pages visited on the website. 

 

 

Combine FB Oxwhite2021 with FB Oxwhite 2022 

 

Figure5.2.2. 3 Combine FB Oxwhite2021 with FB Oxwhite 2022 

 
The code merges data from 2021 and 2022 for an advertising campaign into a single Data 

Frame, 'df_FB_OxwhiteMY2021_2022'. It replaces spaces in column names with underscores. 

It calculates the 'FB Conversion Rate' by dividing 'Results' by 'Outbound clicks'. It selects 

specific columns related to the campaign for further analysis. 
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Format AOV_2021_2022 

 

Figure5.2.2. 4 Format AOV_2021_2022 

 

The code above selects 'day' and 'average_order_value' columns from 

'df_MenCNT_AOV2021_2022'. It groups the data by 'day' and calculates the mean of 

'average_order_value'. Then, it renames the 'day' column to 'Date' and converts it to datetime 

format. 

 

 

Format MenCNT_CR_BR_2021_2022 

 

Figure5.2.2. 5 Format MenCNT_CR_BR_2021_2022 
 

The code above selects 'day', 'total_conversion', and 'total_bounce_rate' columns from the 

DataFrame. It groups the data by 'day' and calculates the mean of 'total_conversion' and 

'total_bounce_rate'. Then, it renames the columns to 'Date', 'Website_CR', and 'Website_BR' 

respectively. It converts the 'Date' column to datetime format. 

 

Remove the rows that is not relevant 

 

Figure5.2.2. 6 Remove the rows that is not relevant 
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This code above shows the process of clean the sales, traffic, and Facebook ad campaign 

datasets for 2021 and 2022. It removes rows related to 'Flash Deals' or 'Clearance' in the sales 

dataset, updating the 'product_title' column. In the traffic dataset, rows with 'clearance' in the 

'page_path' column are removed and update the 'page_path' column. In the Facebook ad 

campaign dataset, rows not relevant to men's products are removed and focuses only on 

campaigns related to men's products. These processes help to filter the data for analysis. 

 

 

Aggregation of Sales, Traffic and Facebook Ad Campagins 

 

Figure5.2.2. 7 Aggregation of Sales, Traffic and Facebook Ad Campagins 
This code shows the calculation of various metrics for sales, traffic, and Facebook ad 

campaigns in 2021 and 2022. For sales, it calculates discounts and total sales per hour per 

product. For traffic, it calculates total visitors, checkouts, and pageviews per hour per page. 

For Facebook ads, it calculates conversion rate, cost per action, return on ad spend, and click-

through rate per date. These calculations help summarize the performance of each dataset for 

analysis. 

 

Resampling and Filling Missing Rows  

 

Figure5.2.2. 8 Resampling and Filling Missing Rows 
 

This code above organizes sales data by hour, making it easier to analyse sales trends and 

patterns hourly. It sets the 'hour' column as the index and groups the data into hourly intervals, 

ensuring each hour is represented even if there were no sales during that hour. This 

restructuring helps in detailed analysis of sales pattern over time. 

 

Join the data frames 

 

Figure5.2.2. 9 Join the data frames 
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This code above merges two datasets, 'df_MenCNT_Sales2021_2022' and 

'df_MenCNT_Traffic2021_2022', based on the 'hour' column. It keeps all rows from the sales 

dataset and adds traffic data where available. 

 

 

Figure5.2.2. 10 Merge the dataset 

 
This code above shows the 'merge_df' DataFrame with additional columns for better analysis. 

It adds 'day_of_week' to show the day, 'hour_of_day' for the hour, and 'Date' for the date. These 

columns help understand trends over different time periods. It also merges 'merge_df' with 

other DataFrames based on the 'Date' column to include more data for analysis. 

 

 

Figure5.2.2. 11 create merge_df 
 

This code creates a new Data Frame called 'merge_df' with selected columns that are important 

for analysis, such as sales discounts, website traffic metrics, Facebook ad campaign 

performance, and total sales. These columns are crucial for tasks like sales forecasting and 

performance evaluation. 

 

Feature Engineering on Campaign and Event periods for time series analysis 
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Figure5.2.2. 12 create campaign and event period 
 

This code above shows that adds new columns to the 'final_df' DataFrame to show if a date is 

during a campaign or holiday. It defines functions to check if a date falls within campaign or 

holiday date ranges. These functions are then applied to the 'Date' column to create new 

columns 'Campaign' and 'Holidays', with 1 indicating the date is during a campaign or holiday, 

and 0 otherwise. 

 

Figure5.2.2. 13 Campaign date range 

 
These are the campaign date range for the 2021 and 2022. 
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Figure5.2.2. 14 holiday date range 
These are the holiday date range for the 2021 and 2022. It is the holiday of Malaysia since this 

dataset is from Malaysia. 

 

 

Figure5.2.2. 15 add the final_df 

 
This code adds new features to the 'final_df' DataFrame. It creates a 'Campaign' feature to 

indicate if a date falls within a campaign period and Holidays' feature to indicate if each date 

is a holiday. It then creates 'year' and 'month' features by extracting these values from the 'Date' 
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column. Finally, it selects specific columns to keep in the Data Frame, including the newly 

created features and existing ones related to sales, traffic, and advertising metrics. 

 

Figure5.2.2. 16 fill missing value 

 

This code fills in any missing values in the 'final_df' DataFrame with zeros and directly update 

the Data Frame. 

 

Figure5.2.2. 17 info of final_df 

 
Above diagram is the information of final_df. Final_df will use to train the models. Final_df is 

saved to the csv file which make it easier to reuse the data for both daily forecast and monthly 

forecasts. By Saving the Dataframe, it means that the same process for merging data can be 

easily reloaded without going through the whole process over and over again especially when 

experimenting with different models. 
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5.3 Exploratory Data Analysis (Data understanding) 

Check data types 

 

Figure 5.3. 1 data type 

 

It is always important to check the data types of the dataset before training any of the models. 

It is also crucial in the data preprocessing to make sure that each column of the record has the 

right data type. Inaccurate data types result in numerous problems that include improper 

training of a model, slow processing of data or generation of wrong results during prediction. 

For instance, if categorical variables are mistakenly treated as numerical values, or if dates are 

stored as strings, this could result in the model functioning incorrectly or reduced model 

accuracy. In this case, we can avoid these challenges by checking and correcting the data types 

at this stage to enhance proper structuring of the data for model training. 
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Figure 5.3. 2 summary describe 

 

This is summary statistics for the total_sales. The minimum sales value is negative RM373, 

and the maximum sales is RM5962 which represents the highest sales figure recorded in the 

dataset.  Since the sales data is recorded hourly, the negative values may indicate customer 

refunds or returns. The mean value of the total_sales is approximately 126.86. The standard 

deviation of total_sales is 227.04. The large standard deviation and difference between the 

mean and median suggest that the sales data is highly variable with some very high sales figure 

pulling up the average. The difference in the median being lower than the mean indicate that 

the data might be right skewed. sales data will be resampled during the data preprocessing 

stage. 
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Figure 5.3. 3 check missing value 

 

There is no missing value in the dataset. 

 

 

 

Figure 5.3. 4 correlation table 

 

This is a correlation matrix to visualize the association between variables. The heatmap 

displays the correlation matrix with annotated values. The colour gradient from blue ,white and 
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red represents the range of correlation values, with blue indicating weaker correlation , white 

indicating no correlation and red indicating stronger correlation. The total_sales is highly 

correlation with total_checkouts means that the number of checkouts increases, total sales also 

increase. The total_sales is moderate correlation total_visitors indicating that higher visitor 

traffic is associated with higher sales. The total_pageview is moderate correleted 

total_pageviews suggesting that more pageviews is associated with increased with increased 

sales. The feature with high correlation to total_sales might be important predictors of sales 

forecasting model.  

 

 

Figure 5.3. 5 correlation with total sales 

 

This diagram shows the variables in the dataset that have the highest absolute correlation values 

with the 'total_sales' variable. A correlation value close to 1 indicates a strong positive 

correlation, while a value close to -1 indicates a strong negative correlation. It shows that the 

‘total_pageviews’ and ‘total_checkouts’ and ‘total_visitor’ has the higher correlation to 

'total_sales'. 

 

 

Figure 5.3. 6 check duplicate value 

 

There are no duplicate rows in the dataset 
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Figure 5.3. 7 yearly sales 

 

The diagram above is the total_sales in yearly. In 2021, the total sales got RM 1351045. In 

2022, the total sales got RM871515. This shows a decrease in total sales from 2021 to 2022. 

 

 

 

Figure 5.3. 8 graph of monthly sales 

 

This bar chart shows the total sales for each month from January 2021 to December 2022. The 

lighter-colored bars represent the monthly sales of 2021, while the darker-colored bars 

represent the monthly sales of 2022. The highest sales figure was recorded in January 2021, 

while the lowest sales figure for the next year is recognized in February 2021. Nevertheless, 

the sales volume in January 2022 is significantly lower compared to that of January 2021 and 

it is further down in February 2022. This decline may be attributed to seasonality whereby after 

the Christmas holidays in December people may spend less because implying that spending is 

typically higher during holiday season.For both years, the months from March to September 

showed moderate sales and has slightly lower sales compared to the first and last months of the 

year. In 2021, there seems to be a slight rise in sales around June, while in 2022, June also a 

marginal increase but still underperforms compared to 2021. These might include promotional 
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activities, changes in the economic environment and other external factors that might have 

different impacts on the two years under consideration. This sudden increase in sales in both 

December 2021 and December 2022 could be attributed to the holiday shopping season. 

However, December 2022 is greater than December 2021 which could be due to different 

economic conditions, stock levels or even actions of inflation during the year 2022. In 

conclusion, the information extracted provides an understanding of the sales trends over the 

two-year period and the months with high and low volumes of sales. Although there was a high 

level of sales recorded in January 2021, the plunge that has been recorded in January 2022 may 

be attributed to a low demand or market saturation, possibly as a result of the effects of the 

COVID 19 economic impact or low consumer confidence. 

 

 

 

Figure 5.3. 9 graph of average sales by day of week 

 

The bar chart above shows the average total sales by day of the week. From the graph, it can 

be seen that the average total sales for Sunday are the highest as compared to the other days of 

the week. This might be so because Sunday is a weekend day, and consumers are likely to have 

more free time to spend in shopping. Moreover, some promotions could be valid only for the 

weekend or there might be a tendency of increasing the shopping on Sunday. Monday ,Tuesday 

Wednesday and Thursday are similar with the pattern of sales that is expected for the work 

week. These are the days that many individuals are likely to be working and as such the 
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shopping activity is not going to be as focused on these particular days as it will be on the 

weekend. The average total sales of Friday and Saturday are less than the other days of the 

week, including Sunday, Monday and Thursday. This is rather unexpected given the fact that 

Saturdays have traditionally been regarded as the days when people go shopping most 

frequently. This could mean that the consumers are more likely to shop at the beginning of the 

weekend or it could also mean that there is less advertisement of sales on the Sundays. Thus, 

it can be stated that businesses might have to spend more of their promotional budgets on 

Sunday to achieve higher sales as well as adjust their strategies to boost sales in the middle of 

the week and on the weekend. 

 

 

 

Figure 5.3. 10 pie chart of total daily sales distribution during campaign vs non-campaign. 

 

The above pie chart shows the total daily sales distribution during campaign versus non-

campaign period. From the graph, there is 60.3% of the total sales occur during campaign 

period, while the remaining 39.7% of the total sales were made during the campaign period 

which support the fact that the promotional campaigns influence the buyer’s behavior and leads 

to increased sales during the campaign period.  This implies that there are higher sales volumes 

during the campaign periods due to the discounts that are given during these periods. The 

39.7% of total sales were made during the non-campaign period suggests that sales decline 
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when there are no active campaigns. This analysis of the campaign and non-campaign periods 

reveals the fact that more campaigns need to be done in other to sustain or even boost the sales. 

The sales made in the non-campaign period is lower than the sales made in the campaign period 

meaning that the customers are price sensitive or they are likely to be attracted by offers, 

promotions, discounts and other offers that are common in campaigns. 

 

 

 

Figure 5.3. 11 pie chart of total daily sales distribution during holiday versus non-non-holiday 

 

The above pie chart shows the total daily sales distribution during holiday versus non-non-

holiday period. From the graph, there is 82.4% of the total sales occur during non-holiday 

period, while the remaining 17.6 % of sales occur during holiday period. The 82.4% of 

total_sales during non-Holiday shows that normal sales performance is also good even not 

backed up with the holiday sales. This implies that business sales do not solely rely on the 

holiday seasons as they are good all year round. This is a positive sign that shows that sales are 

not influenced by the changes in demand during the peak seasons. The 17.6% of the total sales 

during the holiday periods which means that holidays are significant but not the key to success. 

This could be because the consumers’ buying is influenced by the seasons, occasions or events 

and promotions that are associated with the holidays. Although the proportion is not very high, 

businesses may also have increased sales during the holiday season. However, holidays account 

for a small percentage of the total sales, but this does not means that businesses cannot enhance 
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their sales during holidays through such things as holiday discounts, promotions or marketing 

strategies which will help consumers to buy more during the holidays. 

 

 

 

Figure 5.3. 12 impact of Campaigns and Holidays on Sales 

 
This bar chart compares the impact of campaigns and holidays on average sales. The x-axis 

represents whether it is a campaign which is blue color or a holiday which is red color, and the 

y-axis represents the average sales. The sales during non-campaign are still higher than the 

sales during non-holiday and means that even at normal times, the sales are good. However, 

the holiday sales are expected to perform even better than the normal sales campaigns. The 

sales of the holiday period show higher than the campaign period shows that the holiday period 

is a good period for sales as the consumers spend more money during this period or there could 

be special offers during this period. From the chart, it can be seen that the campaigns and 

holidays contribute to the sales. However, the difference in the effect of holidays and 

campaigns can be seen by the fact that the average sales are more during the holiday periods 

as compared to the campaign periods. This could be so because during holidays attributed to 

the pressure and cultural expectation to shop especially during holiday shopping seasons like 

Black Friday or Christmas In contrast, while campaigns may occur more frequently, they may 

not be as effective in driving sales as holidays. In situations where there are no active 

campaigns or holidays, the sales are still constant and the sales during holidays are still higher 

than those during campaigns. This indicates that business organizations can be able to achieve 
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constant sales with the use of promotions although the use of campaigns or holidays will 

improve the sales. 

 

 

Figure 5.3. 13 pie chart of the average FB_CTR by campaign 

 

The pie chart above shows that the average FB_CTR (Facebook Click-Through Rate) by 

campaign. From the graph, 51.0% of the average FB_CTR is contributed to Campaign, while 

49.0% does not contributed to campaign. This shows that campaigns have significantly impact 

on the click-through rate compared with non-campaign activities. The FB_CTR in the 

campaign periods is 51 % and in the non-campaign periods was 49 % which is a very small 

difference. This shows the campaigns might not have a very significant influence on the 

Facebook ad performance in terms of CTR. The close to half-half distribution suggests that 

campaigns do not have a marked effect on FB_CTR and other factors like content quality, 

target audience, or ad placement might have a greater impact on CTR even if the campaign is 

not running. Although campaigns have a slightly higher CTR, the difference is minimal and 

not very significant. This might suggest that there is the need to fine tune the current campaigns 

like targeting, messaging or ad creative in order to achieve better engagement levels. It could 

indicate that the content is being consumed regularly by the users on Facebook regular. 
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Figure 5.3. 14 Graph of Total Sales distribution 

 
This histogram illustrates the distribution of total sales. This bar chart shows the total sales 

which seems to have positive skewness as seen in the shape of the chart. This is he majority of 

total sales values are concentrated on the left-hand side of the sales curve (near 0). Most of the 

sales data can be seen between 0-500 sales in total. There is also a long tail of the chart towards 

higher sales suggesting that while the high sales figures are not typical, they can be observed 

from time to time. It should also be noted that sales in the range of from 2000 to 5000+ are 

relatively rare and can be explained by the occurrence of big sales, promotions, or other specific 

circumstances. To control the data and to have a balanced data set, the sales could be 

normalized or transformed in a way that the data would follow the normal distribution. 
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Figure 5.3. 15 Graph of Total Sales over Time 

 
This line graph presents total sales achieved from the Jan 2021 to Jan 2023. The beginning of 

2021 has patterns that have several peak sales which could be attributed to events or special 

offers. But from the middle of 2021, sales fluctuations stop, and sales figures become relatively 

stable with most sales below 1000. Spike in the sales of the products can be noticed at certain 

times of the year for instance in April 2021 and December 2022 which could be attributed to 

sales during holidays or other promotions. From the middle of 2021 to the end of the year 2022, 

sales are relatively constant with the only occasional small increase in sales, which means that 

there is no more need for big sales events to increase the sales. A small uplift towards the end 

of 2022 can be attributed to typical holiday season activities, although these increases are not 

as high as those observed at the beginning of 2021. In general, the graph shows the sales growth 

in the early 2021 and then more stable sales with some fluctuations indicating the seasonal 

trends. 

 

5.4 Data Pre-processing for time series models 

Data pre-processing is important in the time series models as it helps in removing errors and 

inconsistencies will formatting the data in a way that the allows the model to make appropriate 

predictions. For time series models, it is crucial to maintain the time-related characteristics of 

variables to avoid violations of time-based patterns. The common steps of preparing data for 

time series models usually start with dealing with missing values. Time series data has often 

contained missing observations because there are certain time periods or data which may not 

be available. Technique like forward fill, backward fill, or interpolation are usually employed 
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to fill such gaps without changing the time order sequence. For minor gaps, it is possible to 

simply remove rows with missing values, but this should be done with carefully to avoid 

eliminate crucial time periods. However, since in the data understanding phase, the dataset is 

verified that there were no missing value, this step was not required for this study, and could 

proceed to the next steps of pre-processing.  

 

Secondly, date-time parsing and indexing is also important in time series analysis. The time 

related columns are usually in string format and need to be properly converted to proper 

datetime format for the model to recognize time series patterns. After conversion, the datetime 

column is set as the index of the dataframe so that the model can recognize the time intervals 

and that the data is arranged in the right order. Another crucial step is the resampling of the 

data. Depending on the problem, it may be required to group the data into various time frames 

such as daily, weekly or monthly. For instance, the data on daily sales can be grouped into 

monthly totals in order to analyze long-term patterns. The issue of seasonality and frequency 

is also critical to consider particularly when working on the resampling of the data for cyclical 

patterns. Feature engineering is another important step in the process. It is also effective to have 

lagged features which represent previous behaviors in time series models like creating a lag of 

one period to assist the model to know how today’s data is influenced by the previous day’s 

data. Rolling windows, which include moving averages or sums are useful for decreasing the 

noise and volatility of the data, while time-based features such as day of the week, month, 

quarter, or year can help the model understand seasonal or periodic patterns. In addition to 

feature engineering, feature selection is also important to ensure only include the most relevant 

predictors in the model. Some variables that are included in the dataset may not contribute 

meaningfully to the model’s performance and could even add noise. Hence, the feature 

selection is conducted which helped to determine the most important variables for the model’s 

performance. This step is crucial in ensuring that the final model only includes the most 

relevant features which increase both accuracy and efficiency of the model. Many time series 

models require proper treatment of stationarity. These models typically require stationary data, 

where the mean and variance constant over time. This can be tested using statistical analysis 

such as the Augmented Dickey-Fuller (ADF) test and Kwiatkowski-Phillips-Schmidt-Shin 

(KPSS) test. If the data is non-stationary, methods like differencing and transformation can be 

used to remove trends and seasonality.  It is also possible to use seasonal decomposition in 

order to split the data into the trend, seasonal component and the residuals. Normalization or 



Bachelor of Information Systems (Honours) Business Information Systems   

Faculty of Information and Communication Technology (Kampar Campus), UTAR 
    72 
 

scaling is crucial for most of the machine learning based time series models including LSTM 

and XGBoost. To optimize the models, data is often pre-processed by either normalizing it to 

a 0-1 range or standardizing it by centering it at 0 and scaling it to 1. The training and testing 

data must be split in a temporal manner as the data is time-stamped. Training data should 

include the earlier periods, and testing data should include the later periods to avoid having 

data leaks. To avoid overfitting, it is recommended to use techniques like rolling window cross-

validation or k-folds specific to time-series data. Lastly, handling of seasonality is crucial for 

many time series models as it is a common issue that affects almost all the time series data. 

The seasonal decomposition can be used to remove periodic trends. Seasonal decomposition 

can also be useful in decomposing the time series into trend, seasonal, and residuals for easier 

analysis. In the following section, the steps for data pre-processing on both the monthly forecast 

and the daily forecast scenarios will be outlined in order to ensure that the time series data is 

prepared in a way that will allow for the most reliable model predictions. 

 

5.4.1 Monthly Forecast 

 

 
Figure 5.4.1. 1 Schematic diagram of Data preparation for monthly forecast 

 
The data pre-processing step is an important step in preparing the dataset for time series 

forecasting. This flowchart provides a step-by-step guide on how the raw data will be processed 

in order to prepare monthly sales data for training a model. This process begins with the original 

dataset also known as final_df and involves the conversion of the data into monthly sales. The 

use of downsampling is used in this project to integrate the hourly total sales data into monthly 

total sales data. Negative values which are present in the original hourly total sales data may 
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indicate returns or refunds and they are treated with appropriate precautions while performing 

the resampling to avoid the model performance degradation. The resampled monthly total sales 

data used as the target variable for the time series forecasting model. Furthermore, the x 

features that are external factors to the sales like the promotion or any other factors are also 

averaged to match the frequency of the monthly sales data. This allows for the features to be 

aligned with the target variable and makes the data suitable for monthly forecasting. 

 

 

Figure 5.4.1. 2 Resampling to Monthly Sales 

 

This is followed by feature selection where methods like Correlation matrix, Recursive 

Feature Elimination (RFE), and Lasso regression is used to determine which variables are most 

relevant. The correlation matrix illustrates the relationship between each feature (x variables) 

and the target variable total_sales. A higher absolute value shows a higher linearity. Below is 

the correlation matrix: 
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Figure 5.4.1. 3 correlation matrix 

 
RFE is a backward method of feature selection where it removes the least important features 

to the model one at a time. In your case, Recursive Feature Elimination was done with XGBoost 

in order to be used as the estimator. XGBoost is a powerful gradient boosting algorithm that is 

capable of handling different types of data and can rank features based on their ability to help 

increase the predictive capability of the model. Below is the RFE selected Top 10 Features: 

 

Figure 5.4.1. 4 RFE Selected Feature 

 
 
Lasso regression also known as Least Absolute Shrinkage and Selection Operator is a type of 

regression that reduces the coefficients of the less important features through a penalty. This 

assists in feature selection by minimizing the influence of features that are not helpful or 

redundant. Below is the result of Lasso regression: 
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Figure 5.4.1. 5 Result of Lasso Regression 

 
 
The important feature for monthly forecast can be determine through combining the insights 

from the correlation matrix, RFE, and Lasso regression. The selected featured by my monthly 

time series model is shown as below: 

 

Figure 5.4.1. 6 Selected Feature for monthly forecast 

 
The feature hour is used to capture intra-day patterns or cycles in the data. Although it is a 

negative correlation with -0.391, it can show the time-based changes which might change the 

sales trends at any time of the day. The three variables which are total_pageviews, 

total_checkouts and total_visitors are highly correlated with the total sales with correlation 

coefficients of 0.85, 0.82 and 0. 68 respectively. These are important variables that measures 

customer engagement and behavior on the website and consider when predicting sales results 

since they are directly related to user engagement. Even though Website_BR (Bounce Rate) 

shows negative correlation (-0.326), it remains significant since it offers information about the 

behavior of visitors on the site such as whether or not they are leaving the site without making 

a purchase. Website_BR also chosen by RFE, it can indicates that this feature is significant and 

could affect conversion rates which are important for sales prediction. FB_Conversion_Rate 

is crucial as it was assigned some significance by the Lasso regression model. It can measure 

the ability of Facebook advertising in converting the visitors to customers, and indeed. 
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Holidays and discounts are important factors because they affect sales during festive seasons 

and promotional periods. Holidays have a weak impact on sales with correlation of 0.16, 

however they capture some seasonality, while discounts, despite the negative correlation of -0. 

36 may influence sales volume, and this time sales revenue per item. Both of these features 

were found to be significant by RFE method and indicating they are relevance for predict the 

changes in the sales. The day_of_week feature reflects the weekly trends in consumers and 

sales, and therefore is important to include in the model. It has a low correlation coefficient of 

0. 33, but was selected by both Lasso regression and RFE thus suggesting its usefulness in 

identifying weekly patterns. Although Campaign has the lowest correlation with sales (0. 03), 

it still is an important feature because they represent promotional and marketing activities that 

can influence sales, either directly or indirectly. FB ROAS (Return on Ad Spend) which has a 

moderate correlation of 0. 51 provides insight into the effectiveness of the Facebook ad 

campaign. This feature ensures that the model takes into consideration an association between 

the cost of advertising and sales outcomes, particularly when sales are driven by marketing 

initiatives.  In conclusion, the selected features are inclusive and cover customer behavior, 

marketing performance, and temporality, making them suitable for a sale forecast model. 

Finally, some variables that were not included because of their low contribution to the total 

sales. The average order value was excluded since it had the lowest negative correlation 

coefficient (-0. 220) which means that the higher sales were not as a result of larger orders. 

Similarly, FB_CTR (Click-Through Rate) and FB_CPA (Cost Per Acquisition) had moderate 

correlations but were not as significant for the sales compared with other variables. 

Website_CR (Conversion Rate) was also not included since it does not provide more detail of 

visitor compared with Website_BR. 

 

After feature selection, the chosen variable is tested for stationarity since time series models 

require stationary data. The ADF test and KPSS test will be used to check the stationary of the 

targeted variable. Below is the result of the ADF test and KPSS test: 

 

Figure 5.4.1. 7 ADF test 
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The ADF statistic of monthly sales is -4.5171 and the p-value is 0.000183 The significance 

level is always 0.05. The p-value is less than 0.05, so it can reject the null hypothesis which 

means that the series is stationary. The ADF statistic being more negative than the critical 

values at 1%, 5% and 10% also supports the rejection of the null hypothesis. 

 

 

Figure 5.4.1. 8 KPSS test 

 
The KPSS statistic of monthly sales is 0.3327 and the p-value is 0.1 The significance level is 

often 0.05. The p-value of monthly sales is greater than the significance level, it indicates that 

it is fail to reject the null hypothesis which means that monthly sales is stationary.  

 
 
Since the graph of total sales distribution has done in the data understanding phase, it shows a 

right skewness. Therefore, Box-Cox transformation is applied to stabilize variance and make 

the data more suitable for modeling. Below is the comparison of the monthly sales before and 

after the transformation: 

 

Figure 5.4.1. 9 graph of before and after apply box-cox transformation 
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After transform the data by applying the box-cox transformation, the data distribution become 

bell-shape which indicates a normal distribution. This transformation is useful to minimize the 

effects of outliers and also makes the data suitable for models that assume the data to be 

normally distributed or constant variance. 

 

The following step is feature engineering and it mainly includes lag features and rolling 

statistics. Lag features are employed to incorporate information from previous time steps into 

the present time step in order to help the model learn from previous data. These are especially 

beneficial in the time series data analysis where the future values are estimated using 

observations from previous time periods. 

 

 
Figure 5.4.1. 10 lag features 

 

The total_sales_lag1 shifts the total_sales data by one period it means that each row will contain 

the total sales of the previous month. This helps the model understand how the current month 

sales are dependent on the previous month sales. In the same way, the total_sales_lag2 shifts 

the sales data by 2 periods and give information on the sales that were made two months before. 

Through lag features, the model can be able to determine how the current sales levels depend 

on the previous sales levels and hence be able to detect trends or seasonality over time. 

 

 

Figure 5.4.1. 11 rolling statistics 

 
Rolling statistics or moving averages are calculated by taking the average of the data over a 

specific window of time and then applying that average as the result for the next period.".  This 

technique helps smooth out short-term fluctuations and capture longer-term trends. The rolling 

means 3 represents the average of total_sales of the past three months for each row in the 

dataset. A rolling window of 3 months makes the model less sensitive to short-term fluctuations 

which is important for capturing the trend. Instead of using the current sales for only one month, 

the model can now use the average sales of the previous three months. 
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Next, the seasonal decomposition of monthly sales was performed which breaks the data into 

trend, seasonal, and residual components, providing further insight into underlying patterns. 

Below shows the group of decomposition of Monthly Sales: 

 

 

Figure 5.4.1. 12 graph of decomposition of monthly sales 

 
The diagram above shows the decomposition of Monthly Sales data into its three main 

components which are trend component, the seasonal component and the residual component. 

The first chart shows the actual monthly sales across the periods. Sales values have been 

generally decreased in the initial periods and then start rising from the 12th period. This pattern 

indicates that there is variability in the sales data which could be due to the long-term trends or 

seasonality or any other external factors.  

 

The second chart describes the trend component. The trend line removes short-term variations 

to depict the long-term pattern of the data. The trend component shows that sales are generally 

decreasing from the beginning of the period up to the 12th period and then slightly rising 

towards the last period. This trend could reflect the long-term changes in sales performance 

which can be influenced by the overall economic conditions, market trends or company 

strategies.  
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The third chart presents the seasonal component, which displays the cyclical variation of the 

data that occurs in a particular time of the year. The cyclical pattern is evident in the seasonal 

fluctuations, where values rise and fall in a regular cycle. This means that sales are influenced 

by predictable factors, such as festive seasons, promotions or any other event that occur 

periodically.  

 

Lastly, the fourth chart displays the residual component, which captures the random fluctuation 

or the variation that cannot be explained by the trend or seasonal patterns. The flat residual 

graph would imply that most of the variation in the data has been captured by the trend and 

seasonality cycles. A flat residual component suggest stationarity where the mean and variance 

of the residuals do not change with time, and this is often acceptable in time series models. 

 
After the data is preprocessed, the dataset is divided into training and testing subsets in order 

to measure the model’s performance. However, different models have specific data pre-

processing requirements depending on their assumptions and how they handle data internally: 

 

1. SARIMA (Seasonal AutoRegressive Integrated Moving Average): 

SARIMA models can only provide accurate forecasts if the data used is stationary. Both 

the target variable (e.g., total sales) and external variables (exogenous variables) must 

be tested for stationarity. If necessary, the data is subjected to transformations such as 

differencing, logging, or Box-Cox to eliminate trends and seasonality. The KPSS and 

ADF tests are commonly used to check for stationarity. In this case, after applying 

differencing and Box-Cox transformations, three variables which are total_pageviews, 

total_visitors, and rolling mean 3 still exhibited non-stationary characteristics. 

Therefore, these variables were removed from the X_train dataset for the SARIMAX 

model to meet the stationarity assumption. Non-stationary data can introduce errors into 

the model and may result in inaccurate forecasts. 
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Figure 5.4.1. 13 ADF and KPSS test of external variable 
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2. Holt-winters Exponential Smoothing 

Holt-Winters does not have specific data pre-processing requirements, including 

scaling or testing for stationarity. It is less sensitive to the size of the data and smoothes 

data directly to estimate level, trend, and seasonality. This makes Holt-Winters strong 

in dealing with the raw data and does not require data pre-processing techniques like 

normalization or scaling. Hence, no extra data pre-processing step such as MinMax 

scaling or standard scaling is required for time series forecasting. 

 

3. LSTM (Long Short-Term Memory) 

LSTMs are neural networks that have high accuracy when working with sequential data 

but they are sensitive to the size of the features. Therefore, scaling is essential. A 

MinMax scaler is usually used to normalize the data to a certain range for instance 

between 0 and 1. This helps in preventing large-magnitude values from overwriting the 

contributions of other features to the learning process, thus enabling the LSTM to learn 

from the data more effectively.  

 

Figure 5.4.1. 14 MinMax Scaler for LSTM Monthly Forecast 

 

4. Prophet: 

Prophet is a powerful model that is well suited for time series forecasting especially if 

the series has strong seasonality. Prophet does not assume that the target variable has 

to be stationary. However, if external variables (exogenous variables) are to be included 

they should be normalized in order to make the result consistent. This makes sure that 

the model is not affected by the large scale variations in the features because it could 

lead to errors in the forecast. 
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Figure 5.4.1. 15 Standard Scaling for Prophet Monthly Forecast 

 

5. XGBoost (Extreme Gradient Boosting): 

XGBoost is an enhanced machine learning algorithm that is particularly useful in the 

context of structured/Tabular data. Similar with the LSTM, XGBoost is also affected 

by the range of input features and thus, standard scaling is often applied. This makes 

every feature has a mean of zero and standard deviation of one and this helps in faster 

convergence as well as improves the accuracy in cases where some features are very 

large. 

 

Figure 5.4.1. 16 Standard Scaling for XGboost Monthly Forecast 

 
 

All the models are different and have its own assumptions and techniques of using data. For 

example, SARIMA models are based on time series data and can be influenced by the trends 
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that should not be predicted while on the other hand LSTM models depend on the values of 

input variables and thus require normalization. Prophet does not apply stationary 

transformation for data, but external regression variables need to be scaled and so does 

XGBoost to prevent features dominance. This is because data pre-processing helps the model 

to understand the data that it is being fed in the right way which in turn increases the efficiency 

of the model. In conclusion, the data preprocessing step enabled to prepare the dataset and 

make sure that everything was done correctly regarding the data. 

 

 

5.4.2 Daily Forecast    

 
Figure 5.4.2. 1 Schematic diagram of Data preparation for daily forecast 

 
In the daily forecast, the data preprocessing steps are the same as those applied to the monthly 

forecast which was discussed in the previous section. The process requires pre-processing of 

the dataset by following the same steps to ensure that the data is in the right format for the 

modeling. The steps can involve the following such resampling to daily sales, transforming the 

target variable, and adding lag features or rolling statistics which capture the behavior of the 

daily data.  

 

After the preprocessing, the dataset is ready for forecasting but the daily preprocessing results 

in a frequency of data points that is different from the monthly forecast. In this section, the 

results are and what kind of changes the dataset experienced due to each preprocessing step 

will be disccused. This includes changes in the target variable, creating new features from the 

given data and the way the final data will be presented to the forecasting models. 
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The only difference between the two is that the frequency of observation is higher in the daily 

forecast than the monthly forecast. However, the main steps of data preparation are the same 

as for the monthly forecast, so that the models always work with the clean and well-prepared 

data. 

Resampling data to daily sales 

 
Figure 5.4.2. 2 Resampling to daily sales 

 
The resampled daily total sales data used as the target variable for the time series forecasting 

model. Furthermore, the x features that are external factors to the sales like the promotion or 

any other factors are also averaged to match the frequency of the daily sales data. This allows 

for the features to be aligned with the target variable and makes the data suitable for daily 

forecasting. 

 

Feature selection 

Below is the correlation matrix for daily sales: 

 

 

Figure 5.4.2. 3 correlation matrix for daily sales 

 

Below is the RFE selected Top 10 Features in daily forecast: 
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Figure 5.4.2. 4 RFE selected Top 10 Features in daily forecast 

 
Below is the result of Lasso regression for daily forecast: 

 
Figure 5.4.2. 5 Lasso regression for daily forecast 

 

 
Figure 5.4.2. 6 Final Feature for daily forecast 

 
The features used in the final model were chosen based on their relationship with sales and 

their rankings from RFE and Lasso regression analyses. For instance, total checkouts (r=0.81) 

and total page views (r=0.79) are strongly associated with sales, as they measure customer 

interaction. Other factors that also affect sales behavior include “Campaign” (r=0.18), 

“Holidays” (r=0.12), and “discounts” (r=-0.26), which are all business factors. Temporal 

characteristics, such as ‘hour’ (r=-0.26) and ‘day_of_week’ (r=0.04), help identify variations 

in sales that occur throughout the day. Although variables like “FB_CTR” (r=0.27) and 

“average_order_value” (r=-0.01) have low or even negative correlations, they were included 

due to their importance in RFE and Lasso regression. This suggests that these variables are 

useful in understanding customer behavior and the company’s marketing performance. For 

example, FB_CTR and FB_Conversion_Rate were chosen because they help measure 

advertising effectiveness, even though their relationship with total sales is not very strong. 

Overall, this feature set is moderately relevant to customer engagement, informative about 

marketing effects, and sensitive to the temporal dynamics of sales, making it suitable for 

predicting daily sales. 
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Check stationary for Daily Forecast 

 

Figure 5.4.2. 7 ADF test for daily sales 

 

The ADF statistic of monthly sales is -4.3746 and the p-value is 0.000329 The significance 

level is always 0.05. The p-value is less than 0.05, so it can reject the null hypothesis which 

means that the series is stationary. The ADF statistic being more negative than the critical 

values at 1%, 5% and 10% also supports the rejection of the null hypothesis. 

 

 

 

Figure 5.4.2. 8 KPSS Test for daily sales 

 
However, the KPSS test for the daily sales is not stationary. The null hypothesis is rejected 

since the test statistic is higher than the critical values, and the p-value is low (0.0159). 

Therefore, it requires to use transformation to make it stationary. 
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Box-cox transformation 

 
Figure 5.4.2. 9 box-cox transformation for daily sales 

After transform the daily data by applying the box-cox transformation, the data distribution 

become bell-shape which indicates a normal distribution  

 
 

 
Figure 5.4.2. 10 ADF Test and KPSS Test for Transformed Daily Sales 

 
 
The KPSS test on the daily sales data after applying the transformation also shows that the 

series is still non-stationary. Despite applying the Box-Cox transformation and differencing, 



Bachelor of Information Systems (Honours) Business Information Systems   

Faculty of Information and Communication Technology (Kampar Campus), UTAR 
    89 
 

the data remains non-stationary.  Furthermore, performing additional differencing could result 

in the loss of more data, potentially affecting the forecast accuracy. Nevertheless, this does not 

make the data unusable for modeling especially for SARIMAX models. Although SARIMAX 

is traditionally applied to stationary data, it includes features like differencing to handle non-

stationary data. According to the non-stationary series, differencing parameters (d and D) in 

SARIMAX can help to remove trend and seasonality and make the series stationary. This is 

achieved by subtracting previous values (lags) from the current values, stabilizing the mean 

and variance over time. Thus, since the transformed data is not stationary, SARIMAX can still 

model it by performing differencing automatically within its pipeline to make the series suitable 

for forecasting. 

 

Feature Engineering 

 

Figure 5.4.2. 11 Lag Features for daily forecast 

 
The total_sales_lag1 is defined as the total sales made in the previous day. Each value in the 

new column in this case will be the total sales of the previous day. This enables the model to 

incorporate patterns or correlations between the sales of the current day and those of the 

previous day. For example, if there is a pattern where sales increase or decrease depending on 

the previous day’s sales, this lag feature helps the model to identify this pattern. Likewise, the 

total_sales_lag7 refers to the total sales that were made in the preceding week. This is especially 

useful in analyzing weekly patterns within the data. These lagged features are useful in time 

series forecasting because they enable the model to capture past sales patterns. Therefore, 

considering previous sales as part of the input, the model can understand the temporal pattern 

and therefore produce better forecasts for the future sales. 

 

 

Figure 5.4.2. 12 rolling statistics for daily forecast 

 

The total_sales_rolling_mean is the average of total sales for the last 7 days. For every day 

within the dataset, it calculates the average of daily sales of that specific day as well as the 
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seven preceding days. This makes it easier to ignore any random variations or short term 

changes in sales and at the same time, identify any patterns or trends which may occur within 

the week. It is very effective in short term sales forecasting since it helps the model or the 

analyst to shed off some light on the long run trends while at the same time disregarding the 

short run fluctuations. By using a rolling average, the analysis focuses on broader trends rather 

than day-to-day fluctuations. 

 

Seasonal decomposition for daily forecast 

 

Figure 5.4.2. 13 seasonal composition for daily forecast 

 
The diagram above shows the decomposition of daily Sales data into its three main components 

which are trend component, the seasonal component and the residual component. From the 

original time series, it is possible to observe that it has some irregularities in the form of sudden 

increase and decrease in sales. From the trend line, it can be seen that sales are gradually 

decreasing over time with a slight increase towards the end of the period. The seasonality may 

reflect the patterns that are due to certain events or promotions. Lastly, the residual component 

explains any variations that remain unexplained by the trend or seasonality. Almost all the 

residuals are small only that there is a big outlier towards the last period which could be as a 

result of an event that was not included in the model. 
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Once the data has been pre-processed, the original data set is then divided into training set and 

test set to determine the effectiveness of the model. All these models require certain data pre-

processing depending on the assumption made on the data similar to what happens in monthly 

forecast model. For example, in SARIMAX, there is no variable to drop because the data is 

confirmed to be stationary using the KPSS and ADF tests. This enables SARIMAX to fit the 

data well without the need for further modifications.  

5.5 Model Training and validation 

This part is involved building and training the models using the prepared data then evaluating 

their performance. The training data will used to train various models such as SARIMAX, 

Holt-Winter Exponential Smoothing, LSTM, Prophet and XGBoost. After training, these 

models are evaluated using the test dataset to assess how well they generalize to unseen data. 

Performance metrices like RMSE, MAE and MAPE are calculated to quantify the model’s 

accuracy. These metrics help to measure the difference between the actual sales values and the 

predicted values. Below shows the step to train models in Monthly Forecast and Daily Forecast: 

 

5.5.1 Monthly Forecast  

5.5.1.1 SARIMAX Monthly Forecast 

Find the optimal number of orders that use for SARIMA model 

 
Figure 5.5.1.1. 1 optimal number for SARIMA Monthly Model 

 

This code is to identify the best SARIMAX model for the training data (y_train_SARIMAX) 

with taking into account the impact of other factors (X_train_SARIMAX). It experiments 

with various model specifications in order to accommodate both trends and seasonality and 
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gives an overview of which configuration of the model is the most suitable. The result is 

shown as below: 

 

 
Figure 5.5.1.1. 2 Result of Optimal number of orders For SARIMAX Monthly Forecast 

 

 
Figure 5.5.1.1. 3 reassigning indices for SARIMAX monthly Forecast 

 
The code first changes the ‘hour’ column of the training and testing datasets to the datetime 

format and then assigns new indices to these datasets to match the original dataset. This is done 

in order to align the time series data correctly by using the right datetime indices. Furthermore, 

the index of the target variables is aligned with the feature data so that the mapping between 

the features and the targets is well defined even during training and testing of the model. This 

is particularly important for time series models such as SARIMAX which require proper date 

indexing to account for temporal features. 
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Figure 5.5.1.1. 4 Train SARIMAX Monthly model  

 
The SARIMAX model is identified by an ARIMA order of (2, 1, 0) meaning that it has two 

autoregressive terms, one differencing term and no moving average term. The seasonal 

component is set to order of (0, 1, 0, 12) which imposes seasonal differencing over a year, 

and is thus suitable for monthly data. Once defined, the model is trained on the training data 

which include the target variable y_train_SARIMAX and the exogenous variables 

X_train_SARIMAX. The model then predicts on the test set to produce the future values 

using the exogenous variables given in the test set (X_test_SARIMAX). 
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Figure 5.5.1.1. 5 Graph of SARIMAX Monthly Forecast 

 
This chart shows the SARIMAX monthly forecasting model's performance by plotting the 

actual and predicted total sales over time. 

 

5.5.1.2 Holt-Winter Exponential Smoothing 

 
Figure 5.5.1.2. 1 Train Holt-Winter Exponential Smoothing Monthly Forecast Model 

 
The trend component and seasonal component of the time series is additive. Its mean that the 

trend is changes occur at a constant rate over time. Therefore, it can track the trend and 

seasonality. The model is trained on the transformed sales data with the seasonal period set at 

6 months. Finally， the model is used to predict sales given the test period data after it has 

been trained. 
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Figure 5.5.1.2. 2 Graph of Holt-Winter Exponential Smoothing Monthly Forecast 

 
This chart shows the Holt-winter monthly forecasting model's performance by plotting the 

actual and predicted total sales over time. 

 

5.5.1.3 LSTM 

 
Figure 5.5.1.3. 1 Train LSTM Monthly Forecast model 
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This code establishes and trains sequential LSTM model in order to predict monthly sales using 

the previous six months of sales data. The model captures time-dependent behaviour of the 

sales data and applies it to forecast the future sales per month. The predictions made on the test 

set. 

 
Figure 5.5.1.3. 2 Graph of LSTM Monthly Forecast 

 
This chart shows the LSTM monthly forecasting model's performance by plotting the actual 

and predicted total sales over time. 

 

5.5.1.4 Prophet 

 
Figure 5.5.1.4. 1 Train Prophet Monthly Forecast Model 
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This code also trains a Prophet model for monthly sales forecasting with extra regressors 

including continuous variables, campaigns as well as holidays. It uses historical data and then 

uses the model to predict sales in a future test period. To determine the model’s accuracy, the 

actual sales values of the test set are compared with the predicted values. Prophet’s handling 

of external regressors is an advantage in time series forecasting where external factors may 

affect the target variable. 

 

 
Figure 5.5.1.4. 2 Graph of Prophet Monthly Forecast 
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The first graph illustrates the actual versus the predicted values of Prophet model. This graph 

displays the trend component of the forecast which represents the underlying pattern of the data 

over time. The third graph shows the impact of campaigns and holidays on sales where the 

sales have a very positive trend towards the end of 2022. 

 

5.5.1.5 XGBoost 

 
Figure 5..5.1.5. 1 Train XGBoost Monthly Forecast model 

 
The code is training an XGBoost model on monthly sales data and then using this model to 

predict the monthly sales for a test set to see how well the model does on unseen data. 

 
 

 
Figure 5..5.1.5. 2 Graph of XGBoost Monthly Forecast 

 
This chart shows the XGBoost monthly forecasting model's performance by plotting the actual 

and predicted total sales over time. 
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5.5.2 Daily Forecast 

5.5.2.1 SARIMAX 

 

 

Figure 5.5.2.1. 1 optimal number for SARIMA Daily Model 

 

The ‘auto_arima’ function from the ‘pmdarima’ library to fit a seasonal auto-ARIMA model 

with exogenous variable. It used to find the optimal number of order that use for SARIMAX 

model The result is shown as below: 

 

 

Figure 5.5.2.1. 2 Result of Optimal number of order For SARIMAX Daily Forecast 

 

 

Figure 5.5.2.1.3 Train SARIMAX Daily Forecast Model 

 
The SARIMAX daily forecast model is identified by an ARIMA order of (3, 1, 0) meaning that 

it has two autoregressive terms, one differencing term and no moving average term. The 

seasonal component is set to order of (2, 1, 0, 12) which imposes seasonal differencing over a 

year, and is thus suitable for monthly data. Once defined, the model is trained on the training 
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data which include the target variable y_train_SARIMAX and the exogenous variables 

X_train_SARIMAX. The model then predicts on the test set to produce the future values using 

the exogenous variables given in the test set (X_test_SARIMAX). 

 

 

 

Figure 5.5.2.1. 3 1 Graph of SARIMAX Daily Forecast 

 
This chart shows the SARIMAX Daily forecasting model's performance by plotting the actual 

and predicted total sales over time. 

 

5.5.2.2 Holt-Winter Exponential Smoothing 

 

Figure 5.5.2.2. 1 Train Holt-Winter Exponential Smoothing Daily Forecast Model 

 
The trend component and seasonal component of the time series is additive. Its mean that the 

trend is changes occur at a constant rate over time. Therefore, it can track the trend and 

seasonality. The model is trained on the transformed sales data with the seasonal period set at 

7-day seasonal period (weekly seasonality). Finally，the model is used to predict sales given 

the test period data after it has been trained. 
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Figure 5.5.2.2. 2 Graph of Holt-Winter Exponential Smoothing Daily Forecast  

This chart shows the Holt-Winter Daily forecasting model's performance by plotting the actual 

and predicted total sales over time. 
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5.5.2.3 LSTM 

 

Figure 5.5.2.3. 1 Train LSTM Daily Forecast model 

 
The code above demonstrates how LSTM model is used in predicting the daily sales. It converts 

the input data into sequences and further divided into the training and testing sets. The LSTM 

model is then trained on the sales data in order to identify the patterns, and then the predictions 

are made for the test set. The actual sales values are then compared with the predicted values 

which have been inverse scaled to determine the effectiveness of the model. The LSTM model 

is appropriate for this task since it can learn about the long-term dependencies in the sequence 

of the data, which is beneficial for time series forecasting, such as daily sales. 
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Figure 5.5.2.3. 2 Graph of LSTM Daily Forecast  

 
This chart shows the LSTM Daily forecasting model's performance by plotting the actual and 

predicted total sales over time. 

 

5.5.2.4 Prophet 

 

Figure 5.5.2.4. 1 Train Prophet Daily Forecast Model 

 
This code creates a daily sales forecast based on the Prophet algorithm with additional predictor 

variables such as campaigns and holidays. The model is first developed on the basis of past 

data and then applied to make future predictions of sales. The model incorporates additional 

variables that were not considered by the previous models to try and capture other factors that 

may affect sales.  
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Figure 5.5.2.4. 2 Graph of Prophet Daily Forecast  
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The four graphs created by the Prophet model give a detailed overview of daily sales patterns 

and fluctuations. The first graph presents the actual and predicted sales with a forecast that 

suggests that sales will rise sharply from the middle of 2022 with some fluctuations. The second 

graph shows the general increasing trend of sales indicating that sales will continue to increase 

in the future. The third graph shows the weekly cycle of sales where sales are high during the 

weekend (Sundays and Saturdays) and low during the week especially on Tuesdays. The fourth 

graph displays the combined weekly pattern and overall trend of sales, illustrating that sales 

will keep increasing towards the end of 2022. 

 

5.5.2.5 XGBoost 

 

Figure 5.5.2.5. 1 Train XGBoost Daily Forecast model 

 

The code is training an XGBoost model on daily sales data and then using this model to predict 

the daily sales for a test set to see how well the model does on unseen data. 

 

 

Figure 5.5.2.5. 2 Graph of XGBoost Daily Forecast model 
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This chart shows XGBoost Daily forecasting model's performance by plotting the actual and 

predicted total sales over time. 

 

5.5.3 Performance Evaluation 

Here is the result from training the model and validating them with test set.  The performance 

metrics are include MAE, RMSE, MAPE and MAE and RMSE in percentage: The formula of 

MAE and RMSE in percentage is shown as follows: 

The formula of MAE in percentage is (
𝑴𝑨𝑬

𝑴𝒆𝒂𝒏 𝒐𝒇 𝑨𝒄𝒕𝒖𝒂𝒍 𝑽𝒂𝒍𝒖𝒆
) 𝒙 𝟏𝟎𝟎 

The formula of RMSE in percentage is (
𝑹𝑴𝑺𝑬

𝑴𝒆𝒂𝒏 𝒐𝒇 𝑨𝒄𝒕𝒖𝒂𝒍 𝑽𝒂𝒍𝒖𝒆𝒔
) 𝒙 𝟏𝟎𝟎 

• Mean of Actual Value is the average of the actual sales data (test set) 

 

Monthly Forecast Results: 

Table 5.5.3. 1 Monthly Forecast Results of different models 

models MAE MAE (%) RMSE RMSE( %) MAPE(%) 

SARIMAX 9.41 33.83 14.51 52.16 31.44 

Holt-winter 3.29 11.81 3.35 12.04 11.74 

LSTM 2.82 9.97 3.42 12.10 9.57 

Prophet 5.99 21.54 10.67 38.36 19.76 

XGBoost 2.18 7.84 2.59 9.33 7.71 

 

The table above shows that SARIMAX is the least efficient model for monthly prediction as it 

has the highest MAE and RMSE. This model has difficulty in identifying trends and seasonality 

in this dataset, which could be attributed to the reason that the data used is only two years, 

which might be inadequate for SARIMAX to identify long-term patterns. 

Although, Holt-Winters gives better results than SARIMAX, it also has the same problem in 

limited data. Since the model has a low MAPE of 11.74%, it suggests that the model can 

identify short-term seasonality, but the limited data hampers its performance. 

On the other hand, LSTM and XGBoost show great results in both daily and monthly 

forecasting. These models are better for capturing non-linear and short-term relations and that 

is why they work well with this small dataset. LSTM takes the reasonable MAE, RMSE, and 

MAPE, which proves that LSTM is a good model for capturing temporal features. Likewise, 

XGBoost with the least MAPE and reasonable MAE and RMSE values shows its flexibility in 
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dealing with intricate and non-linear data and therefore ideal for short term forecast. 

Prophet performs reasonably well although it is the slowest and less accurate than LSTM and 

XGBoost. Its higher RMSE could be attributed to overfitting or the fact that with only two 

years of data, trends may not be well captured as Prophet is known to perform well with more 

complete seasons. LSTM and XGBoost are better for the monthly forecasting, taking into 

consideration the small size of the dataset since they are well suited for nonlinear and short-

term relations which are helpful in the case of the short datasets for the effective forecasting. 

 

Daily Forecast Results: 

Table 5.5.3. 2 Daily Forecast Results of different models 

models MAE MAE (%) RMSE RMSE( %) MAPE(%) 

SARIMAX 2.96 20.17 4.08 27.83 21.30 

Holt-winter 3.02 16.94 2.49 20.58 15.88 

LSTM 1.29 8.79 1.74 11.81 8.81 

Prophet 1.78 12.11 2.08 14.20 12.43 

XGBoost 1.25 8.54 1.65 11.22 8.30 

 

In the case of daily forecast, the SARIMAX model gives a better result as compared to the 

monthly forecast but still, it is less efficient than other models. It produces higher errors and 

shows that it has more difficulty in identifying more detailed sales patterns on a daily basis. 

Holt-Winters is better suited for the daily forecasting as compared to the monthly one and still, 

the percentage error is higher than the models like LSTM and XGBoost. However, its RMSE 

is rather decent in this case. The results indicate that LSTM outperforms all the other models 

for daily forecasting with the lowest MAE, RMSE, and MAPE. This is because it is suitable 

for short term predictions due to the fact that it can reflect daily sales trends.Prophet also has 

relatively moderate results, but its error is higher than LSTM and XGBoost. This indicates that 

although Prophet handles seasonality and trends, it may not capture daily variations as well as 

Prophet does. 

Similar to LSTM, XGBoost also exhibits the best performance in daily forecasting with the 

lowest MAPE and reasonable MAE and RMSE values. Its capability to model non-linear 

relationship makes it one of the best models for both daily and monthly forecasting.  
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Based on these results, it can conclude that the decision to focus on daily forecasts for 

hyperparameter tuning is justified. The short period of the dataset is two years which is 

convenient for models that are aimed to capture short-term, non-linear dependencies such as 

LSTM, XGBoost, and Prophet. Therefore, these models in the daily forecast such as LSTM, 

XGBoost and Prophet will be fine-tuned for future prediction. 

 

5.5.4 Reason for preferring daily over monthly forecast 

There are several factors that have informed the decision of using daily forecasts over monthly 

forecasts. Firstly, the performance results indicate that such models as LSTM, XGBoost and 

Prophet predict daily values more accurately than monthly ones. This indicates that these 

models are better suited to model such short term, non-linear relationships that can be observed 

in the form of daily sales data based on the lower MAE, RMSE and MAPE scores in the daily 

values.Second, the database covers two years only, which is not sufficient to capture long-term 

trends and seasonality for models such as SARIMAX and Holt-Winters. These models work 

poorly for the small dataset as they need historical data in order to recognize the trends over 

time. Daily forecasting helps to avoid this problem by concentrating on short-term variations 

that are more easily identifiable within this limited data set. Lastly, daily forecasts are more 

detailed and provide a better understanding of the sales trends and help businesses respond to 

changes more effectively. It is important for short-term decision making and for modifying the 

business strategies hence the daily forecast is more applicable and useful in this respect.Hence, 

LSTM, XGBoost, and Prophet models will be further optimized for the daily forecast since 

they show the best performance and are suitable for the given dataset. 
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5.6 Hyperparameter Tuning 

5.6.1 Fine tuning of LSTM Forecast Daily Model 

 

Figure 5.6.1. 1 Fine-tuning LSTM Daily Forecast Model with L2 Regularization 

 

This code also presents an LSTM model with L2 regularization for time series prediction, and 

establishes a grid for the optimization of several hyperparameters. This model is developed 

with two LSTM layers where each layer contains a specific number of units (or neurons). The 

first LSTM layer gives out sequences to the second layer while both the layers have L2 

regularization to avoid overfitting as the weights are penalized if they grow too large. 

Furthermore, dropout layers are added after each LSTM layer to prevent overfitting by 

randomly skipping certain units in the network during training. The last output layer is a dense 

layer with one unit for regression tasks, such as predicting time series data. The model is built 

with a certain optimizer which is set to be the Adam optimizer and the loss function used in the 

model is the mean squared error loss. The hyperparameters for training the model are also set 

and a hyperparameter grid for tuning critical parameters is also provided. The grid contains 

parameters like the number of units in LSTM layers (50 or 100), dropout rate (0.3 or 0.4), the 

choice of the optimizer (adam or rmsprop), the batch size (32 or 64), number of epochs (20 or 

50) and the L2 regularization parameter ( 0.001 or 0.01). It also allows one to search for the 

best combination of hyperparameters using strategies like grid search or random search so that 

the model can be further refined to yield the best results given the data. In conclusion, the setup 
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aims at determining the number of LSTM layers, the dropout rates and the regularization to use 

in a bid to make the model as accurate as possible with the least overfitting. 

 

 

Figure 5.6.1. 2 Grid Search for LSTM Forecast Daily Model 

 
This code performs a custom grid search with cross-validation for hyperparameters of LSTM 

with early stopping to avoid overfitting. First, the parameter combinations are created from the 

given parameter grid (param_grid) using ParameterGrid. The best model is tracked throughout 

the process by comparing RMSE values, with the initial best_rmse set to infinity. The grid 
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search employs TimeSeriesSplit that is suitable for time-series data since it maintains the order 

of the data which means that the data in the future cannot be used in predicting the values of 

the past. This way it generates five folds of train and test data in a sequential manner. 

Regularization is used in the form of early stopping which will check the validation loss and 

stop the training process if there is no change in loss after five epochs and restore the best 

weights to prevent overfitting. For each set of hyper parameters in the grid, the model is 

constructed and trained by the build_lstm_model function which includes the regularization 

and dropout to avoid over fitting. The training is done using 80% of the training data with 20% 

of it being used for validation. The test set is used for prediction after the model has been 

trained and the RMSE is then determined. The computed RMSE for the current 

hyperparameters is compared with the best RMSE recorded so far and if the current is better 

than the previous one, then the current parameter and model is saved as the best. 

 

The best hyperparameter of LSTM is {'batch_size': 32, 'dropout_rate': 0.3, 'epochs': 20, 

'optimizer': 'rmsprop', 'regularization': 0.001, 'units': 100} and the performance metrics is 

RMSE: 1.79, MAE: 1.34, MAPE: 9.39%. 
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5.6.2 Fining tune of Prophet Forecast Daily Model 

 

Figure 5.6.1. 3 Fining tune of Prophet Forecast Daily Model 

 

This code is performing hyperparameter tuning for the Prophet model using a grid search 

approach combined with time-series cross-validation. The goal is to find the best set of 

hyperparameters that minimize errors in forecasting daily sales. First, a hyperparameter grid is 

defined, consisting of seasonality_mode (whether the seasonality should be additive or 

multiplicative), changepoint_prior_scale (which controls how sensitive the model is to changes 

or "changepoints" in the data), and seasonality_prior_scale (which adjusts how flexible the 

seasonal component of the model can be). The grid search iterates over all combinations of 

these hyperparameters. For each combination, the data is split into five folds using time-series 
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cross-validation (TimeSeriesSplit). This ensures that the model is always trained on past data 

and tested on future data to avoid data leakage. During each iteration, the Prophet model is 

initialized with the current set of hyperparameters and trained on the training set. The model 

also includes additional regressors, such as continuous features and variables like Campaign 

and Holidays, to improve its predictions by incorporating external factors. After training, the 

model makes predictions for the test set, and performance metrics such as RMSE (Root Mean 

Squared Error), MAE (Mean Absolute Error), and MAPE (Mean Absolute Percentage Error) 

are calculated by comparing the actual test values to the predicted values. These metrics are 

recorded for each fold and for each parameter combination to evaluate the model’s performance. 

Ultimately, this grid search process will identify the combination of seasonality_mode, 

changepoint_prior_scale, and seasonality_prior_scale that yields the lowest error metrics, 

leading to the most accurate forecast for daily sales using the Prophet model. This systematic 

approach ensures that the model is tuned to perform optimally given the characteristics of the 

data. 

 

The best parameter of Prophet is{'seasonality_mode': 'additive', 'changepoint_prior_scale': 

0.01, 'seasonality_prior_scale': 10.0} and the best performance is Best RMSE (Prophet Daily): 

1.95, RMSE%: 14.61% Best MAE (Prophet Daily): 1.59, MAE%: 11.85%  Best MAPE 

(Prophet Daily): 12.25% 

 

5.6.3 Fine Tuning of XGBoost Forecast Daily Model 

 

Figure 5.6.1. 4 Fine Tuning of XGBoost Forecast Daily Model 
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This code involves hyperparameter tuning of an XGBoost regressor with GridSearchCV and 

TimeSeriesSplit for cross-validation. This objective is to identify the optimal set of 

hyperparameters to improve the model’s performance in predicting a target variable, which 

may be linked to sales. The parameter grid or l2 parameter in the code above contains the 

hyperparameters that are going to be tuned and the ranges of values they will take namely the 

number of estimator or boosting rounds (n_estimators), the rate of learning (learning_rate), the 

maximum depth of individual trees (max_depth), the minimum sum of instance weight required 

to split a node (min_child_weight), the ratio of the instances used to train individual base 

learners (subsample) and the ratio of features per tree (colsample_bytree). These are the 

hyperparameters that determine the level of complexity and the flexibility of the model. The 

XGBRegressor is initialized with the objective function 'reg:The evaluation metrics used were 

squared error which is appropriate for regression problems, and a random seed of 42 to ensure 

the results are replicable. The GridSearchCV exhaustively search for the best hyperparameters 

in the given combination of hyperparameters through TimeSeriesSplit that is suited for time 

series data. The performance of the search is assessed by the negative mean squared error 

(neg_mean_squared_error) metric and GridSearchCV attempts to find the best set of 

parameters to minimize this metric. The tuning process assesses each hyperparameter 

configuration on the training data (X_train_xgboost, y_train_xgboost) with the help of the 

TimeSeriesSplit for the cross-validation splits. After the search, the best hyperparameters are 

stored in best_params_xgboost, and the best XGBoost model is saved as best_model_xgboost. 

It can be used to make predictions on other data given that it has the best hyperparameters for 

better results and performance. 

 

The best parameter of daily forcast XGBoost model is {'colsample_bytree': 1.0, 'learning_rate': 

0.2, 'max_depth': 3, 'min_child_weight': 1, 'n_estimators': 200, 'subsample': 0.8}and the 

perfomace metrice is Best RMSE is 1.297, best MAE is 0.1837. 
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5.7 Performance Comparison 

Below is the result of fine-tuning the selected daily forecast models: 

Table 5.7. 1 result of fine-tuning the selected daily forecast models 

models MAE MAE (%) RMSE RMSE( %) MAPE(%) 

Tuned LSTM  1.34 9.00 1.79 12.00 9.39 

Tuned Prophet 1.58 11.85 1.96 14.61 12.25 

Tuned XGBoost 1.27 8.65 1.63 11.12 8.45 

 

 

From the results obtained, the Tuned XGBoost model is seen to have the best performance with 

the lowest MAE, RMSE, and MAPE values thus it has the ability to capture patterns in the 

daily sales data. The Tuned LSTM model also gives good results, with a slightly higher MAE, 

RMSE, and MAPE than Tuned XGBoost. LSTM is a powerful model in capturing the temporal 

structure and we consider it to be a good fit for time series data. However, its performance is 

slightly worse than Tuned XGBoost, which means that although LSTM can learn patterns, 

XGBoost is better suited for handling variability in sales data for this particular task. 

The Tuned Prophet model is the least efficient of the three models with the highest MAE, 

RMSE, and MAPE. Prophet is capable of handling seasonality and trends, however, the higher 

error metrics indicate that it might not be as good at capturing the daily variability in the sales 

data as XGBoost and LSTM. This suggests that Prophet may need more data or longer time 

periods in order to properly learn the patterns. Based on the experiment results, Tuned 

XGBoost is chosen to be the model to be deployed into the web-based application. Thus, its 

error metrics are low and it is suggested that it is most suitable to apply this model for giving 

accurate and reliable sales forecasts which is very helpful in real time application in the 

forecasting. 
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Figure 5.7. 1 Graph of Tuned LSTM Daily Forecast Model 

 

 

Figure 5.7. 2 Graph of Tuned Prophet Daily Forecast Model 
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Figure 5.7. 3 Graph of Tuned XGBoost Daily Forecast Model 

 

In these three graphs, the predicted sales data (shown in red) closely aligns with the actual sales 

data (shown in blue) has strong correlations indicates that the models are performing well in  

capturing the sales patterns. The models show that they have strong predictions performance 

with predictions that closely match the actual sales data. 

 

 

 

 

Figure 5.7. 4 Save XGBoost to deploy to web-based applications 

 

The joblib library is imported to help in saving and loading of machine learning models. The 

joblib.dump() function is called to save the best_model_xgboost into a file named as 

‘xgboost_model.pkl’.This serialized file can then be used for making predictions or any other 

analysis without the need of training the model again, which is beneficial especially when 

deploying the model in real applications such as web applications and APIs. 
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5.8 Challenges and Limitations Faced During Modeling 

During the modeling process, there were several important factors and constraints that were 

identified to influence the performance of the models. The first issue was the absence of data 

because only the sales data of the previous two years was presented. This was a big issue for 

models such as SARIMAX and Holt-Winters since these models depend on historical data and 

seasonality for prediction. This was because the dataset used in this study was relatively small 

and only covered a few months of data, and therefore could not fully account for seasonal 

variations that are more apparent in the longer term. This constraint meant that the models they 

proposed were not very good at identifying trends and this put them at a disadvantage compared 

to more complex models like the LSTM and XGBoost that can work well even with limited 

data. 

 

There was also the issue of overfitting of models especially for the LSTM and XGBoost 

models. Overfitting happens when the model learns the training data so well that it is unable to 

predict new data. This is especially the case with small datasets where the model may learn 

noise and variations in data rather than the actual patterns. To deal with this, the models’ 

hyperparameters were optimized and regularization was used. However, the problem of how 

to control model complexity while attaining good generalization remained an issue throughout 

the study and this was tackled by continuously observing the performance metrics in the cross-

validation process. 

 

Another limitation was the need to make data stationary, especially for models such as 

SARIMAX that require stationary data to perform well. Most time-series models are based on 

the assumption that the mean and variance of the time series are constant. However, sales data 

usually include trends and seasonality, which makes the data series non-stationary. To make a 

series stationary, it was necessary to apply a transformation, for example, the differencing or 

the Box-Cox transformation sometimes led to the loss of valuable information that could be 

useful for prediction. This was a delicate balance since overfitting could eliminate important 

patterns while underfitting could result in poor model performance. 

 

Seasonality and trend detection also played a challenge due to the fact that it was difficult to 

determine the time of the year or period in question. Seasonal models such as Prophet and Holt-

Winters had complications in detecting seasonality because the provided data set was only for 
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two years. Most of these models are useful when used with longer datasets that contain more 

than one season. Since the data used in the study was only for two years, the seasonality was 

not very clear, and this affected the performance of models that depend on seasonality. 

Moreover, analyzing such a limited dataset was rather problematic as certain models had 

difficulty differentiating between noise and trends. 

 

Finally, the complexity of some models especially LSTM and Prophet also posed some 

challenges. These models are very computationally demanding especially when fine-tuning the 

hyperparameters and validating the model. The time taken to train these models was much 

longer than other models and the cost of optimizing large models with architecture complexity 

was a big challenge. The use of grid search for hyperparameter optimization along with time-

series cross-validation sometimes added a lot of time to the modeling process. 

 

However, the process of the model optimization and fine-tuning did also have its benefits in 

reducing some of the mentioned drawbacks. Cross-validation, regularization, and 

hyperparameter tuning helped the models to work effectively under the limitation of the 

provided dataset. Further, increasing the amount of data available in the future may enhance 

the performance of the models such as SARIMAX and Holt-Winters. Furthermore, the use of 

more sophisticated approaches like the ensemble modeling or including other variables may 

help in improving the model in terms of capturing the interdependencies in the data and 

generate better predictions in the future. 
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Chapter 6: Deployment and System Integration 

6.1 Setting Up the Forecasting System 

The sales forecasting system was deployed on a web-based application using Streamlit in order 

to enable stakeholders and interact with the models and view the results of the forecasts. This 

chapter provides information on the tools and platforms used and the steps taken in deploying 

the models in the system. 

6.1.1 Software Tools and Platforms 

The following software libraries and tools were used in the development and successful 

implementation of the forecasting system: 

• Python: Python was the main programming language that was deployed in the 

development of the models, data preprocessing and integration of the system. It offers 

a range of libraries that are ideal for data analysis and machine learning tasks. Some of 

the libraries that were used for the design,-development and performance tuning of the 

models are Scikit learn, xgboost, Tensorflow (for LSTM), Prophet, and Pmdarima. 

Python was chosen for this project because of its simplicity and the availability of 

numerous libraries for machine learning. 

 

• Streamlit: Streamlit was used as the main tool for the web-application of the 

forecasting system. The reason for this choice is that Streamlit has a simple interface 

and allows to easily transform Python code into web application. With the help of 

Streamlit, it was possible to develop an interactive application where the users can input 

their data and see the forecasting results of the models. A major strength of Streamlit is 

that it does not necessitate extensive frontend development, thus being suitable for 

quick prototyping of data-focused apps. Streamlit also provides seamless integration of 

plots, data inputs, and file handling that are essential for this sales forecasting tool. 

 

• Joblib: Joblib was used to serialize and save the developed machine learning models 

like XGBoost, LSTM, and Prophet. The models were saved as .pkl files and they are 

easy loaded into the Streamlit application for future predictions without needing to 

retrain the models each time. This serialization is useful for large objects like machine 
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learning models and improves the workflow by separating the training and inference 

phases. 

 

• Pandas and NumPy: These libraries were very useful in data preprocessing and 

handling. Pandas was employed in handling time series sales data and provided an 

efficient way of transforming raw data for model training and predictions. It also 

allowed working with data in different formats, which is crucial for adding the actual 

data to the forecasting system. NumPy library was used for numerics especially in the 

feature engineering, scaling and other arithmetic operations that are used in time series 

analysis. 

 

• Matplotlib: The actual and predicted sales trends were also presented via graphs and 

charts using Matplotlib. It provided easily understandable comparisons of historical and 

predicted values, which could be used to assess the model. Matplotlib’s integration into 

Streamlit also enabled updating of the plots in real-time, therefore users can get to view 

the forecast results as soon as they make changes to the model parameters or the forecast 

horizon. 

 

 

• Plotly: Another library used for visualization purposes was Plotly which enabled the 

generation of interactive plots which could be integrated into the Streamlit app. The 

interactive charts gave users a better way to navigate through the sales forecast data, 

zoom in on certain areas, and examine the data points in greater detail. 

 

• SciPy: The scipy.special library which is used inv_boxcox function to reverse Box-Cox 

transformations applied during preprocessing. Box-Cox transformation is useful in 

variance stabilization and normality of the data so this improves the performance of the 

model. The inv_boxcox function was crucial in transforming the forecasted data back 

to the original scale for better result interpretation. 

 

 

 

 

Advantages of Streamlit in Deploying the Sales Forecasting System 
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Streamlit offered several advantages in the deployment of the sales forecasting system that 

made it ideal for use in this project. Due to its framework, developers can create sophisticated 

machine learning applications without writing much code, making it easy to use, and turning 

Python scripts into web applications without the need for learning HTML, CSS, or JavaScript. 

Streamlit also enables real-time interaction allow users can change parameters such as the 

forecast period and see the results immediately. It offer simple and user-friendly interface that 

has features such as sliders, buttons, and input fields to enhance the usage for both the technical 

and non-technical personnel. 

 

Another major strength is that it supports model integration using Joblib and this enables the 

direct loading of other models like XGBoost, LSTM and Prophet into the application. This 

makes it easier to avoid retraining hence the system will be effective and efficient. Furthermore, 

Streamlit supports the use of visualization libraries like Matplotlib and Plotly, enabling the 

creation of visually appealing and interactive sales forecast graphs. These visualizations assist 

the user to make better decisions while making use of the data in real time. Finally, the 

accessibility and extensibility of the Streamlit application are significant advantages as the 

application can be viewed on a web browser and all the stakeholders involved can use it without 

having to download any supplementary software. This makes it very convenient in that it is 

very flexible and therefore it can be used by many people. 

6.1.2 Deployment to Streamlit  

The sales forecasting system was hosted on Streamlit Cloud Community as a live web 

application to allow different users to access it easily. This involved uploading the necessary 

files like the model files and the Python scripts to a GitHub repository. This was followed by 

the integration of the repository with Streamlit Cloud in order to facilitate deployment of the 

application. The application can be accessed at the following URL: Sales Forecasting System. 

The deployment process involved several steps: 

 

1. Model Integration: After the hyperparameter tuning and optimization, the best-

performing models which is XGBoost were saved using Joblib. These models were then 

integrated into the Streamlit application by linking the application to the GitHub 

repository where the models can be uploaded and used for prediction. 

 

https://fashion-sales-forecasting-system-fyp-chiqian.streamlit.app/
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2. User Interface: The Streamlit interface was created to be simple and user-friendly as 

well as interactive. The system allows users to define the number of days for the forecast 

or choose the date range then model runs the XGBoost algorithm for predict forecast 

sales. The interface also provides important error measures including Mean Absolute 

Error, Root Mean Square Error, and Mean Absolute Percentage Error to enable the user 

to evaluate the performance of the model. 

 

3. Visualizations: The application provides visualizations of  forecast sales and actual vs 

predicted sale and enable users see the forecast easily. These charts allow users to 

manipulate visual elements to analyze and compare data and information in real-time. 

This makes it easier for users to compare the actual sales made with the predicted ones, 

understand trends and assess the effectiveness of the XGBoost model in real-time. With 

the use of interactive charts, users are able to get a better understanding of the sales data 

presented to them thus being able to make better decisions. 

 

4. Real-Time Predictions: The system is capable of generating real-time prediction up to 

the coming one year or 365 days. It is up to the users to choose the predicted period, 

and then the system takes the user’s input and applies the XGBoost model to make the 

forecast. 

 

6.2 System Interface  

The system interface for the sales forecasting application was designed to be highly interactive, 

user-friendly, and visually informative, allowing users to easily input forecasting parameters 

and view prediction results. Built using Streamlit, the interface ensures that both technical and 

non-technical users can interact with the machine learning models and obtain insightful sales 

forecasts. 
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Interactive User Input Options: 

 

Figure6.2. 1 System Interface  

 

 

Figure6.2. 2 User Input 

 

 

Figure6.2. 3 Forecast Day Input Validation Error 
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Users can choose between forecasting for a specific number of days or inputting a custom date 

range. For the “Days to Forecast” option, user cannot enter the number which is less than 1. 

For the “Choose Date Range” option,  the end date will not be chosen earlier than the start date. 

Additionally, users can customize the colors of the actual and predicted sales lines on the 

graphs, selecting from a variety of color options to make the visualizations easier to personalize 

the visualization. The “Run Forecast” button will refresh the graph with the new settings and 

show visualization for user  

 

After user click the “run Forecast” button, there are many graphs will be generated. 

 

Visualization and Graphs: 

 

Figure6.2. 4 Actual vs Predicted Graph 

 

After user click the “Run Forecast” button, there are many graphs will be generated. The 

XGBoost Actual vs. Predicted Sales Graph displays the actual historical sales data in 

comparison with the sales data which have been predicted by the XGBoost model. The graph 

covers the period from August 2022 to January 2023, and the green dots show the actual sales, 

while the blue dots show the predicted sales. This visualization helps users easily the model’s 

predictions align well with actual data and where deviations occur. The graph has zoom feature 

and selectable date range allows the users to focus on specific periods of interest to get a better 

view of the sales trends and model performance. 
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Figure6.2. 5 Future Sales Forecast Graph 

 
The 30 Days Future Sales Forecast section allows users to see the expected sales for the coming 

month. There is also a blue line used to present the predicted sales and the gray shaded areas 

that show the upper and lower bounds of the forecast to depict the level of confidence in the 

model’s prediction. These bounds give insight into the expected range within which actual sales 

may fall, offering a measure of uncertainty in the predictions. This interactive feature helps to 

predict the future sales trends and changes to assist businesses when making their economic 

decisions. 

 

Forecasted Sales Table: 

 

Figure6.2. 6 Forecasted Sales Table 
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For each row in the table, there is the date, the forecasted sales value, and the upper and lower 

bounds of the prediction for that day. The upper bound is the maximum sales level that is 

anticipated while the lower bound is the minimum sales level anticipated. These bounds give 

the prediction interval around the forecasted sales value, which gives an estimate of the range 

within which the actual sales could be expected to lie. This forecast interval helps users 

understand the possible variations in sales predictions. Moreover, the table includes features 

for sorting, filtering, and searching to make it easy to navigate through the forecast data. 

Furthermore, the table has a “Download Forecast Data” button enables users to get the forecast 

data for analysis or for reporting purposes. This feature allows users to quickly navigate to the 

forecast data presented in a structured manner which allows them to share the results with other 

stakeholders or include them into business reports. 

 

Figure6.2. 7 Performance Metrics of XGBoost 

 
The Performance Metrics of XGBoost section shows the performance of the model with 

different indicator such as Mean Absolute Error (MAE), Root Mean Squared Error (RMSE), 

Mean Absolute Percentage Error (MAPE) which are all in percentage. These metrics will help 

the user to understand how well the XGBoost model is performing. 

 

Overall, the system interface is intuitive, contains elements of interactivity, and product 

visualizations, so that users can easily work with the sales forecasting models  
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Chapter 7: Conclusion and Recommendation 

7.1 conclusion 

The implementation of the sales forecasting system has shown how the modern machine 

learning methods can be effectively applied for the prediction of sales in a retail organization. 

This paper will also focus on the importance of forecasting in enhancing decision making and 

business strategies especially in the fashion industry. This project involved the fine-tuning and 

comparison of several machine learning models, namely XGBoost, LSTM, and Prophet, based 

on performance metrics such as MAE, RMSE, and MAPE. Out of these, XGBoost was found 

to be the best model because it can learn non-linear relationships and work well with limited 

data. LSTM also gave a good result, but it consumed more time and resources, and Prophet 

even though it is good in handling seasonal data was less accurate than XGBoost and LSTM. 

 

Another interesting finding of the project was how the daily and the monthly forecasts 

performed. XGBoost and LSTM performed exceptionally well in short-term daily-based 

forecasting in which the features of non-linear relationships were well-captured. However, the 

current models such as SARIMAX and Holt-Winters had challenges in generating long term 

monthly forecasts this was because they could only analyze data up to two years and therefore 

could not pick up long term trends and seasonality from the data. This reflected on the issue of 

the length of the data set used in the selection of the forecasting models. 

 

The project had some drawbacks such as overfitting and data handling issues during the 

deployment of the project. Regularization, cross-validation and hyperparameter tuning were 

some of the techniques used in order to overcome these challenges. The system was deployed 

on Streamlit Cloud which offered an easy and interactive way of using the system where users 

can set forecast parameters, view real-time predictions, and key performance metrics of the 

system regardless of their technical background. 

 

In conclusion, the proposed sales forecasting system is capable of providing the accurate short-

term forecasts of sales which is vital for steering the business in the fashion retail sector with 

the help of machine learning techniques such as XGBoost, and LSTM. This means that 

deploying the system on Streamlit Cloud made it more interactive and user-friendly to the 

decision-maker. It is possible to enhance the model by including other factors like economic 
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indicators or holiday and widening the data to have long term predictions. Moreover, it is 

possible to expand the model with the hybrid models that could improve the results of the 

system and make it even more effective tool for the fashion retail sales forecasting and strategic 

planning. 

 

7.2 Recommendation for future work 

For the improvement of the sales forecasting system, some recommendations can be made that 

will further strengthen the system. These recommendations are aimed to help users to choose 

the appropriate model, to improve the detection of long-term trends, and to apply an enhanced 

hybrid modeling approach to address various forecasting requirements. 

 

First, it would be helpful to include other models like LSTM and Prophet into the web 

application to enhance the functionality of the system. Currently, XGBoost is the main model 

that is used, but each model for sales forecasting has its advantages that can help to predict 

different types of sales patterns. For instance, XGBoost has a great capacity of identifying non-

linear relations and is therefore suitable for data with many interactions and short-term trends. 

On the other hand, LSTM (Long Short Term Memory) is particularly suitable for short term 

prediction and very effective in capturing temporal relationships for instance daily changes. On 

the other hand, Prophet is capable of handling seasonality and trend shifts which can be very 

suitable for any business that has cyclical sales patterns such as events that may be influenced 

by holidays, promotions or any other shifts in the trends of demand. It would be more helpful 

if users can choose between XGBoost, LSTM, and Prophet models so that they will see for 

themselves which one is more effective in analyzing their sales data. Moreover, allowing the 

users to change between models depending on the required forecasting results would enhance 

the system’s efficiency and application in various retail sectors where sales data trends may 

vary.  

 

Secondly, it is crucial to increase the dataset to enhance the system’s performance, especially 

on the temporal aspect, including trends and seasons. The current data only covers two years, 

which means that models such as SARIMAX and Holt-Winters may not be able to capture the 

cyclic trends that are important when making future sales predictions. Such models based on 

historical data are less effective because they require more historical data to detect cycles, 
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peaks, and troughs of sales behavior. If more historical sales data is collected, the forecasting 

system will have more data points that reflect seasonality and market trends, thus improving 

the existing model. This would help in long term predictions thus helping the businesses to 

make right decisions on when to launch a new product, manage their inventory and adopt right 

marketing strategies. With a larger dataset, models like SARIMAX, Prophet, and Holt-Winters 

will be able to identify seasonality, trends, and other temporal patterns that might be 

undetectable with a smaller dataset. This would be especially beneficial for the companies that 

are characterized by the high seasonal variability, for example, the retailers with the distinct 

sales peaks corresponding to the holiday seasonal. It would also be useful for companies that 

need to have a longer perspective in the forecast than one-year time horizon. 

 

In the future, the application of the hybrid model may also be used to further improve the 

capacity of the forecasting system. Hybrid models incorporate the features of several 

algorithms in one model to offer a broader perspective in forecasting since each model has its 

unique strengths. For instance, a combined model could use the strong short-term forecasting 

and flexibility of LSTM while using Prophet for long-term trends and seasonality. This would 

ensure that the predictions are more accurate regardless of the time frame that is being 

considered, thus making the system very flexible. This paper aims to develop a hybrid model 

for time series forecasting by combining models which are optimized for specific aspects of 

the time series thus addressing the limitations of individual models. For example, Prophet is 

better than LSTM in identifying the seasonal patterns while the LSTM is better in short term 

predictions. Thus, the proposed hybrid model would be able to make good predictions that 

include short term fluctuations and long-term seasonal trends. It would not only increase the 

reliability of the forecasts but would also give out a more balanced forecast that could be used 

in almost all business situations ranging from day-to-day sales to strategic planning for the 

future.  

 

Besides these primary recommendations, other possibilities may consist in the integration of 

real-time forecasting and automation. With automation of data collection and forecast 

generation, the system would be able to generate new predictions whenever new data is 

received. This would mean that sales forecasts are always up to date and offer businesses the 

most relevant information for planning and strategy making. This also minimizes the reliance 
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on manual input and data entry, which would be beneficial for generating accurate and easy to 

understand forecasts for users who are not necessarily computer savvy. 

 

Therefore, the future work includes the use of other models like LSTM and Prophet, expanding 

the dataset with more historical data, and the combination of the two modeling approaches 

above to enhance the system’s performance. The following recommendations would help to 

improve the system and its capacity to address different types of forecasting needs ranging 

from the daily sales forecasts to the strategic planning needs of the organization. Further 

enhancement and development of the system will allow companies to generate more precise 

and reliable forecasts that can be used to enhance inventory control, marketing efforts, and 

sales performance. 
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