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ABSTRACT 

 

This project aims to develop a system using Artificial Intelligence (AI) and Internet of Things 

(IoT) to regulate and adjust environmental conditions in smart factories, focusing on the 

production of feed pellets, particularly during the drying stage. This paper addresses this gap 

by exploring existing technologies within the framework of Industrial Revolution 4.0. We've 

examined various factors affecting feed pellet quality by examining moisture level and climate 

setting using near-infrared (NIR), microwave, and capacitance sensors to detect ambient 

conditions. These data are visualized on a Grafana Dashboard for real-time data monitoring, a 

predictive model for dryer setup, and a computer vision system for quality control assessment. 

Testing will be conducted in a simulated environment to achieve a minimal working product 

(MVP). Lastly, the project has successfully implemented both a LSTM predictive modelling 

and a Siamese Network with CNN as base model for computer vision task. The LSTM 

predictive model is used to identify the optimal ambient setting to produce the highest quality 

pellet based on parametric optimisation. It is then integrated with the machine to manipulate 

and scale the environment conditions to best fit the pellet requirements. With the implemented 

Siamese Network with CNN has also successfully classify the pellets quality based on the 

appearance and colour of the given pellet. 
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Chapter 1 

Introduction 
As technology continue to evolve, technologies that were once in science fiction are 

realised. Artificial intelligence (AI), Big Data, Internet of Things (IoT), robotics, and 

blockchain signalled a profound shift in the industry. With the emergence of technology 

and data, the industry sees this as an opportunity to further grow and enhance business 

through utilising both factors. Thus, introducing Industrial Revolution 4.0 (4IR) by 

incorporating the technologies. 4IR enabled smart production and manufacturing 

processes in Malaysia. Through government and private sectors effort [1], [2], 

industries are slowly transitioning to 4IR incorporating the available technologies and 

fostering sustainable growth in all aspect. 

In animal feed production, 4IR came in as a game changer for the industry. Through 

the adoption of 4IR, feed production could be further enhanced with the use of IoT to 

ensure the production meets the topmost standard as an outcome. Based on research, a 

high-accuracy and precision procedure is applied at every stage in the process [3], [4]. 

Thus, to produce quality feed pellets, IoT can be introduced to accurately capture the 

real-time data from each machine, monitoring the process and outcome. There has been 

works done in this particular sector, as the industries realised the problem and started 

to adopt and bring in IR4, in transitioning to the smart factory [5]. Through the 

integration of IoT, data collected by sensors within the IoT network can be further 

utilised by implementing AI / ML model to create a predictive analysis model. 

Predictive models provide advantages that drive businesses to grow prosperously not 

only in terms of increasing efficiencies and effectiveness but also more predictable.  

Figure 1.1 shows the illustration of feed pellet manufacturing process. IR4 can be 

applied in each stage to ensure the quality and enhance efficiency and effectiveness. 

Starting with the first stage in processing the raw materials, from batching to the end of 

the production line can be installed with sensors and integrate with AI / ML model in 

predicting and controlling the quality of the feed pellet with each serve a different 

purpose to achieve the quality to be assured at the very end.  
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Figure 1.1 Flowchart of feed production process. 

 

1.1  Problem Statement and Motivation 

Despite the production and manufacturing process of animal feed pellets being handled 

carefully even in manual processes, the dependencies on calculation and analysis 

with manpower in adjusting the dryer settings would not necessarily achieve the 

final product specifications. Corns are the main source used in animal feed pellet 

production, there are various parameters that need to be taken care of, such as the 

moisture within the pellet after extrusion, the pellet size, surrounding temperatures, 

temperature of the dryer, and the corn kernel hardness [3], [4], [6]. In addition to the 

current methods of manually performing calculations and analysis, human errors are 

inevitable. Hence causing over-drying or under-drying when adjusting the dryer 

setting. During the evaluation, the particle size and the pellet moisture will be the 

significant factors and are prone to cause overlooking in configuring the dryer 

settings. Moreover, the data collection takes a lot of time, in return, the extruded pellets 

are set aside during the process awaiting the completion of analysis. As a matter of fact, 

the condition of the pellet could change during the waiting time. Thus, causing an 

unsatisfaction outcome. Nonetheless, performing evaluation and configuration in 

the manual way is not feasible in the context of 4IR. To further elaborate, the time 

consumption in each process waiting for manual sample testing, and the time consumed 

to analyse and configure the dryer are wasted. The efficiency and effectiveness are not 

predictable in turns, it is affecting the quality of the outcome. Each factor that affects 

the quality of the pellet must be ensured [4], otherwise the business would bear the 

cost of low-quality feed pellets.  
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1.2  Objectives 

This project proposes the implementation of computer vision technology for the 

meticulous monitoring of feed quality attributes, including particle size, colour 

consistency, and moisture levels. Concurrently, the utilization of IoT sensors aims to 

capture ambient data, facilitating real-time adjustments of machine parameters. The 

overarching objective is to optimize the feed production process systematically, 

ensuring a consistent and high-quality output; specifically, 

(1) To integrate IoT sensors like moisture, humidity and temperature for ambient 

control and presented in dashboard with Grafana [7]. 

(2) . 

a. Prepare a prediction model for the dryer 

b. A front-end interface for controlling and predict the output of the input 

data 

(3) To develop a computer vision (CV) model for Quality Control (QC) and 

monitoring based on colour and appearance. 

During the extrusion process, the extruder forces the mixtures of different materials into 

a single substance with two mechanisms which are pressure and screw barrel rotation 

[8]. Based on Figure 1.1, some of the extruded feed pellets will then be taken as a 

sample set to be evaluated. As mentioned, the traditional way of manual value 

measuring, and configuration does not necessarily produce the optimum final product. 

Thus, the first objective is to create a streamlined process for the workers through the 

use of IoT sensors to capture moisture content of the extruded product, and the ambient 

humidity and temperature. These values would then be presented in a visually 

understandable way through Grafana. 

Given that all the data has been collected into the database, as there would be no point 

leaving all the data to not be further processed into more valuable information. This 

project aimed to create a predictive model to further streamline the process of drying 

extruded pellets through minimising possible human error by automating the 

configuration of the dryer.  

Continuing on streamlining the process, the end results from the dryer will then be 

constantly monitored with a CV model for QC control. The dried pellet should always 

be within a threshold of a certain predefined criteria. Based on the appearance and the 



REFERENCES 

4 

Bachelor of Information Systems (Honours) Business Information Systems  
Faculty of Information and Communication Technology (Kampar Campus), UTAR 
 

colour, the pellets obtained could tell differences between a normal and a defect pellet. 

Taking in example such as pellets expanded from the inside causing a crack during 

drying process due to high internal pressure. Some other defects such as discolouration, 

inclusions of foreign object, and deformation would also be monitored as when the 

dried pellets are retrieved from the dryer. 

 

1.3  Project Scope and Direction  

In this project, research and development will only be based on the drying process of 

animal feed pellet production process based on Figure 1.1. As in the current stage of 

study, external factors will also be considered such as parameters available from the 

outcome of the extrusion, and the environmental factor which may or may not be 

affecting the feed pellet quality. In addition to the predictive model mentioned in the 

sub-section Project Objective, relying 100% of the efforts in configuring the process 

does not necessarily accurate and precise. Thus, the project should at least provide a 

suggested configuration setting for the dryer in terms of temperature supposed to be the 

optimum configuration. 

At the end of the project, a combination of hardware and software would be delivered. 

Hardware includes the sensors used in capturing the outcome of the extrusion of the 

animal pellets, and a server that used to configure and streamline the process of the 

captured data. Software as in the predictive model and CV model, as well as the Grafana 

dashboard to present the data in visually pleasing way. All and all it would be a 

prototype in streamlining the production of animal feed pellets. 

 

1.4  Project Impact, Significance, and Contributions 

The research in the project confirms the feasibility in achieving smart factories aligned 

with the context of 4IR. Firstly, the sensors available in the current market is mature 

and powerful to gather information that will be needed in predicting the required 

outcome based on the quality of animal feed pellet. Secondly, by utilising the data 

collected from the sensors, a reliable predictive model can be produced to overcome 

issues such as over-drying or under-drying in the drying process based on Figure 1.1. 

Thirdly, the predicted outcome could also be further utilised in automating the process 
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from extrusion to drying, eliminating human errors and shorten the time consumed in 

configurating the machine.  

 

1.5  Report Organisation 

In this project, we will be mainly focusing on the drying process of the feed pellets. We 

will also look into the sensors that are currently used in the industry for related works 

in Chapter 2. In Chapter 3, we will discuss on the system methodology. In Chapter 4, 

we will be discussing on the system design. Then in Chapter 5 will discussing on the 

system implementation of the project. In Chapter 6 will be the evaluation and testing 

on the implemented system. Lastly at Chapter 7 will be the concluding the project as a 

whole. 
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Chapter 2 

Literature Review 
 

2.1  Microwave Moisture Sensor 

In this section, we will be reviewing the Microwave Moisture Sensor. Based on the 

patented design [9], the working principle of the sensor is through the microwave 

transmission and reflection when subject is passing through the sensor. When the 

microwave is emitted from the transmitter, a receiver will be setup in the other end to 

detect the return microwave as shown in Figure 2.1. 

 

Figure 2.1 Extracted microwave moisture sensor architecture. 

The moisture content will then be calculated based on the shared microwave oscillator 

to calculate the moisture content based on dielectric constant [9]-[11] the general 

formula is as shown as Equation 2.1. 

MC = �
ε𝑟𝑟 − ε{𝑟𝑟,𝑑𝑑}

ε{𝑟𝑟,𝑠𝑠} − ε{𝑟𝑟,𝑑𝑑}
� × 100 

Where, MC is the moisture content, εr is the measured dielectric constant of the 

material, εr,d is the dielectric constant of the material in the dry state, and εr,s is te 

dielectric constant of the material in saturated state. 
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With technological advancement, much smaller and accurate microwave moisture 

sensor has been developed for industrial purpose such as Hydro-Probe XT [12]. In the 

sector of pellet production, pellet moisture is the primary factor in achieving the 

targeted quality [3], [4]. The drying process need to adopt the variability of pellet 

moisture to achieve the optimum result [4, 13]. The sensor too has its advantages based 

on the review [14], microwave sensors are fast as the frequencies of the waves can be 

configured as per the application’s needs. Thus, through the continuous emission of 

microwave allow the computation to be at least precise enough to automate the dryer 

to adopt and change it drying temperature.  

 

2.2  Near Infrared (NIR) Moisture Sensor 

In this section, we will be reviewing NIR moisture sensor and its application on the 

current pellet production process. In the spectrum of detecting moisture content, NIR 

came in handy to resolve the issue [15]. Figure 2.2 shows the system diagram of current 

NIR moisture sensors in the market based on Sensortech Systems’ NIR-6000 Series 

On-Line Moisture Sensors design [16]. 

 

Figure 2.2 System design based on NIR-6000 Series On-Line Moisture Sensor [16] 

Based on Figure 2.2, the NIR rays is being emitted from the halogen lamp to the sample. 

When the rays hit onto the sample, it will then interact with the water molecules in the 

sample. Some of the NIR rays will be refracted back to the machine itself into the 
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detector. The moisture content will then be calculated based on the internal reference 

beam to obtain the moisture content percentage. The result obtained is based on the 

Beer Lambert expression [15] as shown in Equation 2.1. 

𝑙𝑙𝑙𝑙𝑙𝑙 
𝑙𝑙𝑜𝑜
𝑙𝑙𝑡𝑡

= 𝑘𝑘_𝑡𝑡 

Where lo is the incident energy generated, It is the transmitted energy or the intensity of 

the radiation emerged, and k is the absorption coefficient [15]. 

 

Through the adoption of NIR statoscope in the industry and the advancement in the 

technology itself, it has gained its position at one of the creditable sensors to be 

integrated due to its high accuracy and it also can be used in rapid detection of flowing 

samples in conveyer belts or through portable NIR statoscope device [15, 17]. 

 

2.3  Capacitance Moisture Sensor 

In this section, we will be reviewing on the capacitance moisture sensor which has been 

originally invented for capturing soil moisture content. Based on the patent [18], the 

working principle of the capacitance moisture sensor revolve in measuring the 

capacitance and the resistance to calculate the dielectric constant, and it can then be 

further calculated to obtain moisture content. As mentioned before, capacitance 

moisture sensor main purpose is to measure soil moisture content. In the context of 

agriculture, the sensor detects the water molecules in the soil. As for the detection, the 

sensor will release an electrical field to its surrounding. The receiver on the sensor will 

detect the returning field and measures the moisture content based on the reduction in 

capacitance due to the resistance within water molecules 
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Chapter 3 

System Methodology 
 

3.1 System Architecture Diagram 

 

Figure 3.1 System Architecture Diagram 

The figure above defines the overall architecture of the proposed system. As mentioned 

in earlier section, the application will be hosted in docker to standardize the 

environment. Each of the major components are separated into different container that 

hosted as an application. In the current proposed system architecture, there will be five 

major components hosted in the docker, which are MQTT broker, InfluxDB, Grafana, 

Flask API server, Predictive Model application, and the Quality Control CV 

application. Each container will perform only their specified task without interfering 

others application hosted within the same docker application. The Raspberry Pi in the 

other hand performs three different applications, which are the sensors controller, 

sensors data controller, and the operation of the camera module The Flask API server 

hosted in the primary machine is to accept the images received from the Raspberry Pi’s 

camera module. At the end, the user will receive three different application which the 

first it the configured dashboard to show the data in visual graph dashboard, second is 
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the dryer configuration based on the prediction model, the third is the quality control of 

the dryer output, and a demo application for visualizing the output from the model. 

 

3.2  Machine Learning Lifecycle 

To ensure the successful development of the machine learning model, a standard 

procedure has to be in place. Modelling a machine learning model can be complex and 

repetitive, without a clear and structured procedure, the process can be become 

cumbersome. In addition, without a clear framework, it would also be easy to overlook 

critical steps that can greatly affect the performance of the model. One of the most 

widely accepted machine learning development methodology is Cross Industry 

Standard Process for Data Mining (CRISP-DM), originally designed for data mining 

task; but due to it robust and flexible nature can be further adopted into machine 

learning modelling workflow. 

 

Figure 3.2 Illustration of Cross Industry Standard Process for Data Mining 

Figure above illustrate the lifecycle process of CRISP-DM, the process starts from 

business understanding, data understanding, data preparation, modelling, evaluation, to 

deployment. In business understanding, the core process and objective of the task has 

to be determined before starting the process as a whole. With the business 

understanding in hand, the objective can be further defined and elaborated. This ensures 

the machine learning model aligns with the business objectives and act as a guidance 

to the subsequent phases of the CRISP-DM process. 
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Proceeding to data understanding, by understanding the data implies to the knowledge 

and information on the data itself. Aside from knowing the data type of the given dataset, 

its not sufficient to provide a sophisticated and comprehensive image. It has to be 

achieved in a way that the data’s structure, distribution, and relationship has to be 

uncovered to reveal the meaningful pattern and potential issues that may arise during 

modelling the machine learning algorithm. In this phase, descriptive statistics, data 

visualisation, and identifying outliers and missing value has to be done to thoroughly 

understand the data. 

Then, in data preparation stage, the focus shift to transforming and preparing the dataset 

to fit into the model in modelling stage. This stage involves handling the uncovered 

missing values, outliers, correcting inconsistency, normalise dataset, and feature 

selection. This stage is important as it will directly affect the models’ performance, as 

poorly prepared data such as imbalance data and high number of outliers, might lead to 

high inaccuracy and bias.  

In modelling stage, it will be focus on the machine learning modelling and. The usual 

practice in this stage is to try out on various models and algorithm to find the most 

suitable model for the given use case. Different algorithms and model may yield a 

similar or vastly different results in term of model’s accuracy especially in supervised 

learning. Though this process defines the success criteria of the final model, but it needs 

to work tandem with data preparation as an iterative process to find out the most suitable 

model and algorithm by masking or transposing to their required input. This process 

ensures the selected model is provided with the most suitable data in goal to deliver the 

most optimal performance. 

With the tested models, model evaluation has to be performed to evaluate the 

performance of each model. This process aimed to find the most suitable model for the 

given use case. In this process, with all the model, the usual practice is to select two 

that may seem to have the highest accuracy and align with the project objective. Then, 

hyperparameter tuning may be performed on each model to further optimize the 

selected model, so that the accuracy of the model can be slightly higher to ensure more 

reliable prediction. 
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At the end, with the completed model, deployment will be made to fulfil the business 

needs. It will be integrated into the production environment, and provide real-time or 

batch prediction depending on the business requirement. 

 

3.3  Algorithm of ADC Convertion 

Before going into the algorithm itself, it is important to go back to the basic of the 

capacitors, and dielectric by using the formula: 

C = QV 

Where C is the capacitance, Q is the charge, and V is the voltage. The charge refers to 

the amount of electrical energy (measured in Coulombs) stored within a capacitor, 

while the voltage refers to the electrical potential energy, or the energy needed to push 

the electron out of it place. Thus, the formula is to measure the amount of charge to 

store in capacitor per voltage. 

Given that the capacitance has an inversely proportional with voltage, when the 

capacitance of the moisture sensor increases, the voltage would also be decreasing. 

With this in mind, the calibration of the sensors has been done through measuring the 

maximum voltage by holding the sensor in air, and the minimum voltage by submerging 

the sensor in the water. The maximum operating voltage returned from the reading is 

2.5V while the minimum operating voltage is 1.0V. To calculate the percentage of the 

object moisture, the mathematical equation shows the steps of computation through 

utilising linear interpolation between the maximum and minimum allowed moisture 

level based on the voltage in the circuit: 

 

Let, 

 MaxV as maximum operating voltage = 2.5 

 MinV as minimum operating voltage = 1.0 

 MaxM as maximum moisture = 100 

 MinM as minimum moisture = 0 

 V as the input voltage from VDD 

𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻𝐻ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 = 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 −
(𝑉𝑉 −𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀)
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 −𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀

× (𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 −𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀) 
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3.4  Project Timeline 

 

Figure 3.3 Gantt Chart of the project timeline 

For clearer image, please refer to Appendix A 
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Chapter 4 

System Design 
4.1  Circuit Diagram 

 

Figure 4.1 Circuit diagram of the sensors and Raspberry Pi 

Figure above shows the connectivity between the sensors and the Raspberry Pi. A 

parallel circuit connecting between the capacitive moisture sensor, the temperature and 

humidity sensors (DHT11), and the Analog-to-Digital Converter (ADC) 

microcontroller MCP3008. The sensors and microcontroller are powered by a single 

3V3 pin from the Raspberry Pi.  

Based on the Raspberry Pi Pinout documentation, although in the 3V3 output supports 

up to 500mA on paper, but it would still be suggested to follow the 50mA limitation 

[19]. Thus, the components’ operating current in the circuit has to be at most 50mA. To 

be more optimistic, the proposed circuit left some room to buffer for any unexpected 

condition. 
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Table 4.1 Maximum operating current of each component 

Component Max. Operating Current (mA) 

Capacitive Moisture Sensor 5 

MCP3008 0.002 

DHT11 0.3 

Total 5.302 

From Table 4.1, the maximum operating current of each component are retrieved from 

the Appendix B, C, and D. The total maximum operating current is 5.302mA which is 

lower than the limitation from the 3V3 pin. Thus, using one pin is sufficient to power 

up whole circuit without any issue.  

 

4.2  Hardwares Used in The Project 

The hardware that will be involved in this project is a laptop for development purpose, 

Raspberry Pi. The laptop will be the main device to configure the Grafana interface, 

and host major component, such as MQTT broker, Grafana, InfluxDB, ML application, 

and CV application. While the Raspberry Pi will be the medium to connect the sensors, 

perform MQTT connection between itself and the MQTT broker hosted in docker, and 

also a MQTT client to receive and stores them into database. 

Table 4.2 Specifications of development laptop 

Description Specifications 

Model Lenovo Legion Slim 5 

Processor AMD Ryzen 7 7840HS 

Operating System Windows 11 with Ubuntu Subsystem 

Graphic NVIDIA GeForce RTX 4060 

Memory 16GB DDR5 5600MHz 

Storage 512GB NVME SSD + 1TB SDD 
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Table 4.3 Specification of Raspberry Pi 

Description Specification 

Model Raspberry Pi 4 Model B 

Processor Broadcom BCM2711, Quad core Cortex-A72 (ARM v8) 64-

bit SoC @ 1.8GHz 

RAM 2GB 

Wireless LAN and 

Bluetooth 

2.4 GHz and 5.0 GHz IEEE 802.11ac wireless, Bluetooth 5.0, 

BLE 

Ethernet Gigabit Ethernet 

GPIO Pins 40-pin extended GPIO 

USB Ports 2 USB 3.0 ports; 2 USB 2.0 ports. 

Audio Output 4 Pole stereo output and composite video port 

Video Output 2 × micro-HDMI® ports (up to 4kp60 supported) 

Camera Port 2-lane MIPI CSI camera port 

Display Port 2-lane MIPI DSI display port 

Storage Micro SD port for loading the operating system and storing 

data 

Power Source Micro USB power source up to 2.5A 
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4.3  Software Used in The Project 

Software such as Visual Studio Code, PyCharm, Postman, Eclipse Mosquitto, 

InfluxDB, and Docker will be chosen to achieve the proposed solution. Below will list 

out all the usage and benefits of each proposed software to be used. 

 

Visual Studio Code [20]: 

• A popular code editor from Microsoft. 

• Benefits: 

o It has extensive language support, which allows developer to code in 

whatever language that the requirement needed. 

o It also has built in GitHub [21] source control to enable easier and faster 

version control within the editor. 

o It has extensive collection of extensions to support developers in 

completing tasks. 

 

PyCharm [22]: 

• A popular integrated development environment (IDE) for Python [23]. 

• Benefits:  

o It has built in debugging and profiling tools which enhance developers’ 

experience in debugging. 

o It has built in version control such as Git, Mercurial and Subversion. 

o It allows developers to set up a virtual environment to isolate the 

dependencies of each project. 

 

Postman [24]: 

• A popular API development and testing tools 

• Benefits: 

o It supports various methods in building HTTP request. 

o It has various pre-built integration that support third-party services such 

as GraphQL [25]. 

 

Eclipse Mosquitto [26]: 
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• A MQ Telemetry Transport (MQTT) protocol broker 

• Benefits: 

o It is lightweight and efficient, suitable for environment with limited 

resource. 

o It also utilises binary encoding for serializing messages which mitigate 

the need for sensors data to be decoded into utf-8. 

 

InfluxDB [27]: 

• A popular open-source time-series database 

• Benefits: 

o It provides time-based storage which will be suitable for IoT application. 

o It is highly scalable suitable for large volumes of data. 

 

Docker [28] 

• A tool to separate developed software from current infrastructure. 

• Benefits: 

o It creates an isolated environment for the application to run 

independently. 

o It standardises the developed application such that scenario where “It 

runs on my machine” does not happen. 
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Chapter 5 

System Implementation 
 

In this chapter, the system implementation will be discussed starting from the 

implementation of the sensors with the Raspberry Pi, connecting it to the Docker 

container running on the main frame machine, and the inside working of the Docker 

container application that holds the prediction model, and computer vision model. 

 

5.1  Hardware Setup 

 

Figure 5.1 Hardware setup 

As illustrated in the figure above, the Raspberry Pi is connected to two sensors which 

are the capacitance moisture sensors, and temperature and humidity temperature, as 

well as a Raspberry Pi camera module expansion. Due to the limited numbers of GPIO 

pins available on the device, but with its ability to steadily provide voltage output of 

3V and 5.5V, the circuit is extended using a breadboard, connecting both 

aforementioned sensors and the MCP3008 analogue to digital converter chipset. Aside 

from the circuits connecting to the sensors, the camera modules extension is connected 

to the Raspberry Pi through the dedicated Camera Serial Interface (CSI) port. 
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5.2  Software Setup 

5.2.1  Sensors Manager and Controller 

Starting with Sensor Controller, as the name suggest, it handles the operation of the 

DHT11, and MCP3008. Both sensors have a Python library provided by Adafruit [29], 

[33], [31], while the moisture sensor did not have one publicly available. Thus, using 

the MCP3008 Python library provided by Adafruit, a conversion from the analogue to 

digital has been programmed to fit the supported input of Raspberry Pi. Using Object-

Oriented Programming Practice (OOPP), both sensors are abstracted by a class each 

exposing the default behaviour and with extra functionalities scoped to the need of the 

project. The aim is to make the sensor class as generic as possible to ease the future 

development if something needed to be changed. 

In addition, due to the processing power constraint, a thorough memory and processing 

management had been done to make the program runs more efficient. Since the both of 

the sensors needed to be run in an infinite loop at the same time, the sensors are 

programmed to be run in concurrency utilising Linux’s concurrency support. Both 

sensors are managed by a manager which then initialises the concurrency control to 

create two software threads managing the instantiated sensor with same memory 

address. 

In Sensor Data Controller, the program is also restricted by the limited resource. Thus, 

considering the controller needs to constantly listening to the MQTT broker for 

message, while writing the response value to InfluxDB, multiprocessing is used in 

handling the situation. Since the Python version used in the current project is 3.9.2, 

according to the documentation, the multiprocessing library uses fork by default in Unix 

environment [32]. By using the default behaviour, Python interpreter spawn a child 

process which utilising the same shared memory which is the instance of subscription 

to MQTT broker.  

 

5.2.2 Docker Application Container Configuration 

The Docker application was configured and deployed on the mainframe computer to 

act as a service server. Based on the figure 3.1 in Chapter 3, the backend of the system 

is hosted in a Docker application container, which allows for efficient management and 
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scalability of each service. In within the Docker application itself, a MQTT server, 

InfluxDB, the animal feed pellet prediction model, the animal feed pellet quality control 

computer vision model, and a Flask server are hosted.  

Each of the individual application has its own container isolating itself from the others, 

ensuring the integrity of each application. Thus, if some application in the container 

failed, it would not affect the others. Additionally with the provided configuration 

scripts, each container can be configured to automatically restart in case of failure, as 

part of the automation process, ensuring seamless operation and minimizing downtime 

of the service. 

The composed application container was also configured with its own internal network 

to further secure the internal communication between each application in the container. 

It also allows the internal application to effectively communicates with each other 

through the internal network without any interference from the outside. 

 

5.3  Predictive Model Implementation 

Based on the implementation of machine learning development lifecycle mentioned 

earlier, CRISP-DM, in this section, process from business understanding to modelling. 

Each stage will be explored in details to provide the rationale behind the 

implementation and its alignment to the aforementioned project objectives. 

 

5.3.1 Business Understanding 

The initial business understanding phase is crucial as it ensures the machine learning 

solution aligns with the project objectives. In reference to the project objective outlined 

in Chapter 1.2, the goal is to develop a predictive model has to be developed based on 

batches of the produced pellets and a computer vision model for quality control and 

monitoring, specifically focusing on the colour and appearance of the pellets. 

First off, it is crucial that to understand the underlying task for the project. There will 

be two models to be implemented, a time series predictive model, and a computer vision 

model. Both have to be implemented with the end goals in mind. The predictive model 

has to be effectively and accurate in predicting the possible outcome from the given 

input parameter, as it will be used to predict the possible output when certain 
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configuration is in place. The second mode, computer vision will be used to determine 

if the output from the machinery meets the expectation and quality of the company in 

terms of their quality standards. 

In practice, it affects the choice of algorithm, structure of data pipeline, and the 

deployment of the application. Take the instance of the predictive model, it has to be 

trained with a comprehensive and sophisticated dataset to meet the required output. 

Data such as the batch parameters and production environment conditions have to be 

carefully identified. 

The tools that will be using for the machine learning implementation will be Python 

with Jupyter Notebook, and TensorFlow with Keras as our primary library in data 

exploratory to modelling. 

 

5.3.2 Data Understanding 

With data obtained through third-party supplier, the predictive model starts off without 

any further postpone. The dataset includes two product SKUs where each SKU has two 

set of data representing input and output from both different machineries. Take an 

instance from the dataset, there are two product SKU where the first is SKU-A, and the 

second is SKU-B. Thus, each of the product corresponds to two datasets where the first 

is Extruder vs Dryer data, and the second is the Cooler data.  

 

Figure 5.2 Importing the dataset into Jupyter Notebook 

First, data is imported into the Notebook with Pandas library into a Data Frame to be 

further process. By utilizing pandas, data can be further processed and understanded 

through various different data visualisation methods. These techniques help in 

identifying underlying patterns, trends, and potential anomalies in the data, which will 

be critical for continuous analysis and modelling. 
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Figure 5.3 Quick look into the first five rows of SKU-A extruder vs dryer of the 

dataset 

 

Figure 5.4 Information on each column and their corresponding data type (SKU-A 

extruder vs dryer) 
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Figure 5.5 Statistical description of each column (SKU-A extruder vs dryer) 

From figure 5.3 to 5.5 shows the information of dataset for product SKU-A. In figure 

5.3 and 5.4 there exists many null values especially from the start of the dataset as seen 

in figure 5.3. Figure 5.4 also mentioned that there are a total of 845 entries where most 

of the column does not fill out the data. The same processes were made to dataset for 

product SKU-B as shown in figures below. 

 

Figure 5.6 Quick look into the first five rows of SKU-B extruder vs dryer dataset 



REFERENCES 

25 

Bachelor of Information Systems (Honours) Business Information Systems  
Faculty of Information and Communication Technology (Kampar Campus), UTAR 
 

 

Figure 5.7 Information on each column and their corresponding data type (SKU-B 

extruder vs dryer) 

 

Figure 5.8 Statistical description of each column (SKU-B extruder vs dryer) 

As mentioned, figure 5.6 to 5.8 shows the information on product SKU-B in extruder 

vs dryer dataset. In figure 5.6 and 5.7, it also shows that the same situation as the 

product SKU-A there exists null values in the dataset, though it is not as much as the 

previous dataset. 
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Figure 5.9 The first 10 rows of SKU-B extruder vs dryer dataset 

 

Figure 5.10 The first 10 rows of SKU-A extruder vs dryer dataset 

Taking a deeper look into the dataset itself, we can see that the there are a slight 

difference in between both data collected. In dataset of SKU-A have the null values 

starts from the extruder, while in SKU-B starts from the dryer. In the case of SKU-A it 
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shows that the null values at the starts of the dataset indicates that the machine is at its 

wind-up time whereby when we look at the dryer, the temperature of the dryer started 

increasing slowly as the time passes. Dataset of SKU-B on the other hand shows 

otherwise, where based on the dryer zone actual temperature and the temperature 

setpoint indicates has only a slight difference, which indicates the there may be loss of 

data in the dataset. 

 

Figure 5.11 The first 5 rows of SKU-A cooler data 

 

Figure 5.12 Information on each column and their corresponding data type (SKU-A 

cooler data) 
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Figure 5.13 Statistical description of the dataset (SKU-A cooler data) 

From figure 5.11 to 5.13, it shows the output of the product at the cooler. Figure 5.# 

shows no null values across all 15 entries of the data. Though there is no null values, 

but there is another concern that has to be properly handled later on in data preparation 

stage. Based on the “Sampling Date” and “Time” columns, it shows that the data are 

collected periodically in a fixed interval in minutes. While in the extruder vs dryer 

dataset, the data are collected in fixed 30 seconds interval. Thus, making the cooler data 

set way too less to be appended into the main data set as it would be a problem later on. 

 

Figure 5.14 First five rows of SKU-B cooler data 

 

Figure 5.15 Information on each column and their corresponding data type (SKU-B 

cooler data) 
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Figure 5.16 Statistical description of the dataset (SKU-B cooler data) 

Figure 5.14 to 5.16, shows the output of the product at the cooler for SKU-B. Based on 

the output, there exists null values across the “Hardness (kg/cm)” column where it is 

all null values across all rows. 

Due to the missing labels in the labelled data, it is difficult for the time series prediction 

model to perform well as such model are intended for supervised learning as oppose to 

semi-supervised learning. Thus, the remaining will be covering only for product SKU-

A.  

Before digging deeper into the data, a preprocess has to be done on the labelled data 

which is the cooler dataset where the sampling data and time has to be compiled as one 

and turns into the index of the dataset. To rationale the method used in this situation 

were based on the extruder vs dryer for product SKU-A is a timeseries dataset and the 

project aimed to produce a time series predictive model  

 

Figure 5.17 Joining the “Sampling Date” and “Time” 

Figure 5.17 shows the feature combination of both “Sampling Date” and “Time” into 

“time” column as a timestamp and reindexed as a timeseries dataset. Then with the 

reindexed SKU-A cooler dataset, it was then concatenate with the extruder vs dryer for 

product SKU-A with backward fill method as shown in figure below.  
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Figure 5.18 Reindex and joining both cooler dataset and extruder vs dryer dataset  

 

Figure 5.19 Train test split on SKU-A extruder vs dryer dataset 

Only then the data was split into test set, training set, and validation set with ratio of 

16:2:1. as shown in figure 5.#. Since the data is a continuous data, Pearson correlation 

matrix is plotted to visualize the correlation between the features and the label data. 
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Figure 5.20 Pearson correlation matrix of joined SKU-A dataset.  

As illustrated in figure 5.20, the matrix shows there are some columns without 

correlation between the independent variables and the dependent variable such as 

“MainExhaust_Hz”, “DryerZone1_ExhaustOpen_pct”, 

“DryerZone2_ExhaustOpen_pct”, “DryerZone3_ExhaustOpen_pct”, and 

“Dryer_BottomRetention_Hz”. These features have to be removed from the dataset as 

it implies that the feature has nothing to do with the dataset. 

 

Figure 5.21 Pearson correlation matrix after performing first feature selection 
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With the removed features, another correlation matrix was plotted to continue 

investigate the correlation between the independent feature and the dependent feature. 

Features such as “DryerZone1_MotorHz”, “DryerZone2_1_MotorHz”, 

“DryerZone2_2_MotorHz”, “DryerZone3_MotorHz”, “Dryer_TopRetention_Hz”, and 

“Dryer_TotalRetention_min” are uncorrelated with the first half of the data and only 

appears to shows some correlation between other variables in the second half. Thus, 

this triggers further studies on these columns by checking on the value count on the 

column itself. 

 

Figure 5.22 Value count of the investigated columns. 

Based on the result, the dryer zone motor Hz seems to be running in a preset frequency 

as oppose to a continuous value. Looking at the dryer retention too shows the value are 

also fixed at a constant. Thus, decision was made to remove the investigated columns 

and the uncorrelated all together from the dataset, as the feature would not be helpful 

in aiding the model to make accurate prediction. Then, a final correlation matrix is 

computed to as seen in figure below. 
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Figure 5.23 Final correlation matrix of the dataset 

With the final correlation matrix, the independent variables do not show much 

correlation between the dependent variable. There are few possible issues, first is that 

there are not enough data in terms of quantity to show the full image of the whole 

dataset; second is that there are other factors that may require feature extraction and 

aggregation. Since feature extraction and aggregation could not be performed due to 

the limitation of the machineries, the process will be continuing with the dataset.  

 

Figure 5.24 Line plot of features to time 
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As illustrated in figure 5.24 the line plot shows a time series interpretation of the data. 

From a glance, there is no high fluctuation except at the start of the plot, which indicates 

the machinery wind up configuration. Other than that, the configuration across the 

graph seems to be stable and does not show any sign of trends. 

 

5.3.3 Data Preparation 

With the data thoroughly investigated, before getting into the modelling stage, the 

available input data has to be pre-processed to fit into the models. By utilizing scikit-

learn library, a preprocessing pipeline is prepared for input preprocessing.  

 

Figure 5.25 Scikit-learn preprocessing pipeline 

In figure 5.25 shows the preprocessing pipeline that consist of a simple imputer, and a 

standard scaler. Simple imputer is used to fill the missing value with mean of their 

respective feature based on the training data. This ensures that the incomplete data 

points do not negatively affect the model performance. 

Since the data consist of features with vastly different scales, the values have to be 

scaled to normalized the values across the rows. The process transforms the data to have 

a mean of 0 and standard deviation of 1, ensuring the features with large numerical 

range do not disproportionately influence the model.  
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5.3.4 Modelling 

From the figure 5.24, the line plot does not show any visible fluctuation and trends 

except for the machine wind up time and the increase in “liveBin_Weight” which 

indicates the storage compartment in the machinery. Although the data has no visible 

trends that is apparent, but since it is a sequential data that exist across different time 

steps. Long Short-Term Memory (LSTM) and simple Recurrent Neural Network (RNN) 

was considered to be used at the modelling stage. Thus, the pre-processed data are then 

padded into an input sequences of a consistent length, and reshaped to 3D input format 

which is in (sample, time steps, features) as seen in figure below. 

 

Figure 5.26 Reshaped input data 

Figure above illustrates the process of reshaping the input data from 2D to 3D. A max 

time steps of 40 data per timesteps is defined and the data are shaped to capture the 

temporal form of the data.  

 

Figure 5.27 Padded input data 

Figure above illustrate the sequence padding process; the input data are padded to fill 

the null values with 0 as an indicator for the neural network. Then the input data are 



REFERENCES 

36 

Bachelor of Information Systems (Honours) Business Information Systems  
Faculty of Information and Communication Technology (Kampar Campus), UTAR 
 

trained with both different neural network, first with simple RNN, and the second with 

LSTM. 

 

Figure 5.28 Simple RNN neural network 

The first model built is a simple RNN neural network. The architecture starts with a 

Masking layer which mask any missing values in the input data by treating value 0 as 

a placeholder. This ensures the padded value do not interfere with the learning process. 

Then, a simple RNN layer with 50 units and RuLU activation is included to process the 

sequential data, and learn patterns and dependencies over time. After the first simple 

RNN, a Dropout layer is introduced with 20% dropout rate to prevent overfitting by 

randomly ignoring subsets of unit during each epoch. Then, a second simple RNN layer 

with 50 units and ReLU activation is included to further refine the sequential learning 

process. Similarly, a Dropout layer with 20% dropout rate is applied for additional 

regularization. Finally, the model end with a Dense output layer, which predict based 

on the number of unique labels in the prediction task.  
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Figure 5.29 LSRM neural network 

The second model built as an advancement from the first model, a LSTM neural 

network. It starts with a LSTM layer containing 50 units with tanh activation. This layer 

aimed to capture the long-term dependencies in the sequential data, especially in the 

given dataset with variable timesteps. Similarly, a Dropout layer is added with 20% 

dropout rate to reduce overfitting by randomly dropping connection during training. 

Then, a second LSTM layer with 50 units and tanh activation is included to further 

improve the temporal feature extraction. Then, another Dropout layer is applied for 

regularization with 20% dropout rate. The final layer will be a Dense output layer, 

which produce prediction based on the number of unique labels in the prediction task. 

 

5.4  Computer Vision Model Implementation 

5.4.1 Business Understanding 

Following up to section 5.3.1, the implementation has been focussed on the image-

based quality control which will needs to further investigated with the images and 

identify the classes to be assigned to different image. The technical aspect such as 

resolution, lightning condition, and the acceptable colour variations across different 

image encodings have to be considered when modelling the computer vision model.  

The computer vision model has to be aligned to the objective in terms of its ability to 

streamline the quality control process and reduce the need of inspection efforts, thus 
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increasing the production efficiency. Through monitoring the visual quality of the 

pellets, the system can support in maintaining the product standards, while also 

potentially reducing waste. 

 

5.4.2 Data Understanding 

Unlike predictive model, this project does not receive nor found any images through 

third party providers. Instead, all the images are manually downloaded from various 

sources through Google Image. In addition, there are not much sources that fit the 

minimum requirement of the predetermined image size, which are 250x250 (width x 

height). The total number of images downloaded are only at 169 images. 

The images are then manually sorted to two different classes, “good quality” and “bad 

quality”. The terms “bad quality” is based on the pellet appearance and colours, those 

appears to looks discoloured or deformed, or those that have broken down into a 

powdery form, as shown in figure 5.#. The “good quality” pellets are based on the pellet 

appears to have a regular pellet shape without any sort of decolourisation as shown in 

figure 5.30 

 

Figure 5.30 Sample picture of a “bad quality” pellet 
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Figure 5.31 Sample picture of a “good quality: pellet 

 

5.4.3 Data Preparation 

In the previous stage, the images are separated into two different classes. With the 

organised images, the images have to be standardised in terms of the image height and 

weight. For the project, the image height and width are set to constant of 250 pixel each. 

The batch size for processing is also set to a constant of 32 pictures per batch. 

 

Figure 5.32 Image preprocessing to resize and create dataset 
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With the predetermined constant, the images are then loaded with Keras to create a 

dataset to prepare for image classification modelling as illustrated in figure 5.32. Set of 

training data, testing data, and validation data are created through the 

load_data_from_dictionay() method as the testing data is embedded within the process. 

 

5.4.4  Modelling 

Continuing from previous stage, a binary classification model will be used such as 

Convolutional Neural Network (CNN) to process the images then  

 

Figure 5.33 CNN model for image classification 

Based on figure 5.33, a Convolutional 2D layer is introduced with 32 filters and a 3x3 

kernel size, using ReLU activation function. The first layer is responsible for detecting 

basic features in the input images, searching for edges and textures. Then the second 

layer is a MaxPooling 2D layer with a 2x2 pool size to reduce the spatial dimensions 
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of the feature map, which helps to increase the computation efficiency by down-

sampling the image. Starting from the second layers are being repeated through 

increasing the filter size from 32 with 64, 128, 256, and 512 filters, to increase the 

capability of the model to learn mode complex and higher-level features at each stage. 

Once the image go pass every Convolutional layer, it will be flattened into a 1D vector 

which will then pass through two Dense layers, with 512 units and ReLu activation, 

and another with 1 unit with sigmoid activation function which output the probability 

score between 0 and 1 for binary classification. 

 

Figure 5.34 Trained CNN model average accuracy score 

Due to the model does not perform well mainly due to low sample size, the trained 

CNN model only achieves an average score of ~0.5455. Thus, the model is further 

optimized through introducing Few-Shot Learning with Siamese Network. 

Utilising Few-Shot Learning allow the model to utilize small amount of labelled 

example to make accurate prediction, further addressing the data scarcity issue. 

Through Siamese Network a pair of identical subnetworks, sharing the same weight 

will process two input images and determine whether if both of the image belongs to 

the same class. But it introduced a tweak in the phase of determining the output, rather 

than classifying the image, the model measures the similarity between two images, 

hence suitable with model trained on scarce dataset. 

 

Figure 5.35 Validation accuracy of Siamese CNN Model Using Few-Shot Learning 

As illustrated in figure 5.35, the validation accuracy of the Siamese CNN model is 

0.8000 demonstrates the model’s ability to generalize well, even with the limited 

dataset. 
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5.5  System Operation 

5.5.1 Python Program in Raspberry Pi 

There are total of 3 programs hosted and running in the Raspberry Pi. Based, the 

running programs are Sensor Controller, Sensor Data Controller, Camera Module.  

Starting with Sensor Controller, as mentioned, it handles the operation of the DHT11, 

and MCP3008. Both sensors have a Python library provided by Adafruit [30], [31], 

[32], while the moisture sensor did not have one publicly available. Thus, using the 

MCP3008 Python library provided by Adafruit, a conversion from the analogue to 

digital has been programmed to fit the supported input of Raspberry Pi. Using Object-

Oriented Programming Practice (OOPP), both sensors are abstracted by a class each 

exposing the default behaviour and with extra functionalities scoped to the need of the 

project. The aim is to make the sensor class as generic as possible to ease the future 

development if something needed to be changed. 

In addition, due to the processing power constraint, a thorough memory and processing 

management had been done to make the program runs more efficient. Since the both of 

the sensors needed to be run in an infinite loop at the same time, the sensors are 

programmed to be run in concurrency utilising Linux’s concurrency support. Both 

sensors are managed by a manager which then initialises the concurrency control to 

create two software threads managing the instantiated sensor with same memory 

address. 

In Sensor Data Controller, the program is also restricted by the limited resource. Thus, 

considering the controller needs to constantly listening to the MQTT broker for 

message, while writing the response value to InfluxDB, multiprocessing is used in 

handling the situation. Since the Python version used in the current project is 3.9.2, 

according to the documentation, the multiprocessing library uses fork by default in Unix 

environment [33]. By using the default behaviour, Python interpreter spawn a child 

process which utilising the same shared memory which is the instance of subscription 

to MQTT broker. 
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5.5.2 Sensors Manager 

 

Figure 5.36 Postman interface visualising MQTT packets 

Figure above illustrate the signals being sent through MQTT protocol. In the figure 

itself, subscription to sensors/temperature, sensors/humidity, and sensors/moisture can 

be seen as these are the available sensors that installed onto the Raspberry Pi and 

controlled through the Sensor Controller. Due to the DHT11 sensors being too 

responsive, the interval between the signal received is short and able to capture a lot of 

information in one second. 

 

5.5.3 Grafana Dashboard 

 
Figure 5.37 Grafana dashboard configured 
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To visualised the collected data, Grafana dashboard will be used for monitoring the 

real-time data collected by the sensors. This is to add another layer of precaution in the 

case of any error produced by the prediction model. The main purpose is solely for 

monitoring and controlling. 

 

5.5.4 Predictive Model 

 

Figure 5.38 Web application for controlling the prediction model 

A Python Flask application was developed to showcase the predictive model in action 

for demonstration purpose. The web interface features groups of input at the left, and 

the output is displayed at the right. Upon inserting the input either through number input 

or the slider, the inputs are fitted into the predictive model to generate predicted output 

and display at the right container. 

When the webpage is first loaded, set of default values are assigned to each input fields, 

allowing the user to quickly observe a prediction without making any adjustment. User 

can also fine-tune the input parameters through the sliders and submit changes to update 

the prediction output. 
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Figure 5.39 Output value from the predictive model 

With the default value being sent to the Flask server, it will be parsed and padded with 

sequence of 40 timesteps to ensure it fits the required input format. In the demo 

application, the 40 timesteps will be padded with additional values, generated from a 

normal distribution. This is crucial as it stimulate a complete sequence for the model to 

process. This approach also showcased the model’s ability in handling sequential data 

in a real-world scenario when full sequences are provided.  

 

5.5.5 Computer Vision Model 

 

Figure 5.40 Web application for computer vision demo 
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Another page from the Python Flask application has also been developed to 

demonstrate the use of the computer vision classifier. The interface uses the same 

design approach as the previous predictive model, allowing user to use the demo 

application quickly knowingly what to click at first. 

When the webpage is loaded, the application shows a placeholder image and a file input, 

for the user to upload image of pellets onto the application. Once the image sent to the 

server, the server will preprocess it and fit it into the computer vision model trained 

earlier to get the classification prediction outcome. 

 

Figure 5.41 Output value from the computer vision model 

By sending an image to the server, the server preprocess and fit it into the model hence 

showing the quality outcome. If the quality outcome is larger than 0.5 then it will be 

good quality pellets, if the outcome is less than 0.5, it will not be a quality pellet. The 

image provided in figure 5.41 is labelled as non-quality pellets as it is in a powdery 

form rather than pellets form. 

 

5.6  Implementation Issues and Challenges 

5.6.1 Restricted Resource at Raspberry Pi 

The first issue that arise when developing the system is the hardware constraint of the 

Raspberry Pi. Based on the technical hardware specification shown in 4.3, the 

Raspberry Pi has only 2GB of RAM / Memory space. Which is not sufficient to run any 

piece of applications that are too large. In addition to the insufficient memory space, 
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although the processor has four processing cores, but each core only operates with one 

hardware thread as shown in figure below.  

 

Figure 5.42 CPU specification listed through Linux command 

With the processing power limitation, the application programmed has to be constantly 

improved into a more efficient piece and utilise the features provided by the operating 

system, in this case Raspberry Pi OS powered by Debian Linux. 

 

5.6.2 Moisture Sensor 

The second issue is the capacitive moisture sensor only has one analogue output. An 

ADC microcontroller is needed to convert the analogue signal to digital output as 

Raspberry Pi only supports digital input and output. Thus, the retrieved data from the 

sensors are only ADC value and voltage of the sensor. It does not provide any data on 

the moisture content. Hence, to calculate the moisture content, calibration and 

formulation of algorithm needed to be performed at the environment to be as accurate 

as possible. 

In addition to the capacitive moisture sensor analogue output, the sensor itself has 

exposed circuit as seen in Figure 5.43. It cannot be exposed to water as it will cause 

short circuit. Thus, solution such as using recyclable material or 3D printing to make a 

casing encapsulating the circuit component leaving the detection part open. 
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Figure 5.43 Exposed circuit on the moisture sensor 

 

5.6.3 Insufficient Data for Model Training 

As mentioned before, the data received from the third-party provider does not sufficient 

enough to train the neural network model. Although there are a pair of datasets provided 

by the provider for two different product SKUs, one of the product datasets could not 

be used due to missing label in the dataset, while the other has too less data for the 

model to be consumed. The dataset given for the SKU-A has only 845 entries where 

many of them are null values. Since it is a timeseries dataset, the data received only 

consist of data for a day. This bring an issue to the implemented LSTM model, where 

the model is being fed with too insufficient data, causing it hard to generalised the 

underlying pattern. 

Not only the LSTM model, the computer vision on the other hand has no data hence 

require manual data selection. This method brings up disadvantage where the image 

downloaded from other sources may tends to be imbalance at the end. “Good quality” 

pellets may outnumber the “Bad quality” pellets, or vice versa. This imbalance will bias 

the model final prediction when it comes to predicting the given input. 

In image classification task, a balance dataset is important to ensure the model does not 

favour one class than the others. It helps the model to generalise and recognise the 

underlying pattern hence able to distinguish the classes effectively. 

Moreover, the image quality is also another crucial factor when training computer 

vision task. At the stage of sourcing images from external sources, many of the image 
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does not fit into the predetermined minimum requirement. Thus, limiting the number 

of images that can be selected also introduced another issue where the lighting and the 

image quality may hinder the outcome of the computer vision model accuracy. 

 

5.7  Conclusion Remark 

In conclusion the system implementation is a success, although the flow between each 

project objective may not seems to linked up, but project objective one is solely for 

demonstrating the flow on how the system will be interacting in the real world. The 

main gist is in the implementation of project objective two and three, where it provides 

the backbone of the whole system through machine learning model. 

With that being said, the project too faced several challenges, especially with the scarce 

in data quality and quantity. It had directly impacted the model performance, thus 

limiting the model underlying ability to achieve higher prediction accuracy.  
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Chapter 6 

System Evaluation 
 

6.1  System Testing and Performance Metrics 

6.1.1 Machine Learning Evaluation Metrics 

For evaluating the performance of the time series predictive model, metrics such as 

mean absolute error, mean squared error, and validation loss at the latest stage.  

Starting with the mean absolute error, it measures the average absolutes error in 

prediction. It provides a clear and straight forward interpretation on the model’s 

prediction deviate from the actual value. For instance, a lower value in MAE indicates 

the prediction are closer to the actual value.  

Then, with mean squared error, it shows the variance in the prediction error while 

penalizing the larger errors. This metrics is valuable in a production environment, as it 

tries to eliminate large deviation from the model. Since the model will be placed in a 

continuous production environment, and large deviations can be costly. Thus, MSE 

helps in minimising the impact of the errors, mainly in improving the reliability of the 

model 

With the validation loss, it helps in measures how well the model generalized to the 

unseen data. By monitoring the validation loss, the model can be assessed to figure out 

whether it is overfitting or underfitting.  

To evaluate the performance of the computer vision model in the other hand, metrics 

such as accuracy, precision and recall, F1 score, ROC Curve and AUC (Area Under the 

Curve), and confusion matrix. With accuracy, it shows the proportion of the correctly 

classified data out of the total input data, it acts as a general measurement on showing 

how many times the model successfully classifies the correct output.  

Precision and recall can be helpful as there will be a trade-off in terms of the correctness 

of the prediction. Take precision as an example, precision measures the correctness of 

the positive prediction is actually correct. By focusing on precision, the model will 
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become more conservative. As oppose to recall, it prioritises in ensuring the model 

captures as many actual positive as possible. 

F1 score provide the harmonic mean of both precision and recall. It provides a single 

metric that balances out both precision and recall, and it shows it usefulness in 

imbalance classes.  

ROC Curve and AUC shows the recall against the false positive rate, it helps to 

visualize the performance if of the model in different threshold.  

At last, confusion matrix is also chosen as it shows the count of prediction of true 

positives, true negatives, false positive, and false negatives. It provides a detailed view 

on how the model’s prediction and compared to the actual label of their corresponding 

data. 

 

6.1.2 Sensors Data Evaluation Metrics 

Since there are no viable way of testing the sensors accuracy as it will be based on the 

sensor itself, this project simulates environment with high fluctuation data input. For 

instance, the moisture sensor will be dipped in and out of the container of water, while 

the moisture and temperature sensor will be blown by a hair dryer to by unfixed amount 

of interval to check the responsiveness of the data being sent to the server and stored in 

the database. 

 

6.2  Testing Setup and Result 

6.2.1 Machine Learning Evaluation Result 

Continuing from Section 5.3.4, two models are prepared where the first is the simple 

RNN model, while the second is LSTM model. The evaluation of both models is 

performed prior deploying onto the demo application. Both models use validation data 

and use the trained model to predict to calculate for the evaluation metrics. 
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Figure 6.1 Evaluation metrics on simple RNN 

Starting with simple RNN, the mean absolute error is 0.6764, mean squared error is 

1.0206, and root mean squared error is 1.010. With these calculated metrics it is safe to 

say that the model does not suitable for the application and cannot be used as the 

primary model to predict the output of based on the input features. The values indicate 

the model’s prediction is largely deviate from the actual value. 

 

Figure 6.2 Evaluation of Simple RNN Model 



REFERENCES 

53 

Bachelor of Information Systems (Honours) Business Information Systems  
Faculty of Information and Communication Technology (Kampar Campus), UTAR 
 

Based on the figure, the lowest validation loss at the model, it also has a high value of 

0.9995 almost to 1.0. The model too unable to generalise well to the unseen data, and 

further implies that the model is not suitable for the prediction task. 

 

Figure 6.3 Evaluation metrics for LSTM Model 

Based on figure 6.3, the model achieved a mean absolute error of 0.1799, mean squared 

error of 0.1148, and root mean squared error of 0.3389. The low mean absolute error 

indicates that the difference between the predicted value and the actual value is mild, 

the mean squared error also further captures the reliability of the model by penalizing 

larger error more heavily. The root mean squared error, provides more interpretable 

measurement of the models, affirming that the overall error of the model remains low. 
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Figure 6.4 Evaluation of LSTM model 

Based on figure 6.4 the lowest validation loss at the model is 0.0779. It indicates that 

the model is able to generalise well to the unseen data. 

 

Figure 6.5 Evaluation metrics of computer vision model 
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Moving on to the computer vision model, with the Siamese Network, the accuracy for 

the prediction with validation data is high at 0.8, precision scores only 0.5 indicating 

the model only made half of the prediction correct, while recall scores 1.0 stating that 

it has correctly predicted all the positive case correctly, F1 Scores 0.6667 indicating the 

models able to maintain a balance at precision and recall, and ROC AUC scores 0.125 

which suggest that the model struggles to distinguished between true positives and false 

positives.  

For the computer vision model, the moderate accuracy is due to the lack of data, as with 

the current trained accuracy, it has been a successful attempt as the sample data has 

only 169 images in total. The accuracy of 0.8 also suggested the Siamese Network has 

managed to generalized well. But the lack of data is much likely the main contributors 

to the low precision and struggle with distinguishing between true and false positive as 

reflected by ROC AUC scores. 

 

6.2.2 Sensor Data Evaluation Testing 

 
Figure 6.6 Testing environment setup 

To satisfy the proof of concept, the current testing environment is setup to retrieve data 

based on indoor environment. The retrieved temperature and humidity are based on the 

condition of either switching on the air conditioner (A/C) or in room temperature. 

Moisture sensor in the other hand, the container of water indicates the absolute moist 

condition, and the tissue is to simulate the gradual decrease of moisture content.  
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Figure 6.7 Fluctuation of the sensors 

In Figure 6.7 shows the fluctuation of sensor through stimulating the DHT11 by 

blowing hot air with a hair dryer. Hair dryer is blown from 00:17:00 to 00:18:00, then 

blown once again from around 00:19:31 to 00:21:55. The ambient temperature increase 

significantly when the air is directly blown to it, and the ambient humidity drops 

accordingly to the rise in temperature. 

 

6.3  Project Challenges 

One of the biggest challenges in this project is that the data required for training the 

neural network is not sufficient. When training both of the neural network, both the 

predictive model and especially the computer vision model took large amount of time 

just for training and finding solution to increase the overall accuracy of the model. 

Given that the dataset is known to be not sufficient, yet the features available are way 

too many; thus, increasing the model complexity and a big dimension of the data. Not 

only that, it also introduces the risk of overfitting where with the small dataset, the 

model will tend to memorise the training data and failed to generalised the pattern of 

the dataset. This alone lengthen the time to train the model, as well as optimising it for 

better performance.  

Fast forward to computer vision model, also without sufficient images, the model 

unable to learn and generalised the pattern of the dataset. Causing low prediction 

accuracy and thus requires the need for utilising few-shot learning with Siamese 

Network. Although with Siamese Network, it is still not accurate enough as seen in 
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Figure 6.5. Although the accuracy is high but still unable to score well at ROC AUC 

score. 

In addition, with the fast paced of technology evolution, many libraries that used in 

previous work has deprecated. Hence, a complete rework on the application needed to 

be performed such that the compatibility across all application can be achieved and to 

make sure the sensors could detect and process data correctly. 

 

6.4  Objective Evaluation 

Based on current development, the aforementioned project objectives have been 

successfully implemented and completed. However, further development is still 

necessary to enhance the system performance and scalability. As mentioned earlier, 

with the fast paced of technology evolution, continuous development is a must to keep 

up with the changes. 

One critical area that require the most attention is data acquisition. As previously 

discussed in section 5.6.3, the implementation faces the main challenges due to the 

limited amount of data available for training, which hinders the model performance. 

Through obtaining more data will be crucial in improving the model effectiveness and 

accuracy.  

Although that is the case, at the current stage of implementation, both models able to 

perform reasonably accurate prediction of the outcome with the input data. Susception 

would still be made available on both models as this little data would not be enough for 

the application to be deployed in the real world, at least not at this stage of training. It 

still lacks the required robustness and generalisation towards real world problem. 

 

6.5  Conclusion Remark 

As a summary for the chapter, it highlighted the key challenges faced in the 

implementation through evaluation and testing. Mainly due to the lack of data for 

training both predictive and computer vision model, resulting in limitation of model 

performance and accuracy. Although that is the case, both models still perform 

reasonably well in terms of predicting the outcome based on the implemented 
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evaluation metrics. However, further development needs to be done in order to 

continuously improve the system performance. 
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Chapter 7 

Conclusion 
 

7.1  Conclusion 

In conclusion, the project is an overall success. With the implementation of both LSTM 

model and Siamese Network with CNN as the base model for computer vision has been 

successfully realised. 

With project objective one implementation of Raspberry Pi with humidity and 

temperature sensors, moisture sensors, and camera modules enabled the demonstration 

of the data collection in the production flow. With all the data collected, it will be sent 

to the Docker application container which act as a server to save all the input 

information and further processes the information. 

Moving on to the second project objective where the predictive model comes in hand 

to predict the outcome based on the configuration settings from the user. With a front-

end application which enables the user to tweak the input of each feature and find the 

most optimal configuration that will be needed to configure the machine especially the 

dryer to produce the optimal outcome. 

With the third project objective, the computer vision model will be placed at the end of 

the production line to capture the output images, and send it to the Docker application 

container to perform image classification. With the results, the user will be notified that 

the produced outcome is good or bad. 

 

7.2  Recommendation 

While the implemented system works reasonably well in cure current state, further 

development has to be done to improve the system effectiveness and efficiency. First 

off, data acquisition has to be done to continuously train the model to achieve better 

generalisation on the given task. Given that the current dataset is way too less for the 

model to uncover the underlying pattern, more data needs to be acquired to change this. 

Such data can be acquired from third party provider or through process of data 
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generation. Retrieving data from third party provider can be easy but at the same time 

needs time and resource to do so. With the current trends of generative artificial 

intelligence, data can too be generated through utilising these models to get more data.  

Other than acquiring more data for training, continuous integration and continuous 

development (CI/CD) needs to be performed on the model as well. For instance, saving 

the input data and compile with the previous and automate the process to train the model 

continuously in a predetermined time interval. This approach will help to improve the 

performance of the model time by time and increase the robustness of the model. 
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