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ABSTRACT

This project aims to develop a system using Artificial Intelligence (Al) and Internet of Things
(IoT) to regulate and adjust environmental conditions in smart factories, focusing on the
production of feed pellets, particularly during the drying stage. This paper addresses this gap
by exploring existing technologies within the framework of Industrial Revolution 4.0. We've
examined various factors affecting feed pellet quality by examining moisture level and climate
setting using near-infrared (NIR), microwave, and capacitance sensors to detect ambient
conditions. These data are visualized on a Grafana Dashboard for real-time data monitoring, a
predictive model for dryer setup, and a computer vision system for quality control assessment.
Testing will be conducted in a simulated environment to achieve a minimal working product
(MVP). Lastly, the project has successfully implemented both a LSTM predictive modelling
and a Siamese Network with CNN as base model for computer vision task. The LSTM
predictive model is used to identify the optimal ambient setting to produce the highest quality
pellet based on parametric optimisation. It is then integrated with the machine to manipulate
and scale the environment conditions to best fit the pellet requirements. With the implemented
Siamese Network with CNN has also successfully classify the pellets quality based on the

appearance and colour of the given pellet.

Vi
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Chapter 1

Introduction

As technology continue to evolve, technologies that were once in science fiction are
realised. Artificial intelligence (Al), Big Data, Internet of Things (IoT), robotics, and
blockchain signalled a profound shift in the industry. With the emergence of technology
and data, the industry sees this as an opportunity to further grow and enhance business
through utilising both factors. Thus, introducing Industrial Revolution 4.0 (4IR) by
incorporating the technologies. 4IR enabled smart production and manufacturing
processes in Malaysia. Through government and private sectors effort [1], [2],
industries are slowly transitioning to 4IR incorporating the available technologies and

fostering sustainable growth in all aspect.

In animal feed production, 4IR came in as a game changer for the industry. Through
the adoption of 4IR, feed production could be further enhanced with the use of 10T to
ensure the production meets the topmost standard as an outcome. Based on research, a
high-accuracy and precision procedure is applied at every stage in the process [3], [4].
Thus, to produce quality feed pellets, [oT can be introduced to accurately capture the
real-time data from each machine, monitoring the process and outcome. There has been
works done in this particular sector, as the industries realised the problem and started
to adopt and bring in IR4, in transitioning to the smart factory [5]. Through the
integration of IoT, data collected by sensors within the IoT network can be further
utilised by implementing AI / ML model to create a predictive analysis model.
Predictive models provide advantages that drive businesses to grow prosperously not

only in terms of increasing efficiencies and effectiveness but also more predictable.

Figure 1.1 shows the illustration of feed pellet manufacturing process. IR4 can be
applied in each stage to ensure the quality and enhance efficiency and effectiveness.
Starting with the first stage in processing the raw materials, from batching to the end of
the production line can be installed with sensors and integrate with Al / ML model in
predicting and controlling the quality of the feed pellet with each serve a different

purpose to achieve the quality to be assured at the very end.
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Figure 1.1 Flowchart of feed production process.

1.1 Problem Statement and Motivation

Despite the production and manufacturing process of animal feed pellets being handled
carefully even in manual processes, the dependencies on calculation and analysis
with manpower in adjusting the dryer settings would not necessarily achieve the
final product specifications. Corns are the main source used in animal feed pellet
production, there are various parameters that need to be taken care of, such as the
moisture within the pellet after extrusion, the pellet size, surrounding temperatures,
temperature of the dryer, and the corn kernel hardness [3], [4], [6]. In addition to the
current methods of manually performing calculations and analysis, human errors are
inevitable. Hence causing over-drying or under-drying when adjusting the dryer
setting. During the evaluation, the particle size and the pellet moisture will be the
significant factors and are prone to cause overlooking in configuring the dryer
settings. Moreover, the data collection takes a lot of time, in return, the extruded pellets
are set aside during the process awaiting the completion of analysis. As a matter of fact,
the condition of the pellet could change during the waiting time. Thus, causing an
unsatisfaction outcome. Nonetheless, performing evaluation and configuration in
the manual way is not feasible in the context of 4IR. To further elaborate, the time
consumption in each process waiting for manual sample testing, and the time consumed
to analyse and configure the dryer are wasted. The efficiency and effectiveness are not
predictable in turns, it is affecting the quality of the outcome. Each factor that affects
the quality of the pellet must be ensured [4], otherwise the business would bear the

cost of low-quality feed pellets.
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1.2 Objectives

This project proposes the implementation of computer vision technology for the
meticulous monitoring of feed quality attributes, including particle size, colour
consistency, and moisture levels. Concurrently, the utilization of IoT sensors aims to
capture ambient data, facilitating real-time adjustments of machine parameters. The
overarching objective is to optimize the feed production process systematically,

ensuring a consistent and high-quality output; specifically,

(1) To integrate IoT sensors like moisture, humidity and temperature for ambient
control and presented in dashboard with Grafana [7].
(2) .
a. Prepare a prediction model for the dryer
b. A front-end interface for controlling and predict the output of the input
data
(3) To develop a computer vision (CV) model for Quality Control (QC) and

monitoring based on colour and appearance.

During the extrusion process, the extruder forces the mixtures of different materials into
a single substance with two mechanisms which are pressure and screw barrel rotation
[8]. Based on Figure 1.1, some of the extruded feed pellets will then be taken as a
sample set to be evaluated. As mentioned, the traditional way of manual value
measuring, and configuration does not necessarily produce the optimum final product.
Thus, the first objective is to create a streamlined process for the workers through the
use of IoT sensors to capture moisture content of the extruded product, and the ambient
humidity and temperature. These values would then be presented in a visually

understandable way through Grafana.

Given that all the data has been collected into the database, as there would be no point
leaving all the data to not be further processed into more valuable information. This
project aimed to create a predictive model to further streamline the process of drying
extruded pellets through minimising possible human error by automating the

configuration of the dryer.

Continuing on streamlining the process, the end results from the dryer will then be
constantly monitored with a CV model for QC control. The dried pellet should always

be within a threshold of a certain predefined criteria. Based on the appearance and the
3
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colour, the pellets obtained could tell differences between a normal and a defect pellet.
Taking in example such as pellets expanded from the inside causing a crack during
drying process due to high internal pressure. Some other defects such as discolouration,
inclusions of foreign object, and deformation would also be monitored as when the

dried pellets are retrieved from the dryer.

1.3 Project Scope and Direction

In this project, research and development will only be based on the drying process of
animal feed pellet production process based on Figure 1.1. As in the current stage of
study, external factors will also be considered such as parameters available from the
outcome of the extrusion, and the environmental factor which may or may not be
affecting the feed pellet quality. In addition to the predictive model mentioned in the
sub-section Project Objective, relying 100% of the efforts in configuring the process
does not necessarily accurate and precise. Thus, the project should at least provide a
suggested configuration setting for the dryer in terms of temperature supposed to be the

optimum configuration.

At the end of the project, a combination of hardware and software would be delivered.
Hardware includes the sensors used in capturing the outcome of the extrusion of the
animal pellets, and a server that used to configure and streamline the process of the
captured data. Software as in the predictive model and CV model, as well as the Grafana
dashboard to present the data in visually pleasing way. All and all it would be a

prototype in streamlining the production of animal feed pellets.

1.4  Project Impact, Significance, and Contributions

The research in the project confirms the feasibility in achieving smart factories aligned
with the context of 4IR. Firstly, the sensors available in the current market is mature
and powerful to gather information that will be needed in predicting the required
outcome based on the quality of animal feed pellet. Secondly, by utilising the data
collected from the sensors, a reliable predictive model can be produced to overcome
issues such as over-drying or under-drying in the drying process based on Figure 1.1.

Thirdly, the predicted outcome could also be further utilised in automating the process

4
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from extrusion to drying, eliminating human errors and shorten the time consumed in

configurating the machine.

1.5  Report Organisation

In this project, we will be mainly focusing on the drying process of the feed pellets. We
will also look into the sensors that are currently used in the industry for related works
in Chapter 2. In Chapter 3, we will discuss on the system methodology. In Chapter 4,
we will be discussing on the system design. Then in Chapter 5 will discussing on the
system implementation of the project. In Chapter 6 will be the evaluation and testing
on the implemented system. Lastly at Chapter 7 will be the concluding the project as a

whole.
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Chapter 2

Literature Review

2.1 Microwave Moisture Sensor

In this section, we will be reviewing the Microwave Moisture Sensor. Based on the
patented design [9], the working principle of the sensor is through the microwave
transmission and reflection when subject is passing through the sensor. When the
microwave is emitted from the transmitter, a receiver will be setup in the other end to

detect the return microwave as shown in Figure 2.1.

| Control Unit |

Oscillator

] Object passing through
Transmitter

} Receiver
Conveyer belt

Figure 2.1 Extracted microwave moisture sensor architecture.

The moisture content will then be calculated based on the shared microwave oscillator
to calculate the moisture content based on dielectric constant [9]-[11] the general

formula is as shown as Equation 2.1.
€ —€
MC = <—r tr.d) > x 100
€rs} ~ Era}

Where, MC is the moisture content, & is the measured dielectric constant of the
material, €4 1S the dielectric constant of the material in the dry state, and & is te

dielectric constant of the material in saturated state.
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With technological advancement, much smaller and accurate microwave moisture
sensor has been developed for industrial purpose such as Hydro-Probe XT [12]. In the
sector of pellet production, pellet moisture is the primary factor in achieving the
targeted quality [3], [4]. The drying process need to adopt the variability of pellet
moisture to achieve the optimum result [4, 13]. The sensor too has its advantages based
on the review [14], microwave sensors are fast as the frequencies of the waves can be
configured as per the application’s needs. Thus, through the continuous emission of
microwave allow the computation to be at least precise enough to automate the dryer

to adopt and change it drying temperature.

2.2 Near Infrared (NIR) Moisture Sensor

In this section, we will be reviewing NIR moisture sensor and its application on the
current pellet production process. In the spectrum of detecting moisture content, NIR
came in handy to resolve the issue [15]. Figure 2.2 shows the system diagram of current
NIR moisture sensors in the market based on Sensortech Systems’ NIR-6000 Series
On-Line Moisture Sensors design [16].

internal

Reference (Prime)
Beam

+—Halogen '
Lamp

| External
+—— (Product) Beam

Sample ——s

Figure 2.2 System design based on NIR-6000 Series On-Line Moisture Sensor [16]

Based on Figure 2.2, the NIR rays is being emitted from the halogen lamp to the sample.
When the rays hit onto the sample, it will then interact with the water molecules in the

sample. Some of the NIR rays will be refracted back to the machine itself into the
7
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detector. The moisture content will then be calculated based on the internal reference
beam to obtain the moisture content percentage. The result obtained is based on the

Beer Lambert expression [15] as shown in Equation 2.1.

l
log ==kt
e
Where 1, is the incident energy generated, I; is the transmitted energy or the intensity of

the radiation emerged, and k is the absorption coefficient [15].

Through the adoption of NIR statoscope in the industry and the advancement in the
technology itself, it has gained its position at one of the creditable sensors to be
integrated due to its high accuracy and it also can be used in rapid detection of flowing

samples in conveyer belts or through portable NIR statoscope device [15, 17].

23 Capacitance Moisture Sensor

In this section, we will be reviewing on the capacitance moisture sensor which has been
originally invented for capturing soil moisture content. Based on the patent [18], the
working principle of the capacitance moisture sensor revolve in measuring the
capacitance and the resistance to calculate the dielectric constant, and it can then be
further calculated to obtain moisture content. As mentioned before, capacitance
moisture sensor main purpose is to measure soil moisture content. In the context of
agriculture, the sensor detects the water molecules in the soil. As for the detection, the
sensor will release an electrical field to its surrounding. The receiver on the sensor will
detect the returning field and measures the moisture content based on the reduction in

capacitance due to the resistance within water molecules
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Chapter 3

System Methodology

3.1 System Architecture Diagram

Raspberry Pi 4 Model B

Camera Module
DHT11
(Humidty &
Temperature Sensor)
[ Sensor Controller SensorData |
| Controller |
I T
Docker
MQTT Container InfluxDB Container
Flask Application
mart g
InfluxDB | APIserver
L
Grafana Container
Prbdiction Model Container Quality Control CV Containe;
Grafana Ciient }4—— l
[ | | e
Configuration Setting Pregiction
Quality Control Output

A

User

Figure 3.1 System Architecture Diagram

The figure above defines the overall architecture of the proposed system. As mentioned
in earlier section, the application will be hosted in docker to standardize the
environment. Each of the major components are separated into different container that
hosted as an application. In the current proposed system architecture, there will be five
major components hosted in the docker, which are MQTT broker, InfluxDB, Grafana,
Flask API server, Predictive Model application, and the Quality Control CV
application. Each container will perform only their specified task without interfering
others application hosted within the same docker application. The Raspberry Pi in the
other hand performs three different applications, which are the sensors controller,
sensors data controller, and the operation of the camera module The Flask API server
hosted in the primary machine is to accept the images received from the Raspberry Pi’s
camera module. At the end, the user will receive three different application which the
first it the configured dashboard to show the data in visual graph dashboard, second is

9
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the dryer configuration based on the prediction model, the third is the quality control of

the dryer output, and a demo application for visualizing the output from the model.

3.2 Machine Learning Lifecycle

To ensure the successful development of the machine learning model, a standard
procedure has to be in place. Modelling a machine learning model can be complex and
repetitive, without a clear and structured procedure, the process can be become
cumbersome. In addition, without a clear framework, it would also be easy to overlook
critical steps that can greatly affect the performance of the model. One of the most
widely accepted machine learning development methodology is Cross Industry
Standard Process for Data Mining (CRISP-DM)), originally designed for data mining
task; but due to it robust and flexible nature can be further adopted into machine

learning modelling workflow.

~

Modeling

S

Figure 3.2 Illustration of Cross Industry Standard Process for Data Mining

&=0
N

Figure above illustrate the lifecycle process of CRISP-DM, the process starts from
business understanding, data understanding, data preparation, modelling, evaluation, to
deployment. In business understanding, the core process and objective of the task has
to be determined before starting the process as a whole. With the business
understanding in hand, the objective can be further defined and elaborated. This ensures
the machine learning model aligns with the business objectives and act as a guidance

to the subsequent phases of the CRISP-DM process.

10
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Proceeding to data understanding, by understanding the data implies to the knowledge
and information on the data itself. Aside from knowing the data type of the given dataset,
its not sufficient to provide a sophisticated and comprehensive image. It has to be
achieved in a way that the data’s structure, distribution, and relationship has to be
uncovered to reveal the meaningful pattern and potential issues that may arise during
modelling the machine learning algorithm. In this phase, descriptive statistics, data
visualisation, and identifying outliers and missing value has to be done to thoroughly

understand the data.

Then, in data preparation stage, the focus shift to transforming and preparing the dataset
to fit into the model in modelling stage. This stage involves handling the uncovered
missing values, outliers, correcting inconsistency, normalise dataset, and feature
selection. This stage is important as it will directly affect the models’ performance, as
poorly prepared data such as imbalance data and high number of outliers, might lead to

high inaccuracy and bias.

In modelling stage, it will be focus on the machine learning modelling and. The usual
practice in this stage is to try out on various models and algorithm to find the most
suitable model for the given use case. Different algorithms and model may yield a
similar or vastly different results in term of model’s accuracy especially in supervised
learning. Though this process defines the success criteria of the final model, but it needs
to work tandem with data preparation as an iterative process to find out the most suitable
model and algorithm by masking or transposing to their required input. This process
ensures the selected model is provided with the most suitable data in goal to deliver the

most optimal performance.

With the tested models, model evaluation has to be performed to evaluate the
performance of each model. This process aimed to find the most suitable model for the
given use case. In this process, with all the model, the usual practice is to select two
that may seem to have the highest accuracy and align with the project objective. Then,
hyperparameter tuning may be performed on each model to further optimize the
selected model, so that the accuracy of the model can be slightly higher to ensure more

reliable prediction.
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At the end, with the completed model, deployment will be made to fulfil the business
needs. It will be integrated into the production environment, and provide real-time or

batch prediction depending on the business requirement.

33 Algorithm of ADC Convertion

Before going into the algorithm itself, it is important to go back to the basic of the
capacitors, and dielectric by using the formula:

C=QV
Where C is the capacitance, Q is the charge, and V is the voltage. The charge refers to
the amount of electrical energy (measured in Coulombs) stored within a capacitor,
while the voltage refers to the electrical potential energy, or the energy needed to push
the electron out of it place. Thus, the formula is to measure the amount of charge to

store in capacitor per voltage.

Given that the capacitance has an inversely proportional with voltage, when the
capacitance of the moisture sensor increases, the voltage would also be decreasing.
With this in mind, the calibration of the sensors has been done through measuring the
maximum voltage by holding the sensor in air, and the minimum voltage by submerging
the sensor in the water. The maximum operating voltage returned from the reading is
2.5V while the minimum operating voltage is 1.0V. To calculate the percentage of the
object moisture, the mathematical equation shows the steps of computation through
utilising linear interpolation between the maximum and minimum allowed moisture

level based on the voltage in the circuit:

Let,
MaxV as maximum operating voltage = 2.5
MinV as minimum operating voltage = 1.0
MaxM as maximum moisture = 100
MinM as minimum moisture = 0
V as the input voltage from Vpp
(V — MinV)
MaxV — MinV

Hypothetical Moisture Content = MaxM — X (MaxM — MinM)
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3.4  Project Timeline
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Figure 3.3 Gantt Chart of the project timeline

For clearer image, please refer to Appendix A
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Chapter 4

System Design

4.1  Circuit Diagram
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32 AGND ik GPI04 GPIo1d—
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ca DOUT —cnD GPIO15—
o SSHBN 333 PIO1 PIC1E
—C CS! } b (5] 7 G fp—
e “DGND Pl 7
—cPio27 GNDp—
—]cPio22 cPiozaf—
—3v3 GPIo24f—
30> GRIO10 GNDp—
Moisture Sensor 33— GPIOS GPIO 25—
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I [ 1 —JenD GRIOT—
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—crios GPIo1zb—
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| | ! —]GPI012 GPIO16F—
I || —fcriozs GPIO20f—
[ —cnp GRIO21f—

Figure 4.1 Circuit diagram of the sensors and Raspberry Pi

Figure above shows the connectivity between the sensors and the Raspberry Pi. A
parallel circuit connecting between the capacitive moisture sensor, the temperature and
humidity sensors (DHTI11), and the Analog-to-Digital Converter (ADC)
microcontroller MCP3008. The sensors and microcontroller are powered by a single

3V3 pin from the Raspberry Pi.

Based on the Raspberry Pi Pinout documentation, although in the 3V3 output supports
up to S00mA on paper, but it would still be suggested to follow the SOmA limitation
[19]. Thus, the components’ operating current in the circuit has to be at most S0mA. To
be more optimistic, the proposed circuit left some room to buffer for any unexpected

condition.

14

Bachelor of Information Systems (Honours) Business Information Systems
Faculty of Information and Communication Technology (Kampar Campus), UTAR



REFERENCES

Table 4.1 Maximum operating current of each component

Component Max. Operating Current (mA)
Capacitive Moisture Sensor 5
MCP3008 0.002
DHTI11 0.3
Total 5.302

From Table 4.1, the maximum operating current of each component are retrieved from
the Appendix B, C, and D. The total maximum operating current is 5.302mA which is
lower than the limitation from the 3V3 pin. Thus, using one pin is sufficient to power

up whole circuit without any issue.

4.2 Hardwares Used in The Project

The hardware that will be involved in this project is a laptop for development purpose,
Raspberry Pi. The laptop will be the main device to configure the Grafana interface,
and host major component, such as MQTT broker, Grafana, InfluxDB, ML application,
and CV application. While the Raspberry Pi will be the medium to connect the sensors,
perform MQTT connection between itself and the MQTT broker hosted in docker, and
also a MQTT client to receive and stores them into database.

Table 4.2 Specifications of development laptop

Description Specifications
Model Lenovo Legion Slim 5
Processor AMD Ryzen 7 7840HS

Operating System Windows 11 with Ubuntu Subsystem

Graphic NVIDIA GeForce RTX 4060
Memory 16GB DDRS5 5600MHz
Storage 512GB NVME SSD + 1TB SDD
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Table 4.3 Specification of Raspberry Pi

Description Specification
Model Raspberry Pi 4 Model B
Processor Broadcom BCM2711, Quad core Cortex-A72 (ARM v8) 64-
bit SoC @ 1.8GHz
RAM 2GB

Wireless LAN and
Bluetooth

2.4 GHz and 5.0 GHz IEEE 802.11ac wireless, Bluetooth 5.0,
BLE

Ethernet Gigabit Ethernet

GPIO Pins 40-pin extended GPIO

USB Ports 2 USB 3.0 ports; 2 USB 2.0 ports.

Audio Output 4 Pole stereo output and composite video port

Video Output 2 x micro-HDMI® ports (up to 4kp60 supported)

Camera Port 2-lane MIPI CSI camera port

Display Port 2-lane MIPI DSI display port

Storage Micro SD port for loading the operating system and storing

data

Power Source

Micro USB power source up to 2.5A
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4.3 Software Used in The Project

Software such as Visual Studio Code, PyCharm, Postman, Eclipse Mosquitto,
InfluxDB, and Docker will be chosen to achieve the proposed solution. Below will list

out all the usage and benefits of each proposed software to be used.

Visual Studio Code [20]:
e A popular code editor from Microsoft.
e Benefits:
o It has extensive language support, which allows developer to code in
whatever language that the requirement needed.
o Italso has built in GitHub [21] source control to enable easier and faster
version control within the editor.
o It has extensive collection of extensions to support developers in

completing tasks.

PyCharm [22]:

e A popular integrated development environment (IDE) for Python [23].
e Benefits:
o It has built in debugging and profiling tools which enhance developers’
experience in debugging.
o It has built in version control such as Git, Mercurial and Subversion.
o It allows developers to set up a virtual environment to isolate the

dependencies of each project.

Postman [24]:

e A popular API development and testing tools
e Benefits:
o It supports various methods in building HTTP request.
o It has various pre-built integration that support third-party services such

as GraphQL [25].

Eclipse Mosquitto [26]:
17
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e A MQ Telemetry Transport (MQTT) protocol broker
e Benefits:
o It is lightweight and efficient, suitable for environment with limited
resource.
o It also utilises binary encoding for serializing messages which mitigate

the need for sensors data to be decoded into utf-8.

InfluxDB [27]:

e A popular open-source time-series database
e Benefits:
o Itprovides time-based storage which will be suitable for IoT application.

o Itis highly scalable suitable for large volumes of data.

Docker [28]
e A tool to separate developed software from current infrastructure.
e Benefits:
o It creates an isolated environment for the application to run
independently.
o It standardises the developed application such that scenario where “It

runs on my machine” does not happen.
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Chapter 5

System Implementation

In this chapter, the system implementation will be discussed starting from the
implementation of the sensors with the Raspberry Pi, connecting it to the Docker
container running on the main frame machine, and the inside working of the Docker

container application that holds the prediction model, and computer vision model.

5.1 Hardware Setup

Figure 5.1 Hardware setup

As illustrated in the figure above, the Raspberry Pi is connected to two sensors which
are the capacitance moisture sensors, and temperature and humidity temperature, as
well as a Raspberry Pi camera module expansion. Due to the limited numbers of GPIO
pins available on the device, but with its ability to steadily provide voltage output of
3V and 5.5V, the circuit is extended using a breadboard, connecting both
aforementioned sensors and the MCP3008 analogue to digital converter chipset. Aside
from the circuits connecting to the sensors, the camera modules extension is connected

to the Raspberry Pi through the dedicated Camera Serial Interface (CSI) port.
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5.2 Software Setup
5.2.1 Sensors Manager and Controller

Starting with Sensor Controller, as the name suggest, it handles the operation of the
DHT11, and MCP3008. Both sensors have a Python library provided by Adafruit [29],
[33], [31], while the moisture sensor did not have one publicly available. Thus, using
the MCP3008 Python library provided by Adafruit, a conversion from the analogue to
digital has been programmed to fit the supported input of Raspberry Pi. Using Object-
Oriented Programming Practice (OOPP), both sensors are abstracted by a class each
exposing the default behaviour and with extra functionalities scoped to the need of the
project. The aim is to make the sensor class as generic as possible to ease the future

development if something needed to be changed.

In addition, due to the processing power constraint, a thorough memory and processing
management had been done to make the program runs more efficient. Since the both of
the sensors needed to be run in an infinite loop at the same time, the sensors are
programmed to be run in concurrency utilising Linux’s concurrency support. Both
sensors are managed by a manager which then initialises the concurrency control to
create two software threads managing the instantiated sensor with same memory

address.

In Sensor Data Controller, the program is also restricted by the limited resource. Thus,
considering the controller needs to constantly listening to the MQTT broker for
message, while writing the response value to InfluxDB, multiprocessing is used in
handling the situation. Since the Python version used in the current project is 3.9.2,
according to the documentation, the multiprocessing library uses fork by default in Unix
environment [32]. By using the default behaviour, Python interpreter spawn a child
process which utilising the same shared memory which is the instance of subscription

to MQTT broker.

5.2.2 Docker Application Container Configuration

The Docker application was configured and deployed on the mainframe computer to
act as a service server. Based on the figure 3.1 in Chapter 3, the backend of the system

is hosted in a Docker application container, which allows for efficient management and
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scalability of each service. In within the Docker application itself, a MQTT server,
InfluxDB, the animal feed pellet prediction model, the animal feed pellet quality control

computer vision model, and a Flask server are hosted.

Each of the individual application has its own container isolating itself from the others,
ensuring the integrity of each application. Thus, if some application in the container
failed, it would not affect the others. Additionally with the provided configuration
scripts, each container can be configured to automatically restart in case of failure, as
part of the automation process, ensuring seamless operation and minimizing downtime

of the service.

The composed application container was also configured with its own internal network
to further secure the internal communication between each application in the container.
It also allows the internal application to effectively communicates with each other

through the internal network without any interference from the outside.

5.3  Predictive Model Implementation

Based on the implementation of machine learning development lifecycle mentioned
earlier, CRISP-DM, in this section, process from business understanding to modelling.
Each stage will be explored in details to provide the rationale behind the

implementation and its alignment to the aforementioned project objectives.

5.3.1 Business Understanding

The initial business understanding phase is crucial as it ensures the machine learning
solution aligns with the project objectives. In reference to the project objective outlined
in Chapter 1.2, the goal is to develop a predictive model has to be developed based on
batches of the produced pellets and a computer vision model for quality control and

monitoring, specifically focusing on the colour and appearance of the pellets.

First off, it is crucial that to understand the underlying task for the project. There will
be two models to be implemented, a time series predictive model, and a computer vision
model. Both have to be implemented with the end goals in mind. The predictive model
has to be effectively and accurate in predicting the possible outcome from the given
input parameter, as it will be used to predict the possible output when certain
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configuration is in place. The second mode, computer vision will be used to determine
if the output from the machinery meets the expectation and quality of the company in

terms of their quality standards.

In practice, it affects the choice of algorithm, structure of data pipeline, and the
deployment of the application. Take the instance of the predictive model, it has to be
trained with a comprehensive and sophisticated dataset to meet the required output.
Data such as the batch parameters and production environment conditions have to be

carefully identified.

The tools that will be using for the machine learning implementation will be Python
with Jupyter Notebook, and TensorFlow with Keras as our primary library in data

exploratory to modelling.

5.3.2 Data Understanding

With data obtained through third-party supplier, the predictive model starts off without
any further postpone. The dataset includes two product SKUs where each SKU has two
set of data representing input and output from both different machineries. Take an
instance from the dataset, there are two product SKU where the first is SKU-A, and the
second is SKU-B. Thus, each of the product corresponds to two datasets where the first

is Extruder vs Dryer data, and the second is the Cooler data.

import pandas as pd
from pathlib import Path

pd.set_option(“"display.max_columns™, None)

SKU_A_Extruder_vs_Dryer = "SKU-A Extruder vs Dryer"
Cooler_SKU_A = "Cooler S

SKU_B_Extruder_vs_Dryer U-B Extruder vs Dryer"”
Cooler_SKU_B = "Cooler SKU-B"

excel_file = Path("data/Extruder vs Dryer 20240827.x1sx")

SKU_A_Extruder_vs_Dryer_data = pd.read_excel(excel_file, sheet_name=SKU_A Extruder_vs_Dryer, index_col=8)

v 26s

Figure 5.2 Importing the dataset into Jupyter Notebook

First, data is imported into the Notebook with Pandas library into a Data Frame to be
further process. By utilizing pandas, data can be further processed and understanded
through various different data visualisation methods. These techniques help in
identifying underlying patterns, trends, and potential anomalies in the data, which will

be critical for continuous analysis and modelling.
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SKU_A_Extruder_vs_Dryer_data.head()
/ 00s

SKU A FeedRate Feeder Hz

time
2024-
08-15
11:07:37
2024-
08-15
11:08:07
2024-
08-15
11:08:37
2024-
08-15
11:09:07
2024-
08-15
11:09:37

SC Water% SC Steam% MainMotor Hz

MainMotor Amp CutterSpeed sc WaterFlow

Python

sc SteamFlow sc Temperature ddc Temperature barrel inl

Figure 5.3 Quick look into the first five rows of SKU-A extruder vs dryer of the

dataset

SKU_A_Extruder_vs_Dryer_data.info()

<class 'pandas.core.frame.DataFrame’>
DatetimeIndex: 845 entries, 2024-08-15 11:07:37 to 2024-08-15 18:10:38

Data columns

A_FeedRa

W XNk WN P

(total 42 columns):

te

Feeder_Hz
SC_Water?%
SC_Steam’
MainMotor_|
MainMotor_Amp
CutterSpeed
sc_WaterFlow
sc_SteamFlow

Hz

sc_Temperature
ddc_Temperature
barrel_inletTemp
barrel_Zone2Temp
barrel_Zone3Temp

FinalHea
totalTon
total_Ru

d_Temp
nage
ntime

liveBin_Weight

DryerZon

el ActualTemp

Dryer_BottomRetention_Hz
Dryer_TotalRetention_min
dtypes: float64(41), object(1)

memory usage:

Qutput s trunca

283.9+ KB

ted. View as a

Non-Null Count Dtype

float64
floate4
float64
floate4
float64
floate4
floate4
float64
float64
float64
float64
float64
float64
floated
floate4
float64
floate4
float64
floate4

non-null
non-null
non-null
non-null
non-null
non-null
non-null
non-null
non-null
non-null
non-null
non-null
non-null
non-null
non-null
non-null
non-null
non-null
non-null

floate4
floate4

non-null
non-null

or open ina

Adjust cell output

Figure 5.4 Information on each column and their corresponding data type (SKU-A

extruder vs dryer)
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SKU_A_Extruder_vs_Dryer_data.describe()

Python

A FeedRate Feeder Hz SC Water% SC Steam% MainMotor Hz MainMotor Amp CutterSpeed sc WaterFlow sc SteamFlow sc Temperature ddc Temperature barrel inletTemp

797.000000 797.000000 797.000000  797.000000 797.000000 797.000000 797.00000 797.000000 797.000000 797.000000 797.000000 797.000000
4609.503137  52.458469 19.107277 8543287 44203262 277.084065 25.93601 880.379009 394.160540 95.862422 99.310715 107.946048
592.022920 6.726548 0.348323 0.394301 5.156967 37.039015 2.75228 114.964596 49.974359 2.704252 7.607995 1.268422

0.000000 1.000000 19.000000 8.500000 10.000000 0.000000 1.00000 0.000000 0.000000 45.140000 33.550000 98.000000
4699.000000  52.680000 19.000000 8.500000 45.000000 280.000000 26.00000 889.870000 399.110000 95.640000 100.120000 108.000000

6 4700.000000  53.810000 19.000000 8.500000 45.000000 283.000000 26.00000 894.030000 399.490000 96.060000 100.350000 108.000000
% 4701.000000 54.090000 19.000000 8.500000 45.000000 286.000000 26.00000 896.940000 399.860000 96.530000 100.720000 108.000000
4723.000000  55.290000 21.000000 13.000000 45.000000 302.000000 30.00000 948.440000 513.550000 99.590000 101.120000 110.000000

Figure 5.5 Statistical description of each column (SKU-A extruder vs dryer)

From figure 5.3 to 5.5 shows the information of dataset for product SKU-A. In figure
5.3 and 5.4 there exists many null values especially from the start of the dataset as seen
in figure 5.3. Figure 5.4 also mentioned that there are a total of 845 entries where most
of the column does not fill out the data. The same processes were made to dataset for

product SKU-B as shown in figures below.

SKU_B_Extruder_vs_Dryer_data.head()
/ 00s Python
SKU A FeedRate Feeder Hz SC Water% SC Steam% MainMotor Hz MainMotor Amp CutterSpeed sc WaterFlow sc SteamFlow sc Temperature ddc Temperature barrel in/
time
2024-

08-12 - 31100
11:13:04

2024-

Figure 5.6 Quick look into the first five rows of SKU-B extruder vs dryer dataset
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SKU_B_Extruder_vs_Dryer_data.info()

v 00s

<class 'pandas.core.frame.DataFrame’>

DatetimeIndex: 1222 entries, 2024-08-12 11:13:04 to 2024-©8-12 21:23:35
Data columns (total 42 columns):

# Column Non-Null Count Dtype

1222 non-null object
A_FeedRate 1220 non-null floate4
Feeder_Hz 1220 non-null float64
SC_Water% 1220 non-null floate4
SC_Steam% 1220 non-null floate4
MainMotor_Hz 1220 non-null floate4
MainMotor_Amp 1220 non-null floate4
CutterSpeed 1220 non-null floate4
sc_WaterFlow 1220 non-null floate4
sc_SteamFlow 1220 non-null floate4
sc_Temperature 1220 non-null floate4
ddc_Temperature 1220 non-null floate4
barrel_inletTemp 1220 non-null floate4
barrel_Zone2Temp 1220 non-null floate4
barrel_Zone3Temp 1220 non-null floate4
FinalHead_Temp 1220 non-null float64
totalTonnage 1220 non-null floate4
total_Runtime 1220 non-null float64
liveBin_Weight 1220 non-null  floaté64
DryerZonel_ActualTemp 1214 non-null float64

Dryer_BottomRetention_Hz 1214 non-null float64
Dryer_TotalRetention_min 1214 non-null  floaté64
dtypes: float64(41), object(1)
memory usage: 418.5+ KB

Qutput is truncated. View as a oropen ina Adjust cell outp

Figure 5.7 Information on each column and their corresponding data type (SKU-B

extruder vs dryer)

SKU_B_Extruder_vs_Dryer_data.describe()

/ 00s Python
A _FeedRate Feeder Hz SC Water% SC Steam% MainMotor Hz MainMotor Amp CutterSpeed sc WaterFlow sc SteamFlow sc Temperature ddc Temperature barrel inletTem
1220.000000 1220.000000 1220.000000 1220.000000 1220.000000 1220.000000 1220.000000 1220.000000 1220.000000 1220.000000 1220.000000 1220.0000C
4739313115 53492910 19.139836 9.624098 44.688525 290.728689 35.883607 906.110574 456.386049 100.007795 99.860967 107.8795C

298.444205 3.798976 0.205391 0.279886 3.187038 28254167 1.001013 71.554101 27.343111 3.032352 4.657721 4.26763
0.000000 1.000000 19.000000 9.000000 10.000000 0.000000 20.000000 0.000000 0.000000 32.010000 31.530000 96.0000C
4701.000000 52.580000 19.000000 9.500000 45.000000 288.000000 36.000000 899.087500 455.630000 100.040000 100.120000 109.0000C
4796.000000 53.690000 19.000000 9.700000 45.000000 292.000000 36.000000 910.170000 456.350000 100.230000 100.260000 109.0000C
4801.000000 54.960000 19.300000 9.700000 45.000000 299.000000 36.000000 917.012500 460.510000 100.380000 100.380000 110.0000C

4900.000000 57.170000 19.500000 13.000000 45.000000 316.000000 36.000000 964.080000 521.330000 100.800000 100.940000 123.0000C

Figure 5.8 Statistical description of each column (SKU-B extruder vs dryer)

As mentioned, figure 5.6 to 5.8 shows the information on product SKU-B in extruder
vs dryer dataset. In figure 5.6 and 5.7, it also shows that the same situation as the
product SKU-A there exists null values in the dataset, though it is not as much as the

previous dataset.
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SKU_B_Extruder_vs_Dryer_data.head(n=10)
v 00s

p FinalHead Temp totalTonnage total Runtime liveBin Weight DryerZonel ActualTemp DryerZone2 ActualTemp DryerZone3 ActualTemp DryerZonel Setpoint Dryer]

Figure 5.9 The first 10 rows of SKU-B extruder vs dryer dataset

SKU_A_Extruder_vs_Dryer_data.head(n=10)
v 00s

SKU A FeedRate Feeder Hz SC Water% SC Steam% MainMotor Hz MainMotor Amp CutterSpeed sc|
time
2024-
08-15
11:.07:37

2024-
08-15
11:08:07

2024-
08-15
11:08:37
2024-
08-15
11:09:07

11:10:37

2024-
08-15
11:11:07
2024-
08-15
11:11:37

Figure 5.10 The first 10 rows of SKU-A extruder vs dryer dataset

Taking a deeper look into the dataset itself, we can see that the there are a slight
difference in between both data collected. In dataset of SKU-A have the null values
starts from the extruder, while in SKU-B starts from the dryer. In the case of SKU-A it
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shows that the null values at the starts of the dataset indicates that the machine is at its

wind-up time whereby when we look at the dryer, the temperature of the dryer started

increasing slowly as the time passes. Dataset of SKU-B on the other hand shows

otherwise, where based on the dryer zone actual temperature and the temperature

setpoint indicates has only a slight difference, which indicates the there may be loss of

data in the dataset.

SKU_A_Cooler_data.head()

v 00s

Sampling Date

2024/08/15
2024/08/15
2024/08/15
2024/08/15
2024/08/15

Time Adjusted Moisture Length Diameter Density (g/L) Hardness (kg/cm) Buoyancy (%) (Sink/Float)

12.20PM
12.40PM
1.00PM
1.20PM
1.40PM

Figure 5.11 The first 5 rows of SKU-A cooler data

SKU_A_Cooler_data.info()
v/ 00s

<class 'pandas.core.frame.DataFrame’>

Index: 15 entries, SKU-A to SKU-A

Data columns (total 8 columns):

# Column Non-Null Count

Sampling Date
Time
Adjusted Moisture non-null float64
Length non-null floated
Diameter non-null float64
Density (g/L) non-null float64
Hardness (kg/cm) non-null float6d
7 Buoyancy (%) (Sink/Float) 15 non-null int64
dtypes: floaté64(5), int64(1), object(2)
memory usage: 1.1+ KB

Figure 5.12 Information on each column and their corresponding data type (SKU-A

cooler data)
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SKU_A_Cooler_data.describe()

/' 00s

Adjusted Moisture

15.000000
0.088187
0.004176
0.081200
0.085150
0.088800
0.091650
0.094700

Length
15.000000
7.259333
0.220793
6.880000
7.150000
7.250000
7.420000
7.580000

Diameter
15.000000
7.382000
0.149867
7.160000
7.275000
7.350000
7.525000
7.650000

Density (g/1)
15.000000
0.354400
0.006367
0.348000
0.349000
0.353000
0.359000
0.365000

Hardness (kg/cm) Buoyancy (%) (Sink/Float)

15.000000
1.480000
0.041404
1.400000
1.500000
1.500000
1.500000
1.500000

150
1.0
0.0
10
10
10
1.0
10

Figure 5.13 Statistical description of the dataset (SKU-A cooler data)

From figure 5.11 to 5.13, it shows the output of the product at the cooler. Figure 5.#

shows no null values across all 15 entries of the data. Though there is no null values,

but there is another concern that has to be properly handled later on in data preparation
stage. Based on the “Sampling Date” and “Time” columns, it shows that the data are
collected periodically in a fixed interval in minutes. While in the extruder vs dryer

dataset, the data are collected in fixed 30 seconds interval. Thus, making the cooler data

set way too less to be appended into the main data set as it would be a problem later on.

SKU_B_Cooler_data.head()

v/ 00s

Sampling Date

2024/08/12
2024/08/12
2024/08/12
2024/08/12
2024/08/12

Time Adjusted Moisture Length Diameter Density (g/L)

12.40PM
1.00PM
1.20PM
1.40PM
2.00PM

0.
0.
0.
0.
0.

0579 428
0544 4.08
0561 441
0553
0607

1333
1333
12.85
1350
1348

0373
0.388
0.383
0.385
0.370

Hardness (kg/cm)

NaN
NaN
NaN
NaN
NaN

Buoyancy (%) (Sink/Float)

Figure 5.14 First five rows of SKU-B cooler data

SKU_B_Cooler_data.info()
v 00s

<class 'pandas.core.frame.DataFrame’>
Index: 23 entries, SKU-B to SKU-B
Data columns (total 8 columns):

Sampling
Time
Adjusted
Length
Diameter
Density (
Hardness

memory usage:

Date

Moisture

g/L)

(kg/cm)
Buoyancy (%) (Sink/Float) 23
dtypes: floaté4(5), int64(1), object(2)

1.6+ KB

Non

@n

-Null Count

non-null

non-null floate4
non-null floate4
non-null float64
non-null float64
on-null float64
non-null inte4

Figure 5.15 Information on each column and their corresponding data type (SKU-B

cooler data)
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SKU_B_Cooler_data.describe()
v 00s

Adjusted Moisture Length Diameter Density (g/L) Hardness (kg/cm) Buoyancy (%) (Sink/Float)

23.000000 23.000000 23.000000 23.000000 0.0 23.0
0.065748  4.430000 13.296087 0.377609 NEW 1.0
0.006726  0.158745  0.219767 0.008675 NEL 00
0.054400 4.080000 12.850000 0.360000 NaN 10
0.060000  4.305000 13.130000 0.373000 NEW 1.0
0.065700 4430000 13.250000 0.379000 NaN 10
0.072200  4.550000 13.500000 0.384000 NEWN 10
0.075900  4.650000 13.670000 0.388000 NaN 1.0

Figure 5.16 Statistical description of the dataset (SKU-B cooler data)

Figure 5.14 to 5.16, shows the output of the product at the cooler for SKU-B. Based on
the output, there exists null values across the “Hardness (kg/cm)” column where it is

all null values across all rows.

Due to the missing labels in the labelled data, it is difficult for the time series prediction
model to perform well as such model are intended for supervised learning as oppose to
semi-supervised learning. Thus, the remaining will be covering only for product SKU-

A.

Before digging deeper into the data, a preprocess has to be done on the labelled data
which is the cooler dataset where the sampling data and time has to be compiled as one
and turns into the index of the dataset. To rationale the method used in this situation
were based on the extruder vs dryer for product SKU-A is a timeseries dataset and the

project aimed to produce a time series predictive model

imp

SKU_A_Cooler_data["time"] = SKU_A_Cooler_data["Sampling " " + SKU_A_Cooler_data["Time"].apply(lambda x: re.sub(r"(\d)\.(\d\d
SKU_A_Cooler_data["time"] = pd.to_datetime(SK

SKU_A_Cooler_data.reset_index()
SKU_A_Cooler_data.set_index("time", inplace=True)

SKU_A_Cooler_data.drop(columns=["Sampling Date”, "Time", "SKU"], inplace=True)

v 00s

Figure 5.17 Joining the “Sampling Date” and “Time”

Figure 5.17 shows the feature combination of both “Sampling Date” and “Time” into
“time” column as a timestamp and reindexed as a timeseries dataset. Then with the
reindexed SKU-A cooler dataset, it was then concatenate with the extruder vs dryer for

product SKU-A with backward fill method as shown in figure below.
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SKU A FeedRate Feeder Hz SC Water% SC Steam% MainMotor Hz MainMotor Amp CutterSpeed sc WaterFlow sc SteamFlow sc_Temperature ddc Tempes

Figure 5.18 Reindex and joining both cooler dataset and extruder vs dryer dataset

from sklearn.model_selection import train_test_split

test_size = 6.2
val_size = 8.1

train_set_A, test_set_A = train_test_split(labelled_SKU_A_Extruder_vs_Dryer_data, test_size=test_size, random_state=42, shuffle=False)
test_set_A, val_set A = train_test_split(test_set_A, test_size=0.1, random_state=42, shuffle=False)

train_set_A.info()
v 00s

<class 'pandas.core.frame.DataFrame'>

DatetimeIndex: 676 entries, 2024-08-15 11:87:37 to 2624-88-15 16:45:08
Data columns (total 48 columns):

# Column Non-Null Count Dtype

non-null object
A_FeedRate 659 non-null floate4
Feeder_Hz 659 non-null floate4
SC_Water% 659 non-null floate4
SC_Steam% 659 non-null floate4
MainMotor_Hz 659 non-null float64
MainMotor_Amp 659 non-null float64
CutterSpeed 659 non-null float64
sc_WaterFlow 659 non-null floate4
sc_SteamFlow 659 non-null floate4
sc_Temperature 659 non-null floate4
ddc_Temperature 659 non-null floate4
barrel_inletTemp 659 non-null floate4
barrel_Zone2Temp 659 non-null floate4
barrel_Zone3Temp 659 non-null float64
FinalHead_Temp 659 non-null floate4
totalTonnage 659 non-null float64
total_Runtime 659 non-null floate4
liveBin_Weight 659 non-null floate4d
DryerZonel_ActualTemp 676 non-null floate4

W eONGOURWNRE®

Hardness (kg/cm) 676 non-null float64
Buoyancy (%) (Sink/Fleat) 676 non-null inte4
dtypes: float64(46), int64(1), object(l)
memory usage: 258.8+ KB

Output is truncated. View as a s oropenina Adjust cell output s

Figure 5.19 Train test split on SKU-A extruder vs dryer dataset

Only then the data was split into test set, training set, and validation set with ratio of
16:2:1. as shown in figure 5.#. Since the data is a continuous data, Pearson correlation

matrix is plotted to visualize the correlation between the features and the label data.
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Figure 5.20 Pearson correlation matrix of joined SKU-A dataset.

As illustrated in figure 5.20, the matrix shows there are some columns

correlation between the independent variables and the dependent variable
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and

“Dryer BottomRetention Hz”. These features have to be removed from the dataset as

it implies that the feature has nothing to do with the dataset.
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Figure 5.21 Pearson correlation matrix after performing first feature selection
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With the removed features, another correlation matrix was plotted to continue
investigate the correlation between the independent feature and the dependent feature.
Features such as “DryerZonel MotorHz”, “DryerZone2 1 MotorHz”,
“DryerZone2 2 MotorHz”, “DryerZone3 MotorHz”, “Dryer TopRetention Hz”, and
“Dryer TotalRetention min” are uncorrelated with the first half of the data and only
appears to shows some correlation between other variables in the second half. Thus,
this triggers further studies on these columns by checking on the value count on the

column itself.

features_to_investigates = ["D

for col in features_to_investigates:
print(train_set_A[[col]].value_counts())
print()
v 00s

DryerZonel MotorHz

42.8

44.8

38.0

Name: count, dtype: inté4

DryerZone2_ 1 MotorHz

408.8

42.8

36.0

Name: count, dtype: int64

DryerZone2_ 2 MotorHz

40.8

42.8

36.0

Name: count, dtype: int64

DryerZone3_ MotorHz

38.0 Y]
EL N 3
Name: count, dtype: inté4

Dryer_TopRetention_Hz
45.0

23.61
6.00
Name: count, dtype: inté4

Figure 5.22 Value count of the investigated columns.

Based on the result, the dryer zone motor Hz seems to be running in a preset frequency
as oppose to a continuous value. Looking at the dryer retention too shows the value are
also fixed at a constant. Thus, decision was made to remove the investigated columns
and the uncorrelated all together from the dataset, as the feature would not be helpful
in aiding the model to make accurate prediction. Then, a final correlation matrix is

computed to as seen in figure below.
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Figure 5.23 Final correlation matrix of the dataset
With the final correlation matrix, the independent variables do not show much
correlation between the dependent variable. There are few possible issues, first is that
there are not enough data in terms of quantity to show the full image of the whole
dataset; second is that there are other factors that may require feature extraction and
aggregation. Since feature extraction and aggregation could not be performed due to
the limitation of the machineries, the process will be continuing with the dataset.
e
s
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Figure 5.24 Line plot of features to time
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As illustrated in figure 5.24 the line plot shows a time series interpretation of the data.
From a glance, there is no high fluctuation except at the start of the plot, which indicates
the machinery wind up configuration. Other than that, the configuration across the

graph seems to be stable and does not show any sign of trends.

5.3.3 Data Preparation

With the data thoroughly investigated, before getting into the modelling stage, the
available input data has to be pre-processed to fit into the models. By utilizing scikit-

learn library, a preprocessing pipeline is prepared for input preprocessing.

from sklearn.preprocessing import StandardScaler
from sklearn.pipeline import Pipeline

from sklearn.compose import ColumnTransformer
from sklearn.impute import SimpleImputer

features = [feature for feature in included_feature if feature not in labels and feature not in unnecessary_feature]

preprocessor = Pipeline(
steps=[
("imputer", SimpleImputer(strategy="mean")),
("scaler", StandardScaler()),
]
)

preprocessing = ColumnTransformer ([
("preprocessing”, preprocessor, features)

D

preprocessing

v/ 00s

ColumnTransformer @ ®

preprocessing

> SimpleImputer @

» StandardScaler @

Figure 5.25 Scikit-learn preprocessing pipeline

In figure 5.25 shows the preprocessing pipeline that consist of a simple imputer, and a
standard scaler. Simple imputer is used to fill the missing value with mean of their
respective feature based on the training data. This ensures that the incomplete data

points do not negatively affect the model performance.

Since the data consist of features with vastly different scales, the values have to be
scaled to normalized the values across the rows. The process transforms the data to have
a mean of 0 and standard deviation of 1, ensuring the features with large numerical

range do not disproportionately influence the model.
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5.3.4 Modelling

From the figure 5.24, the line plot does not show any visible fluctuation and trends
except for the machine wind up time and the increase in “liveBin_Weight” which
indicates the storage compartment in the machinery. Although the data has no visible
trends that is apparent, but since it is a sequential data that exist across different time
steps. Long Short-Term Memory (LSTM) and simple Recurrent Neural Network (RNN)
was considered to be used at the modelling stage. Thus, the pre-processed data are then
padded into an input sequences of a consistent length, and reshaped to 3D input format

which is in (sample, time steps, features) as seen in figure below.

def reshape_data(df, timesteps):
data = df.to_numpy()
nu mples = data.shape[@] // timesteps
ed_data = data[:num_samples * timesteps].reshape((num_samples, times data.shape[1]))

return reshaped_data

max_timesteps = 48

X_validation_reshaped = reshape_data(pd.DataFrame(X_val_scaled), max_timesteps)
X_test_reshaped = reshape_data(pd.D :t_scaled), max_timesteps)

print(
print(’ N |
print(’ £ X_test_reshaped.s

“ 00s

X_train_reshaped shape: (16, 48, 38)
X_validation_reshaped shape: (1, 48, 38)
X_test_reshaped shape: (2, 48, 38)

Figure 5.26 Reshaped input data

Figure above illustrates the process of reshaping the input data from 2D to 3D. A max
time steps of 40 data per timesteps is defined and the data are shaped to capture the

temporal form of the data.

import tensorflow as
import keras
from keras import layers, preprocessing

X_train_padded = preprocessing.sequence.pad_sequences(X_train_reshaped, maxlen=max_timesteps, padding='post’, truncating='post")
X_val_padded = preprocessing.sequence.pad_sequences(X_validation_reshaped, maxlen=max_timesteps, padding='post®’, truncating="post")
X_test_padded = preprocessing.sequence.pad_sequences(X_test_reshaped, maxlen=max_timesteps, padding='post', truncating="post")

v 00s

Figure 5.27 Padded input data

Figure above illustrate the sequence padding process; the input data are padded to fill

the null values with 0 as an indicator for the neural network. Then the input data are
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trained with both different neural network, first with simple RNN, and the second with

LSTM.

Layer (type)

masking_1 ( )

simple_rnn_2 ( )
dropout_14 ( )

Total params: (36.74 KB)

Trainable params: (36.74 KB)

Non-trainable params: (e.ee B)

Figure 5.28 Simple RNN neural network

The first model built is a simple RNN neural network. The architecture starts with a
Masking layer which mask any missing values in the input data by treating value 0 as
a placeholder. This ensures the padded value do not interfere with the learning process.
Then, a simple RNN layer with 50 units and RuLU activation is included to process the
sequential data, and learn patterns and dependencies over time. After the first simple
RNN, a Dropout layer is introduced with 20% dropout rate to prevent overfitting by
randomly ignoring subsets of unit during each epoch. Then, a second simple RNN layer
with 50 units and ReLU activation is included to further refine the sequential learning
process. Similarly, a Dropout layer with 20% dropout rate is applied for additional
regularization. Finally, the model end with a Dense output layer, which predict based

on the number of unique labels in the prediction task.
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Total params: (143.38 KB)

Trainable params: (143.38 KB)

Non-trainable params: (e.ee B)

Figure 5.29 LSRM neural network

The second model built as an advancement from the first model, a LSTM neural
network. It starts with a LSTM layer containing 50 units with tanh activation. This layer
aimed to capture the long-term dependencies in the sequential data, especially in the
given dataset with variable timesteps. Similarly, a Dropout layer is added with 20%
dropout rate to reduce overfitting by randomly dropping connection during training.
Then, a second LSTM layer with 50 units and tanh activation is included to further
improve the temporal feature extraction. Then, another Dropout layer is applied for
regularization with 20% dropout rate. The final layer will be a Dense output layer,

which produce prediction based on the number of unique labels in the prediction task.

5.4  Computer Vision Model Implementation
5.4.1 Business Understanding

Following up to section 5.3.1, the implementation has been focussed on the image-
based quality control which will needs to further investigated with the images and
identify the classes to be assigned to different image. The technical aspect such as
resolution, lightning condition, and the acceptable colour variations across different

image encodings have to be considered when modelling the computer vision model.

The computer vision model has to be aligned to the objective in terms of its ability to
streamline the quality control process and reduce the need of inspection efforts, thus
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increasing the production efficiency. Through monitoring the visual quality of the
pellets, the system can support in maintaining the product standards, while also

potentially reducing waste.

5.4.2 Data Understanding

Unlike predictive model, this project does not receive nor found any images through
third party providers. Instead, all the images are manually downloaded from various
sources through Google Image. In addition, there are not much sources that fit the
minimum requirement of the predetermined image size, which are 250x250 (width x

height). The total number of images downloaded are only at 169 images.

The images are then manually sorted to two different classes, “good quality” and “bad
quality”. The terms “bad quality” is based on the pellet appearance and colours, those
appears to looks discoloured or deformed, or those that have broken down into a
powdery form, as shown in figure 5.#. The “good quality” pellets are based on the pellet
appears to have a regular pellet shape without any sort of decolourisation as shown in

figure 5.30

Figure 5.30 Sample picture of a “bad quality” pellet
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Figure 5.31 Sample picture of a “good quality: pellet

5.4.3 Data Preparation

In the previous stage, the images are separated into two different classes. With the
organised images, the images have to be standardised in terms of the image height and
weight. For the project, the image height and width are set to constant of 250 pixel each.

The batch size for processing is also set to a constant of 32 pictures per batch.

def preprocess_image(image, label):
image = tf.image.resize(image, [img_height, img_width])
image = tf.cast(image, tf.float32) / 255.8
return image, label

def load_data_from_directory(directory, class_names, batch_size, validation_split=e0.2):

dataset = tf.keras.utils.image_dataset_from_directory(
directory,
image_size=(img_height, img_width),
batch_size=batch_size,
label_mode="binary"’,
class_names=class_names,
subset='training",
validation_split=validation_split,
seed=123

)

val_dataset = tf.keras.utils.image_dataset_from directory(
directory,
image_size=(img_height, img_width),
batch_size=batch_size,
label_mode="'binary",
class_names=class_names,
subset='validation’,
validation_split=validation_split,
seed=123

dataset = dataset.map(preprocess_image)
val_dataset = val_dataset.map(preprocess_image)

return dataset, val_dataset

train_data, val_data = load_data_from_directory('data/images/clusters_test', ("cluster_8", "cluster_1"), batch_size)

v 01s

Found 169 files belonging to 2 classes.
Using 136 files for training.
Found 169 files belonging to 2 classes.
Using 33 files for validation.

Figure 5.32 Image preprocessing to resize and create dataset
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With the predetermined constant, the images are then loaded with Keras to create a
dataset to prepare for image classification modelling as illustrated in figure 5.32. Set of
training data, testing data, and validation data are created through the

load data_from_dictionay() method as the testing data is embedded within the process.

5.4.4 Modelling

Continuing from previous stage, a binary classification model will be used such as

Convolutional Neural Network (CNN) to process the images then

Layer (type)

Total params: (92.96 MB)
Trainable params: (30.99 MB)
Non-trainable params: (e.ee B)

Optimizer params: (61.98 MB)

Figure 5.33 CNN model for image classification

Based on figure 5.33, a Convolutional 2D layer is introduced with 32 filters and a 3x3
kernel size, using ReLU activation function. The first layer is responsible for detecting
basic features in the input images, searching for edges and textures. Then the second

layer is a MaxPooling 2D layer with a 2x2 pool size to reduce the spatial dimensions
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of the feature map, which helps to increase the computation efficiency by down-
sampling the image. Starting from the second layers are being repeated through
increasing the filter size from 32 with 64, 128, 256, and 512 filters, to increase the
capability of the model to learn mode complex and higher-level features at each stage.
Once the image go pass every Convolutional layer, it will be flattened into a 1D vector
which will then pass through two Dense layers, with 512 units and ReLu activation,
and another with 1 unit with sigmoid activation function which output the probability

score between 0 and 1 for binary classification.

val_loss, val_acc = model.evaluate(val_data)
print(f"Validation Accuracy: {val_acc}")

v 01s

2/2 Os 1@ms/step - accuracy: ©.5511 - loss: ©.6893
Validation Accuracy: ©.5454545617103577

Figure 5.34 Trained CNN model average accuracy score

Due to the model does not perform well mainly due to low sample size, the trained
CNN model only achieves an average score of ~0.5455. Thus, the model is further

optimized through introducing Few-Shot Learning with Siamese Network.

Utilising Few-Shot Learning allow the model to utilize small amount of labelled
example to make accurate prediction, further addressing the data scarcity issue.
Through Siamese Network a pair of identical subnetworks, sharing the same weight
will process two input images and determine whether if both of the image belongs to
the same class. But it introduced a tweak in the phase of determining the output, rather
than classifying the image, the model measures the similarity between two images,

hence suitable with model trained on scarce dataset.

val_loss, val_acc = siamese_model.evaluate([val_pairs[:, @], val_pairs[:, 1]], val_labels)
print(f“"Validation Accuracy: {val_acc}")

v/ 01s

1/1 @s 93ms/step - accuracy: ©.8000 - loss: 0.7660
Validation Accuracy: ©.800000011920929

Figure 5.35 Validation accuracy of Siamese CNN Model Using Few-Shot Learning

As illustrated in figure 5.35, the validation accuracy of the Siamese CNN model is
0.8000 demonstrates the model’s ability to generalize well, even with the limited

dataset.
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5.5 System Operation
5.5.1 Python Program in Raspberry Pi

There are total of 3 programs hosted and running in the Raspberry Pi. Based, the

running programs are Sensor Controller, Sensor Data Controller, Camera Module.

Starting with Sensor Controller, as mentioned, it handles the operation of the DHT11,
and MCP3008. Both sensors have a Python library provided by Adafruit [30], [31],
[32], while the moisture sensor did not have one publicly available. Thus, using the
MCP3008 Python library provided by Adafruit, a conversion from the analogue to
digital has been programmed to fit the supported input of Raspberry Pi. Using Object-
Oriented Programming Practice (OOPP), both sensors are abstracted by a class each
exposing the default behaviour and with extra functionalities scoped to the need of the
project. The aim is to make the sensor class as generic as possible to ease the future

development if something needed to be changed.

In addition, due to the processing power constraint, a thorough memory and processing
management had been done to make the program runs more efficient. Since the both of
the sensors needed to be run in an infinite loop at the same time, the sensors are
programmed to be run in concurrency utilising Linux’s concurrency support. Both
sensors are managed by a manager which then initialises the concurrency control to
create two software threads managing the instantiated sensor with same memory

address.

In Sensor Data Controller, the program is also restricted by the limited resource. Thus,
considering the controller needs to constantly listening to the MQTT broker for
message, while writing the response value to InfluxDB, multiprocessing is used in
handling the situation. Since the Python version used in the current project is 3.9.2,
according to the documentation, the multiprocessing library uses fork by default in Unix
environment [33]. By using the default behaviour, Python interpreter spawn a child
process which utilising the same shared memory which is the instance of subscription

to MQTT broker.
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5.5.2 Sensors Manager

Untitied MQTT Request

Vs localhost:1883

DESCRIPTION

Figure 5.36 Postman interface visualising MQTT packets

Figure above illustrate the signals being sent through MQTT protocol. In the figure
itself, subscription to sensors/temperature, sensors/humidity, and sensors/moisture can
be seen as these are the available sensors that installed onto the Raspberry Pi and
controlled through the Sensor Controller. Due to the DHT11 sensors being too
responsive, the interval between the signal received is short and able to capture a lot of

information in one second.

5.5.3 Grafana Dashboard

Pellet Moisture Content

Figure 5.37 Grafana dashboard configured
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To visualised the collected data, Grafana dashboard will be used for monitoring the
real-time data collected by the sensors. This is to add another layer of precaution in the
case of any error produced by the prediction model. The main purpose is solely for

monitoring and controlling.

5.5.4 Predictive Model

Predictive Model  Computer Vision

A FeedRate Adjusted Moisture

4700.00

Feeder_Hz Length

54.04

SC_Water% Diameter
19.00

SC_Steam% Density (g/L)
850

Hardness (kg/em)
MainMotor_Hz

45.00
Buoyancy (%) (Sink/Float)
MainMotor_Amp

290.00
CutterSpeed

27.00

sc_WaterFlow

891.54

sc_SteamFlow

399.27

sc_Temperature

Figure 5.38 Web application for controlling the prediction model

A Python Flask application was developed to showcase the predictive model in action
for demonstration purpose. The web interface features groups of input at the left, and
the output is displayed at the right. Upon inserting the input either through number input
or the slider, the inputs are fitted into the predictive model to generate predicted output

and display at the right container.

When the webpage is first loaded, set of default values are assigned to each input fields,
allowing the user to quickly observe a prediction without making any adjustment. User
can also fine-tune the input parameters through the sliders and submit changes to update

the prediction output.
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DryerZone1_Setpoint
DryerZone2_Setpoint
DryerZone3_Setpoint
MainExhaust_TempOut
DryerZone1_Humidity_pct
DryerZone2_Humidity_pct
DryerZone3_Humidity_pct
DryerSteam_kgph

DryerSteam_PressureBar

56.28

95.00

100.00

58.00

71.99

49.45

27.54

19.13

24288

Adjusted Moisture
10.32%

Length
693

Diameter
7.14

Density (g/L)
036

Hardness (kg/cm)
153

Buoyancy (%) (Sink/Float)

100%

Figure 5.39 Output value from the predictive model

With the default value being sent to the Flask server, it will be parsed and padded with

sequence of 40 timesteps to ensure it fits the required input format. In the demo

application, the 40 timesteps will be padded with additional values, generated from a

normal distribution. This is crucial as it stimulate a complete sequence for the model to

process. This approach also showcased the model’s ability in handling sequential data

in a real-world scenario when full sequences are provided.

5.5.5 Computer Vision Model

600 x 400

Upload Image ~ Browse...

No file selected.

Predictive Model  Computer Vision

Quality

Figure 5.40 Web application for computer vision demo
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Another page from the Python Flask application has also been developed to
demonstrate the use of the computer vision classifier. The interface uses the same
design approach as the previous predictive model, allowing user to use the demo

application quickly knowingly what to click at first.

When the webpage is loaded, the application shows a placeholder image and a file input,
for the user to upload image of pellets onto the application. Once the image sent to the
server, the server will preprocess it and fit it into the computer vision model trained

earlier to get the classification prediction outcome.

Figure 5.41 Output value from the computer vision model

By sending an image to the server, the server preprocess and fit it into the model hence
showing the quality outcome. If the quality outcome is larger than 0.5 then it will be
good quality pellets, if the outcome is less than 0.5, it will not be a quality pellet. The
image provided in figure 5.41 is labelled as non-quality pellets as it is in a powdery

form rather than pellets form.

5.6  Implementation Issues and Challenges
5.6.1 Restricted Resource at Raspberry Pi

The first issue that arise when developing the system is the hardware constraint of the
Raspberry Pi. Based on the technical hardware specification shown in 4.3, the
Raspberry Pi has only 2GB of RAM / Memory space. Which is not sufficient to run any

piece of applications that are too large. In addition to the insufficient memory space,
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although the processor has four processing cores, but each core only operates with one

hardware thread as shown in figure below.

jnc@raspberrypi:
ecture:

64-bit

Endilan

Figure 5.42 CPU specification listed through Linux command

With the processing power limitation, the application programmed has to be constantly
improved into a more efficient piece and utilise the features provided by the operating

system, in this case Raspberry Pi OS powered by Debian Linux.

5.6.2 Moisture Sensor

The second issue is the capacitive moisture sensor only has one analogue output. An
ADC microcontroller is needed to convert the analogue signal to digital output as
Raspberry Pi only supports digital input and output. Thus, the retrieved data from the
sensors are only ADC value and voltage of the sensor. It does not provide any data on
the moisture content. Hence, to calculate the moisture content, calibration and
formulation of algorithm needed to be performed at the environment to be as accurate

as possible.

In addition to the capacitive moisture sensor analogue output, the sensor itself has
exposed circuit as seen in Figure 5.43. It cannot be exposed to water as it will cause
short circuit. Thus, solution such as using recyclable material or 3D printing to make a

casing encapsulating the circuit component leaving the detection part open.

47

Bachelor of Information Systems (Honours) Business Information Systems
Faculty of Information and Communication Technology (Kampar Campus), UTAR



REFERENCES

Eif

Figure 5.43 Exposed circuit on the moisture sensor

5.6.3 Insufficient Data for Model Training

As mentioned before, the data received from the third-party provider does not sufficient
enough to train the neural network model. Although there are a pair of datasets provided
by the provider for two different product SKUSs, one of the product datasets could not
be used due to missing label in the dataset, while the other has too less data for the
model to be consumed. The dataset given for the SKU-A has only 845 entries where
many of them are null values. Since it is a timeseries dataset, the data received only
consist of data for a day. This bring an issue to the implemented LSTM model, where
the model is being fed with too insufficient data, causing it hard to generalised the

underlying pattern.

Not only the LSTM model, the computer vision on the other hand has no data hence
require manual data selection. This method brings up disadvantage where the image
downloaded from other sources may tends to be imbalance at the end. “Good quality”
pellets may outnumber the “Bad quality” pellets, or vice versa. This imbalance will bias

the model final prediction when it comes to predicting the given input.

In image classification task, a balance dataset is important to ensure the model does not
favour one class than the others. It helps the model to generalise and recognise the

underlying pattern hence able to distinguish the classes effectively.
Moreover, the image quality is also another crucial factor when training computer

vision task. At the stage of sourcing images from external sources, many of the image

48

Bachelor of Information Systems (Honours) Business Information Systems
Faculty of Information and Communication Technology (Kampar Campus), UTAR



REFERENCES

does not fit into the predetermined minimum requirement. Thus, limiting the number
of images that can be selected also introduced another issue where the lighting and the

image quality may hinder the outcome of the computer vision model accuracy.

5.7 Conclusion Remark

In conclusion the system implementation is a success, although the flow between each
project objective may not seems to linked up, but project objective one is solely for
demonstrating the flow on how the system will be interacting in the real world. The
main gist is in the implementation of project objective two and three, where it provides

the backbone of the whole system through machine learning model.

With that being said, the project too faced several challenges, especially with the scarce
in data quality and quantity. It had directly impacted the model performance, thus

limiting the model underlying ability to achieve higher prediction accuracy.
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Chapter 6

System Evaluation

6.1 System Testing and Performance Metrics
6.1.1 Machine Learning Evaluation Metrics

For evaluating the performance of the time series predictive model, metrics such as

mean absolute error, mean squared error, and validation loss at the latest stage.

Starting with the mean absolute error, it measures the average absolutes error in
prediction. It provides a clear and straight forward interpretation on the model’s
prediction deviate from the actual value. For instance, a lower value in MAE indicates

the prediction are closer to the actual value.

Then, with mean squared error, it shows the variance in the prediction error while
penalizing the larger errors. This metrics is valuable in a production environment, as it
tries to eliminate large deviation from the model. Since the model will be placed in a
continuous production environment, and large deviations can be costly. Thus, MSE
helps in minimising the impact of the errors, mainly in improving the reliability of the

model

With the validation loss, it helps in measures how well the model generalized to the
unseen data. By monitoring the validation loss, the model can be assessed to figure out

whether it is overfitting or underfitting.

To evaluate the performance of the computer vision model in the other hand, metrics
such as accuracy, precision and recall, F1 score, ROC Curve and AUC (Area Under the
Curve), and confusion matrix. With accuracy, it shows the proportion of the correctly
classified data out of the total input data, it acts as a general measurement on showing

how many times the model successfully classifies the correct output.

Precision and recall can be helpful as there will be a trade-off in terms of the correctness
of the prediction. Take precision as an example, precision measures the correctness of

the positive prediction is actually correct. By focusing on precision, the model will
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become more conservative. As oppose to recall, it prioritises in ensuring the model

captures as many actual positive as possible.

F1 score provide the harmonic mean of both precision and recall. It provides a single
metric that balances out both precision and recall, and it shows it usefulness in

1mbalance classes.

ROC Curve and AUC shows the recall against the false positive rate, it helps to

visualize the performance if of the model in different threshold.

At last, confusion matrix is also chosen as it shows the count of prediction of true
positives, true negatives, false positive, and false negatives. It provides a detailed view
on how the model’s prediction and compared to the actual label of their corresponding

data.

6.1.2 Sensors Data Evaluation Metrics

Since there are no viable way of testing the sensors accuracy as it will be based on the
sensor itself, this project simulates environment with high fluctuation data input. For
instance, the moisture sensor will be dipped in and out of the container of water, while
the moisture and temperature sensor will be blown by a hair dryer to by unfixed amount
of interval to check the responsiveness of the data being sent to the server and stored in

the database.

6.2 Testing Setup and Result
6.2.1 Machine Learning Evaluation Result

Continuing from Section 5.3.4, two models are prepared where the first is the simple
RNN model, while the second is LSTM model. The evaluation of both models is
performed prior deploying onto the demo application. Both models use validation data

and use the trained model to predict to calculate for the evaluation metrics.
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from sklearn.met 5 import mean_absolute_error, mean_squared_error, r2_score

mae = mean_absolute_error(y_val[:X_val_padded.shape[@]], y_pred)
mse = mean_squared_error(y_val[:X_val_padded.shape[@]], y_pred)
rmse = np.sqrt(mse)

print(f'Mean Absolute Error: {mae}')
print(f'Mean Squared Error: {mse}')
print(f'Root Mean Squared Error: {rmse}')
v/ 00s
Mean Absolute Error: ©.6763942942833211

Mean Squared Error: 1.8206170923277351
Root Mean Squared Error: 1.8182559538689861

Figure 6.1 Evaluation metrics on simple RNN

Starting with simple RNN, the mean absolute error is 0.6764, mean squared error is
1.0206, and root mean squared error is 1.010. With these calculated metrics it is safe to
say that the model does not suitable for the application and cannot be used as the
primary model to predict the output of based on the input features. The values indicate

the model’s prediction is largely deviate from the actual value.

Learning Curve with Elbow Point
20.0 7 —e— Training Loss
—— Validation Loss
17.5 4 ® Elbow Train Loss at epoch 491
® Elbow Val Loss at epoch 280
15.0 1
12.5 1
% 10.0
3
7.5 1
5.0 1
2.5 1
0.0 A
T - T T T T
0 200 400 600 800 1000
Epochs

Elbow point (Training): Loss at epoch 491 = ©.4876
Elbow point (Validation): Loss at epoch 288 = ©.9995

Figure 6.2 Evaluation of Simple RNN Model
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Based on the figure, the lowest validation loss at the model, it also has a high value of
0.9995 almost to 1.0. The model too unable to generalise well to the unseen data, and

further implies that the model is not suitable for the prediction task.

from sk ics import mean_absolute_error, mean_squared_error, r2_score

mae = mean_absolute_error(y_val[:X_val_padded.shape[@]], y_pred)
mse = mean_squared_error(y_val[:X_val_padded.shape[@]], y_pred)
rmse = np.sqrt(mse)

print(f'Mean Absolute Error: {mae}")
print(f'Mean Squared Error: {mse}')
print(f'Root Mean Squared Error: {rmse}')

v/ 00s

Mean Absolute Error: ©.1798933411876361
Mean Squared Error: ©.11482568019178378
Root Mean Squared Error: ©.3388593811476728

Figure 6.3 Evaluation metrics for LSTM Model

Based on figure 6.3, the model achieved a mean absolute error of 0.1799, mean squared
error of 0.1148, and root mean squared error of 0.3389. The low mean absolute error
indicates that the difference between the predicted value and the actual value is mild,
the mean squared error also further captures the reliability of the model by penalizing
larger error more heavily. The root mean squared error, provides more interpretable

measurement of the models, affirming that the overall error of the model remains low.
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Learning Curve with Elbow Point
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Elbow point (Training): Loss at epoch 479 = 6.2166
Elbow point (Validation): Loss at epoch 555 = ©.0779

Figure 6.4 Evaluation of LSTM model

Based on figure 6.4 the lowest validation loss at the model is 0.0779. It indicates that

the model is able to generalise well to the unseen data.

ics import accuracy_score, precision_score, recall_score, fl_score, roc_auc_score, confusion_matrix

y_true = val_labels

accuracy = accuracy_score(y_true, binary predictions)
precision = precision_score(y_true, binary_predictions)
recall = recall_score(y_true, binary_predictions)

f1 = fl_score(y_true, binary_predictions)

roc_auc = roc_auc_score(y_true, predictions)

conf_matrix = confusion_matrix(y_true, binary_ predictions)

\ccuracy: {accuracy}"
recision: {precisiol

Recall: {recall}")

")

print(f"Confusion Matrix:\n{conf_matrix}")

v 00s

Accuracy: 9.8
Precision: @.5
Recall: 1.0
F1 Score: 0.6666666666666666
ROC AUC: ©.125
Confusion Matrix:
[[6 2]
[e 2]]

Figure 6.5 Evaluation metrics of computer vision model
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Moving on to the computer vision model, with the Siamese Network, the accuracy for
the prediction with validation data is high at 0.8, precision scores only 0.5 indicating
the model only made half of the prediction correct, while recall scores 1.0 stating that
it has correctly predicted all the positive case correctly, F1 Scores 0.6667 indicating the
models able to maintain a balance at precision and recall, and ROC AUC scores 0.125
which suggest that the model struggles to distinguished between true positives and false

positives.

For the computer vision model, the moderate accuracy is due to the lack of data, as with
the current trained accuracy, it has been a successful attempt as the sample data has
only 169 images in total. The accuracy of 0.8 also suggested the Siamese Network has
managed to generalized well. But the lack of data is much likely the main contributors
to the low precision and struggle with distinguishing between true and false positive as

reflected by ROC AUC scores.

6.2.2 Sensor Data Evaluation Testing

Figure 6.6 Testing environment setup

To satisfy the proof of concept, the current testing environment is setup to retrieve data
based on indoor environment. The retrieved temperature and humidity are based on the
condition of either switching on the air conditioner (A/C) or in room temperature.
Moisture sensor in the other hand, the container of water indicates the absolute moist

condition, and the tissue is to simulate the gradual decrease of moisture content.
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Figure 6.7 Fluctuation of the sensors

In Figure 6.7 shows the fluctuation of sensor through stimulating the DHT11 by
blowing hot air with a hair dryer. Hair dryer is blown from 00:17:00 to 00:18:00, then
blown once again from around 00:19:31 to 00:21:55. The ambient temperature increase
significantly when the air is directly blown to it, and the ambient humidity drops

accordingly to the rise in temperature.

6.3 Project Challenges

One of the biggest challenges in this project is that the data required for training the
neural network is not sufficient. When training both of the neural network, both the
predictive model and especially the computer vision model took large amount of time
just for training and finding solution to increase the overall accuracy of the model.
Given that the dataset is known to be not sufficient, yet the features available are way
too many; thus, increasing the model complexity and a big dimension of the data. Not
only that, it also introduces the risk of overfitting where with the small dataset, the
model will tend to memorise the training data and failed to generalised the pattern of
the dataset. This alone lengthen the time to train the model, as well as optimising it for

better performance.

Fast forward to computer vision model, also without sufficient images, the model
unable to learn and generalised the pattern of the dataset. Causing low prediction
accuracy and thus requires the need for utilising few-shot learning with Siamese

Network. Although with Siamese Network, it is still not accurate enough as seen in
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Figure 6.5. Although the accuracy is high but still unable to score well at ROC AUC

Score.

In addition, with the fast paced of technology evolution, many libraries that used in
previous work has deprecated. Hence, a complete rework on the application needed to
be performed such that the compatibility across all application can be achieved and to

make sure the sensors could detect and process data correctly.

6.4  Objective Evaluation

Based on current development, the aforementioned project objectives have been
successfully implemented and completed. However, further development is still
necessary to enhance the system performance and scalability. As mentioned earlier,
with the fast paced of technology evolution, continuous development is a must to keep

up with the changes.

One critical area that require the most attention is data acquisition. As previously
discussed in section 5.6.3, the implementation faces the main challenges due to the
limited amount of data available for training, which hinders the model performance.
Through obtaining more data will be crucial in improving the model effectiveness and

accuracy.

Although that is the case, at the current stage of implementation, both models able to
perform reasonably accurate prediction of the outcome with the input data. Susception
would still be made available on both models as this little data would not be enough for
the application to be deployed in the real world, at least not at this stage of training. It

still lacks the required robustness and generalisation towards real world problem.

6.5 Conclusion Remark

As a summary for the chapter, it highlighted the key challenges faced in the
implementation through evaluation and testing. Mainly due to the lack of data for
training both predictive and computer vision model, resulting in limitation of model
performance and accuracy. Although that is the case, both models still perform

reasonably well in terms of predicting the outcome based on the implemented
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evaluation metrics. However, further development needs to be done in order to

continuously improve the system performance.
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Chapter 7

Conclusion

7.1 Conclusion

In conclusion, the project is an overall success. With the implementation of both LSTM
model and Siamese Network with CNN as the base model for computer vision has been

successfully realised.

With project objective one implementation of Raspberry Pi with humidity and
temperature sensors, moisture sensors, and camera modules enabled the demonstration
of the data collection in the production flow. With all the data collected, it will be sent
to the Docker application container which act as a server to save all the input

information and further processes the information.

Moving on to the second project objective where the predictive model comes in hand
to predict the outcome based on the configuration settings from the user. With a front-
end application which enables the user to tweak the input of each feature and find the
most optimal configuration that will be needed to configure the machine especially the

dryer to produce the optimal outcome.

With the third project objective, the computer vision model will be placed at the end of
the production line to capture the output images, and send it to the Docker application
container to perform image classification. With the results, the user will be notified that

the produced outcome is good or bad.

7.2 Recommendation

While the implemented system works reasonably well in cure current state, further
development has to be done to improve the system effectiveness and efficiency. First
off, data acquisition has to be done to continuously train the model to achieve better
generalisation on the given task. Given that the current dataset is way too less for the
model to uncover the underlying pattern, more data needs to be acquired to change this.

Such data can be acquired from third party provider or through process of data
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generation. Retrieving data from third party provider can be easy but at the same time
needs time and resource to do so. With the current trends of generative artificial

intelligence, data can too be generated through utilising these models to get more data.

Other than acquiring more data for training, continuous integration and continuous
development (CI/CD) needs to be performed on the model as well. For instance, saving
the input data and compile with the previous and automate the process to train the model
continuously in a predetermined time interval. This approach will help to improve the

performance of the model time by time and increase the robustness of the model.
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1. Product Overview

DHTI1 digital temperature and humidity sensor is a calibrated digital signal output of the
temperature and humidity combined sensor. It uses a dedicated digital modules capture technology
and the temperature and humidity sensor technology to ensure that products with high reliability and
excellent long-term stability. Sensor includes a resistive element and a sense of wet NTC temperature
measurement devices, and with a high-performance 8-bit microcontroller connected .

2. Applications

HVAC, dehumidifiers, testing and inspection equipment, consumer goods, automotive,
automation, data loggers, weather stations, home appliances, humidity regulator, medical and other
relevant humidity measurement and control.

3. Product Highlights

Low-cost, long-term stability, relative humidity and temperature measurement, excellent quality,
fast response, anti-interference ability, long distance signal transmission, the digital signal output,
precise calibration.

4. Dimensions ( Unit : mm )

-1-
Aosong Guangzhou Electronics Co., Ltd. Order by phone: 4006 305378  Enterprise QQ: 4006305378  www.aosong.com
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4pin

5. Parameters
Relative Humidity

Resolution : 16Bit

Repeatability : £1%RH

Accuracy : 25C +5%RH
Interchangeability : Fully interchangeable

Response time : 1/e (63%)25C 6s
1m/s Air 6s

Hysteresis : <+0.3%RH
Long-term stability : <+0.5%RH/yr
Temperature

Resolution : 16Bit

Repeatability : =1°C

Accuracy : 25°C +27C
Response time : 1/e (63%) 108

Electrical Characteristics

Power supply : DC3.3 ~ 5.5V

-
Aosong Guangzhou Electronics Co., Ltd. Order by phone: 4006 305378  Enterprise QQ: 4006305378  www.aosong.com
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Supply current : Measure 0.3mA Standby 60pA

Sampling period : Secondary Greater than 2 seconds

Pin Description

1. VDD supply 3.3 ~ 5.5V DC

2. DATA serial data, single-bus
3.NCNC

4. GND grounding, power negative

6. Typical circuit

DHT 11
avee
(]
P3.0 ¢
f P2.0 4—c2 vee
—tvce 54 3 7 .123‘1
E19 T e
1o
. osc1 L ND
L 0SC2ICLK gy 7
,‘7 2
svee
7805 [
G T Vi Vo s
d
4 GND -

Connecting the typical application circuit shown above the microprocessor and DHT11, DATA
pull-up and microprocessor I/O port.

1. Atypical application circuit recommended cable length shorter than 20 meters with a 5.1K
pull-up resistor when greater than 20 meters when the pull-up resistor to reduce the actual situation.

2. When using a 3.3V voltage supply cable length must not be greater than 100cm. Otherwise it
will lead to lack of line drop sensor supply, causing measurement bias.

3. Temperature and humidity values are read out every last measurement result, want to get
real-time data, to be read twice in a row, but not recommended repeatedly read sensors, each sensor
reading interval of more than 5 seconds to obtain accurate data.

7. Serial Communications Description (single-wire bidirectional)

eSingle Bus Description

DHT11 device uses a simplified single-bus communication. Single bus that only one data line,
the data exchange system, are controlled by a single bus is complete. Device (master or slave)
through an open-drain or tri-state port is connected to the data line to allow the device to send data
when not able to release the bus, and let other devices use the bus; single bus usually requires an

_3.
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external approximately 5.1k€Q pull up resistor, so that when the bus is idle, the state is high. Because

they are master-slave structure, only the host calls a slave, a slave to answer, so the host access

devices must strictly follow the sequence of a single bus, if there is a sequence of confusion, the

device will not respond to the host.
@Single bus transfer data bit definition

DATA is used for communication between the microprocessor and DHT11 and
synchronization, single-bus data format, a 40-bit data transfer, high first-out.
Data formats:

8bit humidity integer data + 8bit decimal data +8 bit temperature and humidity data + 8bit

temperature decimal integer data +8 bit parity bit.
Note: The fractional portion wherein the temperature and humidity of 0.

@Parity bit data definition

"8bit humidity decimal integer data + 8bit humidity temperature data +8 bit decimal integer

data + 8bit temperature data" 8bit parity bit is equal to the result of the end of eight.

Example One : 40 receives the data to:

0011 0101 0000 0000 0001 1000 0000 0000 01001101
High humidity 8  Low humidity 8 High temperature 8 Low temperature 8 Parity bit
Calculated as follows:
0011 0101+0000 0000+0001 1000+0000 0000= 0100 1101

Receive data is correct:

Humidity: 0011 0101=35H=53%RH

Temperature:0001 1000=18H=24"C

Example Two: The received data is 40:
0011 0101 0000 0000 0001 1000 0000 0000 01001001
High humidity 8  High humidity 8  High temperature 8 High temperature 8 Parity bit

Calculated as follows:
0011 0101+0000 0000+0001 1000+0000 0000 = 0100 1101

01001001 is not equal to 01001101
The received data is not correct, give up, again receiving data.

eData Timing Diagram

Hosts (MCU) after sending a start signal, DHT11 transition from a low-power mode to

high-speed mode, the host until after the end of the start signal, DHT11 send a response signal, send

40bit data acquisition and trigger a letter. Signal transmission shown in fig.

4.
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VDD s a [ » —
Host zend & Response |
start signal | | signal [Pazea | " \ 1:;\1&;::
{ |l Bt { Data “1” bit
output
GND - 14 1l | |
> -~ e
Si 1 b .
renal bus Pulled wait Data “0” bit Low end

Host signal Signal from the machine

Data Timing Diagram
Note: The host reads temperature and humidity data from DHT11 always previous
measurements, such as the two measured time interval is long, please read twice in a row is the
second time in real time temperature and humidity values.

@Peripheral reading step

Communication between master and slave can be completed by the following steps (peripherals
(such as a microprocessor) to read step DHT11 data).

Step one:

DHTI1 after power (power after DHT'11 1S to wait to cross the unstable state during this period
can’t send any commands), test environment temperature and humidity data, and record data while
the data lines DATA DHT11 pulled by a pull-up resistor remains high; DHT11 this time the DATA
pin is the input state, always detect external signals.

Step two:

Microprocessor 1/ O output while the output is set to low, and low retention time can’t be less
than 18ms, then the microprocessor I / O is set to enter the state, due to the pull-up resistor, the
microprocessor I/ O that the data lines DHT11 also will go high, waiting to answer DHT11 signals
transmitted signal as shown:

>18ms

< >
VDD T
After releasing the
bus master pulling
GND
— 05t 51gnal Signal from

the machine

The host sends a start signal
Step three:

DHT11 the DATA pin when extemal signals detected low, waiting for the external signal low
end, after a delay DHT11 the DATA pin is an output, the output low as 80 microseconds response
signal, followed by the output of 80 micro-notify the second high peripheral is ready to receive data,
the microprocessor I/ O at this time in the input state detecting I/ O with low (DHT11 echo signal)
to the wait for 80 microseconds high data receiving and sending signals as shown:

_5.
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80us

80us ,

VDD q

Begins to
\ transmit data
GND
— Host signal Signal from the machine

Step four:
The 40 bit data output by the DHT11 DATA pin, the microprocessor according to the change of
/O level receive 40 bits of data, a data format of "0": high level and low level of 50 microseconds
and 26-28 microsecond, format data "1": low level 50 microsecond plus 70 microsecond high. Bit
data "0", "1" format signal as shown in fig:

S0us 26us-28us |
I — i P‘ S0us T0us
«
VDD -t T VDD — i —_i
I |
|
GND ——+ — GND —
oSt signal Signal from the machine — 05t 51gnal Signal from the machine
. ” . »yn
Bit data "0 format Bit data "1 format

End signal:

DHT11 the DATA pin output 40-bit data, the continued output low 50 microseconds after the
entry into the state, due to the pull-up resistor attendant goes high. But DHT11 temperature and
humidity inside the test-retest data, and record the data, awaiting the arrival of an external signal.

8. Application Information

1. Working and storage conditions
The proposed scope of work may result in up to 3% RH temporary drift of the signal. Return

to normal working conditions, the sensor calibration status will slowly recover. To speed up the
recovery process can be found in "recovery process." The use of the product will accelerate the aging
process for a long time under abnormal operating conditions.
Avoid placing components on a long-term condensation and dry conditions and the following
environments.

A. smoke

B. Acid or oxidizing gases such as sulfur dioxide, hydrochloric acid
Recommended Storage Environment

Temperature : 10~40°C Humidity : 60% RH or less

2. Effects of exposure to chemical substances
Sensing resistive humidity sensor will be disturbed chemical vapor layer, the diffusion layer in
the induction of chemicals may cause drift and measurement sensitivity. In a clean environment,
slowly release contaminants out. The recovery process described below to accelerate the process.
_6-
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High concentrations of chemical pollution can cause damage to the sensor sensing layer completely.

3. Temperature Effect

Relative humidity of the gas is largely dependent on temperature. Therefore, when measuring
the humidity should be possible to ensure that the humidity sensor works at the same temperature. If
you share a printed circuit board with electronic components heat released in the sensor should be
installed as far as possible away from the electronic components, and installed at the bottom of the
heat source, while maintaining a well-ventilated enclosure. To reduce the thermal conductivity
sensor and a copper plating layer of the printed circuit board should be as minimal other portions,
and leaving a gap between them.
4. Light effects
Prolonged exposure to sunlight or strong ultraviolet radiation, will reduce performance.
5. Recovery process

Placed under extreme operating conditions or chemical vapor sensors, through the following
process, you can return it to the state calibration. <2 hours (drying) under 10% RH humidity
conditions; then at 20-30 °C and> 45 C and humidity under 70% RH conditions were maintained for
more than 5 hours.
6. Wiring Precautions

DATA signal wire quality will affect the communication distance and communication quality,
we recommend using a high-quality shielded cable.
7. Soldering Information

Manual welding, at a temperature of 300 C maximum contact time must be less than 10

seconds.
8. Product upgrades

For details, please consult our technical department,

9. License Agreement

Without the prior written permission of the copyright holder, shall not in any form or by any
means, whether electronic or mechanical (including photocopying), for any part of this manual
maybe reproduced, nor may its contents be communicated to a third party. The contents are subject
to change without notice.

Aosong Electronics Co., Ltd. and third-party ownership of the software, users only be used in
the signing of a contract or license the software.

10. Warnings and personal injury

Do not use this product as safety or emergency stop devices, as well as due to the failure of the
product could result in personal injuries to any of the other applications. The product shall not apply
unless there is a particular purpose or use authorization. Before installation, handling, use or
maintenance of the product to the reference product data sheets and application notes. Failure to
comply with this recommendation could result in death or serious injury. The resulting company will
not be liable for all damages in personal injury and death, and thus exempt from any claims against
the company managers and employees and affiliated agents, distributors, etc. that may arise,

-7-
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AOSONG

m—(\osong Electronics Temp. Humidity & Dew point measurement experts

including: a variety of costs, damages costs, attorney fees, and so on.

11. Quality Assurance

The company offers a three-month quality assurance (calculated from the date of shipment from)
their direct purchasers of the product. Data sheet of the company published the technical
specifications of the product shall prevail. If the warranty period, the product is proved to be
defective quality, the company will provide free repair or replacement. Users must satisfy the
following conditions:

(D Product is found defective within 14 days written notice to the Company;

@) Product should be returned to the purchaser to pay the company;

®) Shelf life of the product should be.

The company only to those used in compliance with the technical condition and defects of
products is responsible for. Company for its products used in those special applications without any
warranty, guarantee or written statement. The company applied to the product or its products
reliability of the circuit does not make any promises.

-8-
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Appendix C

MICROCHIP

MCP3004/3008

2.7V 4-Channel/8-Channel 10-Bit A/D Converters
with SPI Serial Interface

Features

10-bit resolution

+1 LSB max DNL

+1LSB max INL

4 (MCP3004) or 8 (MCP3008) input channels

Analog inputs programmable as single-ended or
pseudo-differential pairs

On-chip sample and hold

SPI serial interface (modes 0,0 and 1,1)

Single supply operation: 2.7V - 5.5V

200 ksps max. sampling rate at Vpp = 5V

75 ksps max. sampling rate at Vpp = 2.7V
Low power CMOS technology

5 nA typical standby current, 2 pA max.

500 pA max. active current at 5V

Industrial temp range: -40°C to +85°C
Available in PDIP, SOIC and TSSOP packages

Applications

Sensor Interface
Process Control
Data Acquisition
Battery Operated Systems

Functional Block Diagram

VRreF

CH1 Input
— | [Channel
- Max

10-Bit SAR

: Shift
Control Logic |——| Register]

CTS/SHDN Dy CLK Doyt
* Note: Channels 4-7 are available on MCP3008 Only

I -f-

© 2008 Microchip Technology Inc.

Description

The Microchip Technology Inc. MCP3004/3008
devices are successive approximation 10-bit Analog-
to-Digital (A/D) converters with on-board sample and
hold circuitry. The MCP3004 is programmable to
provide two pseudo-differential input pairs or four
single-ended inputs. The MCP3008 is programmable
to provide four pseudo-differential input pairs or eight
single-ended inputs. Differential Nonlinearity (DNL)
and Integral Nonlinearity (INL) are specified at +1 LSB.
Communication with the devices is accomplished using
a simple serial interface compatible with the SPI
protocol. The devices are capable of conversion rates
of up to 200 ksps. The MCP3004/3008 devices operate
over a broad voltage range (2.7V - 5.5V). Low-current
design permits operation with typical standby currents
of only 5 nA and typical active currents of 320 pA. The
MCP3004 is offered in 14-pin PDIP, 150 mil SOIC and
TSSOP packages, while the MCP3008 is offered in 16-
pin PDIP and SOIC packages.

Package Types
PDIP, SOIC, TSSOP
cHod1 ~ 14fhvpp
CHIO2 Z 130 Vger
CcH2Os © 120 AGND
CH3f4 J 11pcCLK
NCOs § 100 Doyr
NCOes + opDy
DGND Q7 81 CS/SHDN
PDIP, SOIC
cHot ~ 18[vyg
cH1 O2 1517 Vier
cH2d3s = 14pAGND
cias Q 13pcik
CHaCls @ 12 Dgyr
CHs e @ 11 [ Dy
CHe O7 10[ATs/sHDN
CH7 Clg 9l1 DGND

DS21295D-page 1
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NOTES:
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MCP3004/3008

1.0 ELECTRICAL t Notice: Stresses above those listed under “Absolute
CHARACTERISTICS Maximum Ratings” may cause permanent damage to the

device. This is a stress rating only and functional operation of
the device at those or any other conditions above those
Absolute Maximum Ratings 1- indicated in the operational listings of this specification is not
implied. Exposure to maximum rating conditions for extended
---------------------- 7.0V periods may affect device reliability.
— 0.6V to Vpp *+ 0.6V
—65°C to +150°C
Ambient temperature with power applied......-65°C to +150°C
Soldering temperature of leads (10 seconds)
ESD Protection On All Pins (HBM)

ELECTRICAL SPECIFICATIONS

All Inputs and Outputs w.rt. Vgg ..
Storage Temperature

Electrical Characteristics: Unless otherwise noted, all parameters apply at Vpp =5V, Vggg = 5V,
Ta =-40°C to +85°C, fgampLe = 200 ksps and fg g = 18*fgampLE. Unless otherwise noted, typical values apply for
Vpp =5V, T =+25°C.
Parameter | Sym | Min | Typ | Max | Units | Conditions

Conversion Rate
Conversion Time tcony — — 10 clock

cycles
Analog Input Sample Time tsaMPLE 1.5 clock

cycles
Throughput Rate fsamMPLE — — 200 ksps |Vpp = VRer =5V

75 ksps |Vpp=VRgg =27V
DC Accuracy
Resolution 10 bits
Integral Nonlinearity INL — +0.5 +1 LSB
Differential Nonlinearity DNL — +0.25 +1 LSB | No missing codes over
temperature
Offset Error — — +1.5 LSB
Gain Error — — +1.0 LsSB
Dynamic Performance
Total Harmonic Distortion — -76 dB |V|y=0.1Vto 4.9V@1 kHz
Signal-to-Noise and Distortion — 61 dB |V|y=0.1Vto 4.9V@1 kHz
(SINAD)
Spurious Free Dynamic Range — 78 dB VN = 0.1V 1o 4.9V@1 kHz
Reference Input
Voltage Range 0.25 — Vpp A Note 2
Current Drain — 100 150 PA |
0.001 3 pA  |CS=Vpp=5V

Analog Inputs
Input Voltage Range for CHO or Vss — VREF \
CH1 in Single-Ended Mode
Input Voltage Range for IN+ in IN- — VRep+IN-
pseudo-differential mode
Input Voltage Range for IN- in Vgs-100 — Vgg+100 mv
pseudo-differential mode

Note 1: This parameter is established by characterization and not 100% tested.
2: See graphs that relate linearity performance to VReg levels.
3: Because the sample cap will eventually lose charge, effective clock rates below 10 kHz can affect linearity
performance, especially at elevated temperatures. See Section 6.2 “Maintaining Minimum Clock
Speed”, “Maintaining Minimum Clock Speed”, for more information.

© 2008 Microchip Technology Inc. DS21295D-page 3
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MCP3004/3008

ELECTRICAL SPECIFICATIONS (CONTINUED)

Electrical Characteristics: Unless otherwise noted, all parameters apply at Vpp = 5V, Vg = 5V,

Ta = -40°C to +85°C, fgampLe = 200 ksps and fg k = 18*fsampLE. Unless otherwise noted, typical values apply for

Vpp =5V, Ta=+25°C.

Parameter Sym Min Typ Max Units Conditions

Leakage Current — 0.001 +1 pA

Switch Resistance — 1000 — Q See Figure 4-1

Sample Capacitor — 20 — pF See Figure 4-1

Digital Input/Output

Data Coding Format Straight Binary

High Level Input Voltage ViH 0.7 Vpp — — A

Low Level Input Voltage Vi — 0.3 Vpp A

High Level Output Voltage VoH 4.1 — — \ loy =-1mA, Vpp = 45V

Low Level Output Voltage VoL — — 0.4 \ loL =1 mA, Vpp = 4.5V

Input Leakage Current L -10 — 10 pA | Vjy=Vgsor Vpp

Output Leakage Current Lo -10 — 10 HA  [VoyT =Vgs or Vpp

Pin Capacitance Cin — — 10 pF Vpp = 5.0V (Note 1)

(All Inputs/Qutputs) Cout Ta=25°C, f=1MHz

Timing Parameters

Clock Frequency feLk — — 3.6 MHz [Vpp =5V (Note 3)
1.35 MHz |Vpp =27V (Note 3)

Clock High Time ) 125 — — ns

Clock Low Time tLo 125 — — ns

CS Fall To First Rising CLK Edge tsucs 100 — — ns

CS Fall To Falling CLK Edge tcsp — — 0 ns

Data Input Setup Time tsy 50 — — ns

Data Input Hold Time thp 50 — — ns

CLK Fall To Output Data Valid tho — — 125 ns |Vpp =5V, SeeFigure 1-2
200 ns Vpp = 2.7V, See Figure 1-2

CLK Fall To Output Enable tEN — — 125 ns Vpp = 5V, See Figure 1-2
200 ns |Vpp=27V, See Figure 1-2

TS Rise To Output Disable tois — — 100 ns See Test Circuits, Figure 1-2

CS Disable Time tos 270 — — ns

Dour Rise Time tr — — 100 ns See Test Circuits, Figure 1-2

(Note 1)
Dy 7 Fall Time tr — — 100 ns See Test Circuits, Figure 1-2
(Note 1)

Note 1: This parameter is established by characterization and not 100% tested.
2: See graphs that relate linearity performance to Vyeg levels.
3: Because the sample cap will eventually lose charge, effective clock rates below 10 kHz can affect linearity
performance, especially at elevated temperatures. See Section 6.2 “Maintaining Minimum Clock
Speed”, “Maintaining Minimum Clock Speed”, for more information.

DS21295D-page 4 © 2008 Microchip Technology Inc.
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MCP3004/3008

ELECTRICAL SPECIFICATIONS (CONTINUED)

Electrical Characteristics: Unless otherwise noted, all parameters apply at Vpp = 5V, Vg = 5V,
Ta =-40°C to +85°C, fgampLe = 200 ksps and fg g = 18*fgampLE. Unless otherwise noted, typical values apply for
Vpp =5V, Tp =+25°C.

Parameter | Sym | Min | Typ | Max | Units | Conditions
Power Requirements
Operating Voltage Vpp 27 — 55 A
Operating Current Iop — 425 550 WA |Vpp=VRer =5V,
225 Doyt unloaded

Vpp = VRer = 2.7V,
Doyt unloaded
Standby Current IDDS — 0.005 2 pA  |CS=vpp =50V

Note 1: This parameter is established by characterization and not 100% tested.
2. See graphs that relate linearity performance to Vggr levels.
3: Because the sample cap will eventually lose charge, effective clock rates below 10 kHz can affect linearity
performance, especially at elevated temperatures. See Section 6.2 “Maintaining Minimum Clock
Speed”, “Maintaining Minimum Clock Speed”, for more information.

TEMPERATURE CHARACTERISTICS

Electrical Specifications: Unless otherwise indicated, Vpp = +2.7V to +5.5V, Vgg = GND.

Parameters | Sym | Min | Typ | Max | Units | Conditions
Temperature Ranges
Specified Temperature Range Ta -40 — +85 °C
Operating Temperature Range Ta -40 — +85 °C
Storage Temperature Range Ta -65 — +150 °C
Thermal Package Resistances
Thermal Resistance, 14L-PDIP EIN — 70 — °‘CIW
Thermal Resistance, 14L-SOIC I — 108 — °CIW
Thermal Resistance, 14L-TSSOP I — 100 — °CIW
Thermal Resistance, 16L-PDIP 6JA - 70 - °CIwW
Thermal Resistance, 16L-SOIC Oa — 90 — °CW

TesH
cs y 1+ —
Tsucs
aw N [N/
1
“Tsu ' THD
D MSB IN /;X
7
Too TR Tr Toig
TeN - * —] |—
Doyt //—rr\TULL BIT { MSBOUT LSB  p—
|
FIGURE 1-1: Serial Interface Timing.
© 2008 Microchip Technology Inc. DS21295D-page 5
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1.4V

3kQ Test Point
Dout

T cL=100pF

Voltage Waveforms for tg, tp

-Vou

Test Point
Voo
tp|s Waveform 2
3kQ Vpp/2
Dout O—— tgy Waveform

Dour -Vo
tR _’tF
Voltage Waveforms for tpo
CLK
too
Dout
FIGURE 1-2: Load Circuit for tg, tg tho.

I'I 00 pF tpig Waveform 1
= Vgs

Voltage Waveforms for tEN

CLK 1 2 3 4
Dout ——H A B9
ten

Voltage Waveforms for tpg
cs ViH

Dout
Waveform 1*

Tpis— l—

Dout ,@—
Waveform 2t

* Waveform 1 is for an output with internal

conditions such that the output is high,
unless disabled by the output control.

T Waveform 2 is for an output with internal
conditions such that the output is low,
unless disabled by the output control.

FIGURE 1-3: Load circuit for tpg and tgy.
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MCP3004/3008

2.0 TYPICAL PERFORMANCE CHARACTERISTICS

Note:

The graphs and tables provided following this note are a statistical summary based on a limited number of
samples and are provided for informational purposes only. The performance characteristics listed herein
are not tested or guaranteed. In some graphs or tables, the data presented may be outside the specified
operating range (e.g., outside specified power supply range) and therefore outside the warranted range.

Note: Unless otherwise indicated, Vpp = Vrer =5V, feLk = 18* fsampLe, Ta = +25°C.

vs. Sample Rate.

10 10 T
08 0.8 - Voo = Vagr =27V
06 06
. o4 — 0.4
@ o2 Positive INL o 02 Positive INL
= T a
= 00 +— = oo T
o " — = JR— |
Z 02 Negative INL T~ 2 02 Negative L
04 = 04
06 06
08 08
1.0 1.0
0 25 50 75 100 125 150 175 200 225 250 0 2 50 75 100
Sample Rate (ksps) Sample Rate (ksps)
FIGURE 2-1: Integral Nonlinearity (INL) FIGURE 24: Integral Nonlinearity (INL)

vs. Sample Rate (Vpp = 2.7V).

10
10 | Voo = Veer = 27V
08 1\ [ [ 08 | fomeiz = 75 ksps |
05 |\ | | RN | ]
04 1\ Plsitive INI‘_ o 04 Positive INL
@ o2 A = ﬁ z'g
g2 | 3 .2 ‘ ™~
=z 02 £ 0'4 Pal Negative INL
04 7 Negative INL -0.6 /
0.6 t t -0¢
0s ] \ \ 08
a0t | | 10
0 1 2 3 4 5 6 0.0 05 10 15 20 25 3.0
Veer (V) Vier (V)
FIGURE 2-2: Integral Nonlinearity (INL) FIGURE 2-5: Integral Nonlinearity (INL)
vS. Vpee vS. Vger (Vpp = 2.7V).
08 05 T |
Voo = Veer =5V | Voo = Vrer =27V
04 ’fs::.,,u :E;oo ksps 2': fsl::m :E'FIS ksps
02
o 041 T
q b, J w
< 00
S Mo
X = -01
0 02
-03 0.3
04 04
-05 0.5
0 128 256 384 512 640 768 896 1024 0 128 256 384 512 640 768 896 1024
Digital Code Digital Code
FIGURE 2-3: Integral Nonlinearity (INL) FIGURE 2-6: Integral Nonlinearity (INL)

vs. Code (Representative Part, Vpp = 2.7V).

vs. Code (Representative Part).
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Note: Unless otherwise indicated, Vpp = VReg = 5V, foLk = 18* fgampLe, Ta = +25°C.

06 T
08 Voo = Veer =27V ‘
s | | 0.4 | FsawpLe =75 ksps i
Positive INL | 02 Positive INL
& 02 @ T [
9 20
= oo g I
2, — £, Negative INL
Negative INL ‘
0.4 | 04
5 08
50 25 0 2 50 7% 100 50 2 0 * 50 s 100
Temperature (°C) Temperature (°C)
FIGURE 2-7: Integral Nonlinearity (INL) FIGURE 2-10: Integral Nonfinearity (INL)
vs. Temperature. vs. Temperature (Vpp = 2.7V).
06 06
Voo = Veer =27 V
04 = 04 i
ﬁ 02 Positive DNL [— ﬁ 02 Positive DNL
= 00 = 2 00 T
= .
F 02 Neative DNL — N - Negative DNL
04 04
08 08
0 25 50 75 100 125 150 175 200 225 250 o 2% 0 7 100
Sample Rate (ksps) Sample Rate (ksps)
FIGURE 2-8: Differential Nonlinearity FIGURE 2-11: Differential Nonlinearity
VS, cample rale. Vs, cample ~ale =2 .
DNL, S le Rafy DNL, S le Rate (Vpp = 2.7V,
10 v ‘ 08
Voo = Ver =27V
e I\ \ SN \ \ faaueuc = 75 hsps |
06 1 04
o4 . | Positive DNL Positive DN
8 o o %2 I R e
b | 9 o0
= oo o O i
Z 02 ‘ 3 02 Negative DNL
o '0'4 Negative DNL Z oa /| egative
06 // 08 ,/
08—/ 08
1.0 10
° 1 2 3 4 s 00 05 10 15 20 25 30
Veer (V) Veer(V)
FIGURE 2-9: Differential Nonlinearity FIGURE 2-12: Differential Nonlinearity
(DNL) vs. Vree (DNL) vs. Ve (Vpp = 2.7V).
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Note: Unless otherwise indicated, Vpp = VRer = 5V, foLk = 18* fsampLe, Ta = ¥25°C.

10 10
Voo = Vaer =5 V Voo = Veer = 2.7V
08 fsampLe = 200 ksps 08 foampLe = 75 ksps
06 06
. 04 _ 04
§ 02 Y PR P PR R AP g 02
=02 Z 02
[=] [=]
-04 -04
-06 -06
-08 -08
-1.0 -1.0
0 128 256 384 512 640 768 896 1024 0 128 256 384 512 640 768 896 1024
Digital Code Digital Cade
FIGURE 2-13: Differential Nonlinearity FIGURE 2-16: Differential Nonlinearity

(DNL) vs. Code (Representative Part).

(DNL) vs. Code (Representative Part,
Vpp =2.7V).

(DNL) vs. Temperature.

06 08 Voo = Veer =27V
04 | 04 fsameLe = 75 ksps
Positive DNL S N
—~ 02 @ 02 Positive DNL
2 8 ‘
= 00 f 00 T —
2 = = Negative DNL T
Qg T 0 02
Negative DNL
04 i i -04
08 06
-50 25 0 2 50 7 100 50 B 0 * 50 s 100
Temperature (°C) Temperature (°C)
FIGURE 2-14: Differential Nonlinearity FIGURE 217: Differential Nonlinearity

(DNL) vs. Temperature (Vpp = 2.7V).

20

‘ 8
- 8 \ Voo =27V 7 -\
@ 10 foampLe = 75 ksps @6
2 os \\ | a. \ Von = 5V
g 00 & / ‘ }E." . \ / fsampLe = on ksps
=
'uEl > Yo =8V % 3 \ Vop=27V
& 10 fsawpLe = 200 ksps &, Nl fomme 75 ksps
1% | | S | Nl
20 ‘ | . T
o 1 2 3 4 5 0 1 2 3 4 5
VREF(V) VREF (V)
FIGURE 2-15: Gain Error vs. Vger FIGURE 2-18: Offset Error vs. Vrer
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Note: Unless otherwise indicated, Vpp = VReg = 5V, foLk = 18* fgampLe, Ta = +25°C.

0.0 I 12 I I
Voo = Vigr =27V Voo = Vegr =5 V
0.1 — Yoo = VRer 10 +— P
& fsampie = 75 ksps & fsavpie = 200 ksps [ ———
0 .02 Aos
pe g ! ———
§ 03 g 0.6 Voo = Veer =27V
Ir] i foanpLe = 75 ksps
£ 04 VRETYY S04
& o0 = Veer =
05 | fsavpLe =200 ksps ™~ 5 02
| ~
06 ' ' 0.0
50 25 0 25 50 75 100 50 26 0 2 50 7% 100
Temperature (°C) Temperature (°C)
FIGURE 2-19: Gain Error vs. Temperature. FIGURE 2-22: Offset Error vs.
Temperature.
80 T T T 80 o
1 Voo = Ve =5V | | Voo = Vagr =5V
foampie = 200 ksps 70 FeaweLe = 200 ksps T
60 = 60 =y
—_ PR — ]
& 50 T g0 Vi ~ o
e Qw0 Vo = Vigr = 2.7
© 7 10 = Ver
s Voo = Veer =27 V < z
©» 30 rsl::,,,LE i ksps % 30 foavpLe = 75 ksps
20 2
10 1
0 0
1 1 100 1 10 100
Input Frequency (kHz) Input Frequency (kHz)
FIGURE 2-20: Signal-to-Noise (SNR) vs. FIGURE 2-23: Signal-to-Noise and
Input Frequency. Distortion (SINAD) vs. [nput Frequency.
0 70
10 o | ]
20 ‘ ‘
3 Voo = Vigr = 27 V 50 1 Voo = Veer =5V ]
= ‘o0 = Vaer = 2. o fompis = 200 k
g foawpir = 75 ksps Sa{—ror s —— —
5 50 a / J/
I 50 < 30— =
F L-P1T LtTTT] H < |
-70 20 Vop = Ve =27V
-80 Vop = Veer =BV fonwiz = 75 ksps
%0 fsawpiz = 200 ksps | | 10 ‘ ‘
100 [ 0
1 10 100 40 35 30 25 20 16 10 6§ 0
Input Frequency (kHz) Input Signal Level (dB)
FIGURE 2-21: Total Harmonic Distortion FIGURE 2-24: Signal-to-Noise and

(THD) vs. Input Frequency.

Distortion (SINAD) vs. Input Signal Level.
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Note: Unless otherwise indicated, Vpp = VRer = 5V, foLk = 18* fsampLe, Ta = ¥25°C.

10.00 10.0
T TTITT
9.8 S N Vop = Vegr = 5Y
075 ( g_z RN foampir = 200 ksps
@ Vo = Vegr =27V e
T | e 2o
m 950 o 9.0
o
9 / Q88 N
w w ge b A
8.2 Voo = Vaer =27V 4\
= 84
| Voo = Vegr =5 V foapLe = 75 kps
foume * 200 spe by TN
9.00 + + + 8.0 T
00 06 10 15 20 25 30 35 40 45 50 1 10 100
Vrer (V) Input Frequency (kHz)
FIGURE 2-25: Effective Number of Bits FIGURE 2-28: Effective Number of Bits
(ENOB) vs. Vger (ENOB) vs. Input Frequency.
100 _ 0
% Voo = Veer =5V | || @ Voo = Vaer =5V
ot fsampLe = 200 ksps < 10 {-fsampie = 200 ksps
0 b ] [TTT™ Z g
- Tt T
g P —— | )
= 50 Vip = Vigr =27 ™ x
=% fsampLe = 75 ksps —% 40 Py
2] 35 Pl Y
30 @ 50
20 g 50 ? /
10 o Tl
o L)
1 10 100 1 10 100 1000 10000
Input Frequency (kHz) Ripple Frequency (kHz)
FIGURE 2-26: Spurious Free Dynamic FIGURE 2-29: Power Supply Rejection
Range (SFDR) vs. Input Frequency. (PSR) vs. Ripple Frequency.
0 0
10 Voo =Veer =5V | 10 Vop = Veer = 27V |
20 FsampLe = 200 ksps | 20 foawpLe = 75 ksps |
30 Funpur = 10.0097 kHz | S fipur = 1.00708 kHz |
@ 40 4096 points ] @ -40 4096 points ]
Z 50 =y
8 %0
£ 70
2 80
E 90 ¢
-100
-110
-120
-130
0 20000 40000 60000 80000 100000 0 5000 10000 15000 20000 25000 30000 35000
Frequency (Hz) Frequency (Hz)
FIGURE 2-27: Frequency Spectrum of FIGURE 2-30: Frequency Spectrum of
10 kHz Input (Representative Part). 1 kHz Input (Representative Part, Vpp = 2.7V).
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Note: Unless otherwise indicated, Vpp = VReg = 5V, foLk = 18* fgampLe, Ta = +25°C.

550 550
500 500
450 450
400 400
. 350 - 350
g 00 g s
2 250 = 250
3 2
= 200 = 200
150 Veer = Voo 180 +—— Veer = Voo
100 +——All points at fq ¢ = 3.6 MHz except 100 +— All points at fex = 3.6 MHz except
50 at Veer = Voo = 2.5V, fw = 1.35 MHz 50 4 @t Vogr = Voo = 25V, for = 1.35 MHz
o J J | | | o | | | | |
20 25 30 35 40 45 50 55 60 20 25 30 35 40 45 50 55 60
Vpp (V) Vip (V)
FIGURE 2-31: Ipp VS. Vpp. FIGURE 2-34: Iree VS. Vpp.
500 120
450 10 +——— -
400 100 T T //
50 90 Vop = Veer =5 V
7
Z 30 A z 7
) Voo = Veer =5V 4 g 7
2 250 L L T < 60
2 0 T ER)
150 Vop = Veer = 2.7V 40 Vop = Veer =27V
30
100 2
50 10
0 0
10 100 1000 10000 10 100 1000 10000
Clock Frequency (kHz) Clock Frequency (kHz)
FIGURE 2-32: Ipp vs. Clock Frequency. FIGURE 2-35: Irer vs. Clock Frequency.
550 I
800 TV, = Vier =5V 140 1
450 1-feix = 3.6 MHz Voo = Veer =6V
0 |t 120 few = 36 MHz
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FIGURE 2-33: Ipp vs. Temperature. FIGURE 2-36: Irer vs. Temperature.
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Note: Unless otherwise indicated, Vpp = VRer = 5V, foLk = 18* fsampLe, Ta = ¥25°C.

Vaer = CS = Vpp g | Voo =Veer =5V

Iops (PR)
e

fo02

0 00

20 25 30 35 40 45 50 55 60 50 25 0 2 50 7 100
Voo (V) Temperature (°C)

FIGURE 2-37: Ipps vs. Vpp. FIGURE 2-39: Analog Input Leakage
Current vs. Temperature.

100.00

(R
Voo = Veer = C8=5V

10.00

1.00 //
0.10 /

Ipps (nA)

50 25 0 2% 50 75 100
Temperature (°C)
FIGURE 2-38: Ipps vs. Temperature.
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3.0 PIN DESCRIPTIONS

The descriptions of the pins are listed in Table 3-1.
Additional descriptions of the device pins follows.

TABLE 3-1: PIN FUNCTION TABLE

MCP3004 MCP3008
PDIP, SOIC, PDIP. SOIC Symbol Description
TSSOP ’
1 1 CHO Analog Input
2 2 CH1 Analog Input
3 3 CH2 Analog Input
4 4 CH3 Analog Input
- 5 CH4 Analog Input
- 6 CHS Analog Input
- 7 CHé6 Analog Input
- 8 CH7 Analog Input
7 9 DGND Digital Ground
8 10 TS/ISHDN Chip Select/Shutdown Input
9 1 Din Serial Data In
10 12 Dout Serial Data Out
11 13 CLK Serial Clock
12 14 AGND Analog Ground
13 15 VREF Reference Voltage Input
14 16 Vpp +2.7V to 5.5V Power Supply
56 - NC No Connection

31  Digital Ground (DGND)

Digital ground connection to internal digital circuitry.

3.2 Analog Ground (AGND)

Analog ground connection to internal analog circuitry.

3.3 Analog inputs (CHO - CH7)

Analog inputs for channels O - 7, respectively, for the
multiplexed inputs. Each pair of channels can be
programmed to be used as two independent channels
in single-ended mode or as a single pseudo-differential
input where one channel is IN+ and one channel is IN.
See Section 4.1 “Analog Inputs”, “Analog Inputs”,
and Section 5.0 “Serial Communication”, “Serial
Communication”, for information on programming the
channel configuration.

34 Serial Clock (CLK)

The SPI clock pin is used to initiate a conversion and
clock out each bit of the conversion as it takes place.
See Section 6.2 “Maintaining Minimum Clock
Speed”, “Maintaining Minimum Clock Speed”, for
constraints on clock speed.

3.5 Serial Data Input (Dyy)

The SPI port serial data input pin is used to load
channel configuration data into the device.

3.6 Serial Data Output (DoyT)

The SPI serial data output pin is used to shift out the
results of the A/D conversion. Data will always change
on the falling edge of each clock as the conversion
takes place.

37  Chip Select/Shutdown (CS/SHDN)

The TS/SHDN pin is used to initiate communication
with the device when pulled low. When pulled high, it
will end a conversion and put the device in low-power
standby. The CS/SHDN pin must be pulled high
between conversions.

© 2008 Microchip Technology Inc.
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4.0 DEVICE OPERATION

The MCP3004/3008 A/D converters employ a
conventional SAR architecture. With this architecture,
a sample is acquired on an internal sample/hold
capacitor for 1.5 clock cycles starting on the first rising
edge of the serial clock once CS has been pulled low.
Following this sample time, the device uses the
collected charge on the internal sample and hold
capacitor to produce a serial 10-bit digital output code.
Conversion rates of 100 ksps are possible on the
MCP3004/3008. See Section 6.2 “Maintaining Mini-
mum Clock Speed”, “Maintaining Minimum Clock
Speed”, for information on minimum clock rates.
Communication with the device is accomplished using
a 4-wire SPl-compatible interface.

4.1 Analog Inputs

The MCP3004/3008 devices offer the choice of using
the analog input channels configured as single-ended
inputs or pseudo-differential pairs. The MCP3004 can
be configured to provide two pseudo-differential input
pairs or four single-ended inputs. The MCP3008 can be
configured to provide four pseudo-differential input
pairs or eight single-ended inputs. Configuration is
done as part of the serial command before each
conversion begins. When used in the pseudo-
differential mode, each channel pair (i.e., CHO and
CH1, CH2 and CH3 etc.) are programmed as the IN+
and IN- inputs as part of the command string transmit-
ted to the device. The IN+ input can range from IN- to
(VRer * IN-). The IN- input is limited to £100 mV from
the Vgg rail. The IN- input can be used to cancel small
signal common-mode noise, which is present on both
the IN+ and IN- inputs.

When operating in the pseudo-differential mode, if the
voltage level of IN+ is equal to or less than IN-, the
resultant code will be 000h. If the voltage at IN+ is
equal to or greater than {[Vgeg + (IN-)] - 1 LSB}, then
the output code will be 3FFh. If the voltage level at IN-
is more than 1 LSB below Vgg, the voltage level at the
IN+ input will have to go below Vgg to see the 000h
output code. Conversely, if IN- is more than 1 LSB
above Vgg, the 3FFh code will not be seen unless the
IN+ input level goes above VRgr level.

For the A/D converter to meet specification, the charge
holding capacitor (CgampLe) must be given enough
time to acquire a 10-bit accurate voltage level during
the 1.5 clock cycle sampling period. The analog input
model is shown in Figure 4-1.

This diagram illustrates that the source impedance (Rg)
adds to the internal sampling switch (Rgg) impedance,
directly affecting the time that is required to charge the
capacitor (CgampLe). Consequently, larger source
impedances increase the offset, gain and integral
linearity errors of the conversion (see Figure 4-2).

4.2 Reference Input

For each device in the family, the reference input
(VReF) determines the analog input voltage range. As
the reference input is reduced, the LSB size is reduced
accordingly.

EQUATION 4-1:  LSB SIZE CALCULATION

v,
LSB Size = —REL
1024

The theoretical digital output code produced by the A/D
converter is a function of the analog input signal and
the reference input, as shown below.

EQUATION 4-2:  DIGITAL OUTPUT CODE
CALCULATION
. 1024 %V,
Digital Output Code = ———=
REF
Where:
Vi = analog input voltage
Vger =  analog inputvoltage

When using an external voltage reference device, the
system designer should always refer to the
manufacturer's recommendations for circuit layout.
Any instability in the operation of the reference device
will have a direct effect on the operation of the A/D
converter.

© 2008 Microchip Technology Inc.
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Vop
Sampling
Switch
V=06V i
1SS Rg=1kQ
Wemenme T CsampLE
Vr =06V LEAKAGE ——= = DAC capacitance
+1 nA =20 pF
1 Vss
Legend
VA = Signal Source I Eakacge = Leakage Current At The Pin
Due To Various Junctions
Rgs = Source Impedance SS = sampling switch
CHx = Input Channel Pad Rg = sampling switch resistor
Cpiy = Input Pin Capacitance CgampLE = sample/hold capacitance
Vr = Threshold Voltage
FIGURE 4-1: Analog Input Model.
4 T T T T TT
—~L Voo = Veer =5 V.
E \\\ / fsampLe = 200 ksps
Es
=
@
c
S2
g
i L
§1 Voo = Veer = 27V / e
S foampie = 75 ksps T
. L LI
100 1000 10000
Input Resistance (Ohms)
FIGURE 4-2: Maximum Clock Frequency
vs. Input resistance (Rg) to maintain less than a
0.1 LSB deviation in INL from nominal
conditions.
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5.0 SERIAL COMMUNICATION TABLE5-1:  CONFIGURE BITS FOR THE
o ) ) ) MCP3004
Communication with the MCP3004/3008 devices is -
accomplished using a standard SPI-compatible serial Control Bit
interface. Initiating communication with either device is Selections Input Channel
don_e by bringing the CS Iine low (see l_:igure 5—1). If the singlef " Configuration | Selection
device was powered up with the CS pin low, it must be Diff | P2"|P1[ Do
brought high and back low to initiate communication.
The first clock received with CS low and Dyy high will 1 X | 0] 0] single-ended CHO
constitute a start bit. The SGL/DIFF bit follows the start X 0 1 single-ended CH1
bit_ and_will determine i_f the c_on_version will be done 1 X | 1 | 0| single-ended CH2
using single-ended or differential input mode. The next -
three bits (DO, D1 and D2) are used to select the input 1 X |1 [ 1 [ single-ended cHs
channel configuration. Table 5-1 and Table 5-2 show 0 X|10]0 differential CHO = IN+
the configuration bits for the MCP3004 and MCP3008, CH1=IN-
respectively. The device will begin to sample the 0 X |lol1 differential CHO = IN-
analog input on the fourth rising edge of the clock after CH1 = IN+
the start bit has been received. The sample period will P - —
end on the falling edge of the fifth clock following the © Xt © differential %HH%,’__IJ;\‘H
start bit. —_
L . . 0 X|11]1 differential CH2=IN-
Once the DO bit is input, one more clock is required to CH3 = IN+
complete the sample and hold period (Dyy is a “don’'t — -
care” for this clock). On the falling edge of the next D2 s "don't care” for MCP3004
clock, the device will output a low null bit. The next 10
clocks will output the result of the conversion with MSB TABLE 5-2: CONFIGURE BITS FOR THE
first, as shown in Figure 5-1. Data is always output from MCP3008
the device on the falling edge of the clo_ck. If aII_’lO data Control Bit
bits have been transmitted and the device continues to Selections
receive clocks while the CS is held low, the device will I_nput i Chanr_‘el
output the conversion result LSB first, as is shown in single | o | o1 | po Configuration | Selection
Figure 5-2. If more clocks are provided to the device IDiff
while CS is still low (after the LSB first data has been -
transmitted), the device will clock out zeros indefinitely. L 0 0| 0| single-ended cHo
- i e X 1 0 0 1 single-ended CH1
If necessary, it is possible to bring CS low and clock in -
leading zeros on the D)y line before the start bit. This is 1 0 [1]0] single-ended CH2
often done when dealing with microcontroller-based 1 0 [ 1] 1] single-ended CH3
SPI ports that must send 8 bits at a time. Refer to 1 1 0| 0| single-ended CH4
Section 6.1 “Using the MCP3004/3008 with Micro- 1 1 I single-ended CH5
controller (MCU) SPI Ports”, “Using the MCP3004/ :
3008 with Microcontroller (MCU) SPI Ports”, for more 1 1 [1]0] single-ended CH®
details on using the MCP3004/3008 devices with 1 1 1 1 single-ended CH7
hardware SPI ports. o [ o]o|o] diferental [cCHO=IN+
CH1 =IN-
0 o0} 1 differential CHO = IN-
CH1 =IN+
0 of1]0 differential CH2 = IN+
CH3 =IN-
0 o111 differential CH2 =IN-
CH3 = IN+
0 1 0|0 differential CH4 = IN+
CH5 = IN-
0 1 o1 differential CH4 = IN-
CH5 = IN+
0 1 110 differential CH6 = IN+
CH7 =IN-
0 1 111 differential CH6 = IN-
CH7 = IN+
© 2008 Microchip Technology Inc. DS21295D-page 19
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toye . feve

tconv |
tsAMPLE tpata

* After completing the data transfer, if further clocks are applied with cs low, the A/D converter will output LSB
first data, then followed with zeros indefinitely. See Figure 5-2 below.

**tpaTa: during this time, the bias currentand the comparator powers down while the reference input becomes
a high-impedance node.

FIGURE 5-1: Communication with the MCP3004 or MCP3008.
fcve )
Cs ] fesH
_-I l—_tsucs | Power Down |
1

ot ML AL UL L UL e

Start
on B DI e
SGU/
DIFF
DOUT Hl-z 1\;:\'1'1 B9l B8]l B7] B6} B5f B4] B3] B2 Bl ﬁﬁﬁ Hl-z
(MSB) |
fSAMALE tcony tpaTa ** I

* After completing the data transfer, if further clocks are applied with cs low, the A/D converter will output zeros
indefinitely.

**{para: During this time, the bias circuit and the comparator powers down while the reference input becomes
a high-impedance node, leaving the CLK running to clock out LSB first data or zeroes.

FIGURE 5-2: Communication with MCP3004 or MCP3008 in LSB First Format.
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6.0 APPLICATIONS INFORMATION

6.1 Using the MCP3004/3008 with
Microcontroller (MCU) SPI Ports

With most microcontroller SPI ports, it is required to
send groups of eight bits. It is also required that the
microcontroller SPI port be configured to clock out data
on the falling edge of clock and latch data in on the
rising edge. Because communication with the
MCP3004/3008 devices may not need multiples of
eight clocks, it will be necessary to provide more clocks
than are required. This is usually done by sending
‘leading zeros’ before the start bit. As an example,
Figure 6-1 and Figure 6-2 shows how the MCP3004/
3008 can be interfaced to a MCU with a hardware SPI
port. Figure 6-1 depicts the operation shown in SPI
Mode 0,0, which requires that the SCLK from the MCU
idles in the ‘low state, while Figure 6-2 shows the sim-
ilar case of SPI Mode 1,1, where the clock idles in the
‘high’ state.

As is shown in Figure 6-1, the first byte transmitted to
the A/D converter contains seven leading zeros before
the start bit. Arranging the leading zeros this way
induces the 10 data bits to fall in positions easily
manipulated by the MCU. The MSB is clocked out of
the A/D converter on the falling edge of clock humber
14. Once the second eight clocks have been sent to the
device, the MCU receive buffer will contain five
unknown bits (the output is at high-impedance for the
first two clocks), the null bit and the highest order 2 bits
of the conversion. Once the third byte has been sent to
the device, the receive register will contain the lowest
order eight bits of the conversion results. Employing
this method ensures simpler manipulation of the
converted data.

Figure 6-2 shows the same thing in SPl Mode 1,1,
which requires that the clock idles in the high state. As
with mode 0,0, the A/D converter outputs data on the
falling edge of the clock and the MCU latches data from
the A/D converter in on the rising edge of the clock.

cs MCU latches data from A/D

converter on rising edges of SCLK
SCLK

Data is clocked out of

tt ottt tt ot

D converter on falling edges

SGL/
Dy Start\_ DIFE. @@

Dour e wOOERDDS000
MCU Transmitted Data e
- ' by b
G [o]ofofoJofo ol 1] BRAfoe[otoo[x [x[x]x] [X[X[X[X[X[x[x]x]
MCU Received Dat
g’i,'g,ge"g;‘g.ﬁ‘g,‘(;‘si"agal? [z T2 T=12T°1212] [2[212[ 212 h0Bfee[ee] [B7]ee]ms]B4]B3]B2]B1]BO]
1 1

Data stored into MCU receive

X = “Don’t Care” Bits rsegiitsster after transmission of first

Data stored into MCU receive
register after transmission of
second 8 bits 8 bits

Data stored into MCU receive
register after transmission of last

FIGURE 6-1:
(Mode 0,0: SCLK idles low).

SPI Communication with the MCP3004/3008 using 8-bit segments
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MCU latches data from A/D converter
on rising edges of SCLK

Data is clocked out of A/D

converter on falling edge:
o oo

NULL
Dour sz WEENAOCC0EA0
MA(I?U Trdan_sr:ift;ﬁq Data %ﬁn
Sagesidocy " [0 0Tl 0] ofolo]+] EFe2[mfoo[x[x[x[x] [XIX[X[X[X[X[X[X]
el O K o ) 0 2 ED D E R
edge of clock) | I | |
Data stored into MCU receive Data stored into MCU receive Data stored into MCU receive
register after transmission of first register after transmission of register after transmission of last
X ="Don't Care” Bits g bits second 8 bits 8 bits
FIGURE 6-2: SPI Communication with the MCP3004/3008 using 8-bit segments (Mode 1,1: SCLK idles high).

6.2 Maintaining Minimum Clock Speed

When the MCP3004/3008 initiates the sample period,
charge is stored on the sample capacitor. When the
sample period is complete, the device converts one bit
for each clock that is received. It is important for the
user to note that a slow clock rate will allow charge to
bleed off the sample capacitor while the conversion is
taking place. At 85°C (worst case condition), the part
will maintain proper charge on the sample capacitor for
at least 1.2 ms after the sample period has ended. This
means that the time between the end of the sample
period and the time that all 10 data bits have been
clocked out must not exceed 1.2 ms (effective clock
frequency of 10 kHz). Failure to meet this criterion may
introduce linearity errors into the conversion outside
the rated specifications. It should be noted that during
the entire conversion cycle, the A/D converter does not
require a constant clock speed or duty cycle, as long as
all timing specifications are met.

6.3 Buffering/Filtering the Analog
Inputs

If the signal source for the A/D converter is not a low-
impedance source, it will have to be buffered or
inaccurate conversion results may occur (see Figure 4-
2). It is also recommended that a filter be used to
eliminate any signals that may be aliased back in to the
conversion results, as is illustrated in Figure 6-3, where
an op amp is used to drive, filter and gain the analog
input of the MCP3004/3008. This amplifier provides a
low-impedance source for the converter input, plus a
low-pass filter, which eliminates unwanted high-
frequency noise.

Low-pass (anti-aliasing) filters can be designed using
Microchip’s free interactive FilterLab®  software.
FilterLab will calculate capacitor and resistors values,
as well as determine the number of poles that are
required for the application. For more information on fil-
tering signals, see ANG99, “Anti-Aliasing Analog Filters
for Data Acquisition Systems”.

4.096V
Reference

0.1y
R1==c1
ViNoAMA
Rz
Cz
= R3 4
FIGURE 6-3: The MCP601 Operational

Amplifier is used to implement a second order
anti-alfasing filter for the signal being converted
by the MCP3004.
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6.4 Layout Considerations

When laying out a printed circuit board for use with
analog components, care should be taken to reduce
noise wherever possible. A bypass capacitor should
always be used with this device and should be placed
as close as possible to the device pin. A bypass
capacitor value of 1 pF is recommended.

Digital and analog traces should be separated as much
as possible on the board, with no traces running
underneath the device or bypass capacitor. Extra
precautions should be taken to keep traces with high-
frequency signals (such as clock lines) as far as
possible from analog traces.

Use of an analog ground plane is recommended in
order to keep the ground potential the same for all
devices on the board. Providing Vpp connections to
devices in a “star” configuration can also reduce noise
by eliminating return current paths and associated
errors (see Figure 6-4). For more information on layout
tips when using A/D converters, refer to ANG88,
“Layout Tips for 12-Bit A/D Converter Applications”.

VoD
Connection
Device 1 Device 4
Device J]
Device 2
FIGURE 6-4: Vpp traces arranged in a

‘Star’ configuration in order to reduce errors
caused by current return paths.

6.5 Utilizing the Digital and Analog
Ground Pins

The MCP3004/3008 devices provide both digital and
analog ground connections to provide additional
means of noise reduction. As is shown in Figure 6-5,
the analog and digital circuitry is separated internal to
the device. This reduces noise from the digital portion
of the device being coupled into the analog portion of
the device. The two grounds are connected internally
through the substrate which has a resistance of 5-10Q.

If no ground plane is utilized, both grounds must be
connected to Vgg on the board. If a ground plane is
available, both digital and analog ground pins should
be connected to the analog ground plane. If both an
analog and a digital ground plane are available, both
the digital and the analog ground pins should be
connected to the analog ground plane. Following these
steps will reduce the amount of digital noise from the
rest of the board being coupled into the A/D converter.

A\ Substrate
\ 5 I-VYSQ

Vop
Fr————}F -

! MCP3004/08 |
II Digital Side Analog Side :
-SPI Interface -Sample Cap
{ -Shift Register -Capacitor Array |
\ -Control Logic -Comparator |
|
|
d

Analog Ground Plane

FIGURE 6-5:
Digital Ground Pins.

Separation of Analog and
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7.0 PACKAGING INFORMATION

71 Package Marking Information

14-Lead PDIP (300 mil)

B W W Y s W W

o B YYWWNNN

L] LI LT LI LI LI L]

14-Lead SOIC (150 mil)

OO000000

O A YYWWNNN
IR

14-Lead TSSOP (4.4mm) *

nnnnnn

R\ Yyww
QO N
IR

Example:
o e s e s
MCP3004
1/PEe3)

o Q osl92s6

PRI R e

1000000
Ml
O R 0819256

guoogou

Example:

annmnm

LMWIE
O 28
|RIRIRRIRL

Legend: XX..X Customer-specific information

Y Year code (last digit of calendar year)

YY Year code (last 2 digits of calendar year)

WW Week code (week of January 1 is week ‘01’)

NNN  Alphanumeric traceability code
Pb-free JEDEC designator for Matte Tin (Sn)

* This package is Pb-free. The Pb-free JEDEC designator (
can be found on the outer packaging for this package.

Note: In the event the full Microchip part number cannot be marked on one line, it will
be carried over to the next line, thus limiting the number of available characters
for customer-specific information.
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Package Marking Information (Continued)

16-Lead PDIP (300 mil) (MCP3008) Example:
ik e s W | MM rr
MCP3008-1/P 3)
o B YYWWNNN o B os19256
(NP P P S AL LI L
16-Lead SOIC (150 mil) (MCP3008) Example:
(0000000 0000000
MCP3008
11SLE@3
O ﬁ\ YYWWNNN @] ﬁ\ 0819256
IRIRIRINIRINI IRINIRIIRIR!
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14-Lead Plastic Dual In-Line (P) — 300 mil Body [PDIP]

Note: For the most current package drawings, please see the Microchip Packaging Specification located at
http://www.microchip.com/packaging
N
NOTE 1 f
E1
2 3
I D
J ! E
A L% A2
L c
A1 ?
—— b1
b e eB
Units INCHES
Dimension Limits MIN NOM | MAX
Number of Pins N 14
Pitch e 100 BSC
Top to Seating Plane A - - 210
Molded Package Thickness A2 15 130 195
Base to Seating Plane Al .015 - -
Shoulder to Shoulder Width E .290 .310 .325
Molded Package Width E1 240 250 .280
Overall Length D 735 750 775
Tip to Seating Plane L 115 130 150
Lead Thickness c .008 .010 .015
Upper Lead Width b1 .045 .060 .070
Lower Lead Width b 014 .018 .022
Overall Row Spacing § eB - - 430
Notes:

1.

2
3.
4

. § Significant Characteristic.

Pin 1 visual index feature may vary, but must be located with the hatched area.

Bimensions D and E1 do notinclude mold flash or protrusions. Mold flash or protrusions shall not exceed .010" per side.
. Bimensioning and tolerancing per ASME Y14.5M.
BSC: Basic Dimension. Theoretically exact value shown without tolerances.

Microchip Technology Drawing C04-005B
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14-Lead Plastic Small Outline (SL} — Narrow, 3.90 mm Body [SOIC]

http://www.microchip.com/packaging

Note: For the most current package drawings, please see the Microchip Packaging Specification located at

NOTE 1

-
Life— BF="
Units MILLIMETERS

Dimension Limits MIN NOM | MAX

Number of Pins N 14

Pitch e 1.27 BSC

Overall Height A - - 1.75

Molded Package Thickness A2 1.25 - -

Standoff § A1 0.10 - 0.25

Overall Width E 6.00 BSC

Molded Package Width E1 3.90 BSC

Overall Length D 8.65 BSC

Chamfer (optional) h 025 | - [ 050

Foot Length L 040 | = [ 127

Footprint L1 1.04 REF

Foot Angle [ 0° - 8°

Lead Thickness c 0.17 - 0.25

Lead Width b 0.31 - 0.51

Mold Draft Angle Top o 5° 15°

Mold Draft Angle Bottom B 5° - 15°

Notes:

1. Pin 1 visual index feature may vary, but must be located within the hatched area.

. § Significant Characteristic.

2
3. Dimensions D and E1 do not include mold flash or protrusions. Mold flash or protrusions shall not exceed 0.15 mm per side.
4

. Dimensioning and tolerancing per ASME Y14.5M.

BSC: Basic Dimension. Theoretically exact value shown without tolerances.

REF: Reference Dimension, usually without tolerance, for information purposes only.

Microchip Technology Drawing C04-065B
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MCP3004/3008

8-Lead Plastic Small Outline (SN) — Narrow, 3.90 mm Body [SOIC]

Note: For the most current package drawings, please see the Microchip Packaging Specification located at
http://iwww.microchip.com/packaging
——I E I——
[+
/— SILK SCREEN
£ | Y1
o
el
RECOMMENDED LAND PATTERN
Units MILLIMETERS
Di jionLimits|  MIN_ | NOM [ MAX
Contact Pitch E 1.27 BSC
Contact Pad Spacing C 5.40
Contact Pad Width (X8) X1 0.60
Contact Pad Length (X8) Y1 1.55
Notes:

1. Dimensioning and tolerancing per ASME Y14.5M
BSC: Basic Dimension. Theoretically exact value shown without tolerances.

Microchip Technology Drawing No. C04-2057A

© 2008 Microchip Technology Inc. DS21295D-page 29
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MCP3004/3008

14-Lead Plastic Thin Shrink Small Outline (ST) — 4.4 mm Body [TSSOP]

Note:  For the most current package drawings, please see the Microchip Packaging Specification located at
http:/fiwww.microchip.com/packaging

D

NANAN

NOTE 1

f o
» ¥ :
Al1— —{ [ ] f— 4—‘ L
Units MILLIMETERS
Dimension Limits MIN NOM | MAX
Number of Pins N 14
Pitch e 0.65 BSC
Overall Height A - - 1.20
Molded Package Thickness A2 0.80 1.00 1.05
Standoff A1 0.05 - 0.15
Overall Width E 6.40 BSC
Molded Package Width E1 4.30 440 450
Molded Package Length D 4.90 5.00 5.10
Foot Length L 0.45 0.60 0.75
Footprint L1 1.00 REF
Foot Angle ] 0° - 8°
Lead Thickness c 0.09 — 0.20
Lead Width b 0.19 — 0.30

Notes:
1. Pin 1 visual index feature may vary, but must be located within the hatched area.
2. Dimensions D and E1 do not include mold flash or protrusions. Mold flash or protrusions shall not exceed 0.15 mm per side.
3. Dimensioning and tolerancing per ASME Y14.5M.
BSC: Basic Dimension. Theoretically exact value shown without tolerances.
REF: Reference Dimension, usually without tolerance, for information purposes only.

Microchip Technology Drawing C04-087B
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MCP3004/3008

16-Lead Plastic Dual In-Line (P) — 300 mil Body [PDIP]

Note: For the most current package drawings, please see the Microchip Packaging Specification located at
http://www.microchip.com/packaging

™ Y

NOTE 1

N \ e
17 "

SRS LT

Units INCHES

Dimension Limits MIN NOM MAX
Number of Pins N 16
Pitch e 100 BSC
Top to Seating Plane A - - 210
Molded Package Thickness A2 115 130 195
Base to Seating Plane Al .015 - -
Shoulder to Shoulder Width E .290 .310 .325
Molded Package Width E1 240 250 .280
Overall Length D .735 755 775
Tip to Seating Plane L 115 130 150
Lead Thickness c .008 .010 .015
Upper Lead Width b1 .045 .060 .070
Lower Lead Width b 014 .018 .022
Overall Row Spacing § eB - - 430

Notes:
1. Pin 1 visual index feature may vary, but must be located within the hatched area.
2. § Significant Characteristic.
3. Dimensions D and E1 do not include mold flash or protrusions. Mold flash or protrusions shall not exceed .010" per side.
4. Dimensioning and tolerancing per ASME Y14.5M.
BSC: Basic Dimension. Theoretically exact value shown without tolerances.

Microchip Technology Drawing C04-017B
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MCP3004/3008

16-Lead Plastic Small Outline (SL} — Narrow, 3.90 mm Body [SOIC]

Note: For the most current package drawings, please see the Microchip Packaging Specification located at
http://www.microchip.com/packaging

D
i
— E1
NOTE 1 ]
e
L T TETeTET=Ta T
Al b L
Units MILLIMETERS

Dimension Limits MIN NOM MAX
Number of Pins N 16
Pitch e 1.27 BSC
Overall Height A - - 1.75
Molded Package Thickness A2 1.25 - -
Standoff § A1 0.10 - 0.25
Overall Width E 6.00 BSC
Molded Package Width E1 3.90 BSC
Overall Length D 9.90 BSC
Chamfer (optional) h 025 | - [ 050
Foot Length L 040 [ - [ 127
Footprint L1 1.04 REF
Foot Angle [ 0° - 8°
Lead Thickness c 0.17 - 0.25
Lead Width b 0.31 - 0.51
Mold Draft Angle Top o 5° - 15°
Mold Draft Angle Bottom B 5° - 15°

Notes:
1. Pin 1 visual index feature may vary, but must be located within the hatched area.
2. § Significant Characteristic.
3. Dimensions D and E1 do not include mold flash or protrusions. Mold flash or protrusions shall not exceed 0.15 mm per side.
4. Dimensioning and tolerancing per ASME Y14.5M.
BSC: Basic Dimension. Theoretically exact value shown without tolerances.
REF: Reference Dimension, usually without tolerance, for information purposes only.

Microchip Technology Drawing C04-108B
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MCP3004/3008

16-Lead Plastic Small Outline (SL) - Narrow, 3.90 mm Body [SOIC]

http://www.microchip.com/packaging

Note:  For the most current package drawings, please see the Microchip Packaging Specification located at

e

U000

al

SILK
-+ SCREEN

Juuogt
: M.

1

RECOMMENDED LAND PATTERN

Y

T

Units MILLIMETERS

DimensionLimits| MIN | NOM [ MAX
Contact Pitch E 1.27 BSC
Contact Pad Spacin C 5.40
Contact Pad Width X 0.60
Contact Pad Length Y 1.50
Distance Between Pads Gx 0.67
Distance Between Pads G 3.90

Notes:
1. Dimensioning and tolerancing per ASME Y14.5M

BSC: Basic Dimension. Theoretically exact value shown without tolerances.
Microchip Technology Drawing No. C04-2108A

© 2008 Microchip Technology Inc.
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MCP3004/3008

NOTES:

|
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MCP3004/3008

APPENDIX A: REVISION HISTORY

Revision D (December 2008)

The following is the list of modifications:

1. Updates to Section 7.0 “Packaging Informa-
tion”.

Revision C (January 2007)

The following is the list of modifications:
1. Updates to the packaging diagrams.

Revision B (May 2002)
The following is the list of modifications:

1. Undocumented changes.

Revision A (February 2000)

« Initial release of this document.

© 2008 Microchip Technology Inc. DS21295D-page 35
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MCP3004/3008

NOTES:
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MCP3004/3008

PRODUCT IDENTIFICATION SYSTEM

To order or obtain information, e.g., on pricing or delivery, refer to the factory or the listed sales office.

Device

PART NO. X 1XX

Temperature Package
Range

MCP3004: 4-Channel 10-Bit Serial A/D Converter
MCP3004T. 4-Channel 10-Bit Serial A/D Converter

(Tape and Reel)

MCP3008: 8-Channel 10-Bit Serial A/D Converter
MCP3008T. 8-Channel 10-Bit Serial A/D Converter

ST

(Tape and Reel)

-40°Cto +85°C  (Industrial)

Plastic DIP (300 mil Body), 14-lead, 16-lead
Plastic SOIC (150 mil Body), 14-lead, 16-lead
Plastic TSSOP (4.4mm), 14-lead

Examples:

a)  MCP3004-I/P:
b) MCP3004-1/SL:
c)  MCP3004-/ST:
d) MCP3004T-I/ST:
a)  MCP3008-I/P:
b) MCP3008-1/SL:

Industrial Temperature,
PDIP package.
Industrial Temperature,
SOIC package.
Industrial Temperature,
TSSOP package.
Industrial Temperature,
TSSOP package, Tape and
Reel.

Industrial Temperature,
PDIP package.
Industrial Temperature,
SOIC package.

© 2008 Microchip Technology Inc.
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MCP3004/3008

NOTES:
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Note the following details of the code protection feature on Microchip devices:

. Microchip products meet the specification contained in their particular Microchip Data Sheet

. Iicrachip believes that its family of products is one of the most secure families of its kind on the market today, when used in the

intended manner and under normal conditions

- There are dishonest and possibly illegal methods used to breach the code protection feature. All of these methods, to our
knowledge, require using the Microchip products in & manner outside the operating specifications contained in Microchip's Data
Sheets. Most likely, the person doing so is engaged in theft of intellectual property.

- Micrachip is willing to work with the customer who is concerned about the integrity of their code

+ MNeither Microchip nor any other semiconductor manufacturer can guarantee the security of their code. Code protection does not

mean that we are guarantseing the product as "unbreakable "

Code protection is constantly evolving. We at Microchip are committed to continuously improving the code protection features of our
products. Attempts to break Microchip's code protection feature may be a violation of the Digital Millennium Copyright Act. If such acts
allow unauthorized access to your software or other copyrighted work, you may have a right to sue for relief under that Act

Information contained in this publication regarding device
applications and the like is provided only for your convenience
and may be superseded by updates. It is your responsibility to
ensure that your application meets with your specifications
MICROCHIP  MAKES NO  REPRESENTATIONS OR
WARRANTIES OF ANY KIND WHETHER EXPRESS OR
MPLIED, WRITTEM OR ORAL, STATUTCORY COCR
OTHERWISE, RELATED TO THE INFORMATION,
INCLUDING BUT NOT LIMITED TO ITS COMNDITION,
QUALITY, PERFORMANCE, MERCHANTABILITY OR
FITMNESS FOR PURPOSE. Microchip disclaims all liability
arising from this information and its use. Use of Microchip
devices in life support andfor safety applications is entirely at
the buyer's risk, and the buyer agrees to defend, indemnify and
hold hammless Microchip from any and all damages, claims,
suits, or expenses resulting from such use. Mo licenses are
conveyed, implicitly or otherwise, under any Microchip
intellectual property rights

QUALITY MANAGEMENT SYSTEM
CERTIFIED BY DNV

=I150/TS 16949:2002 —

Trademarks

The Microchip name and logo, the Microchip loga, Accuron,
dsPIC, KEELOG, KEELOG logo, MPLAB, PIC, PICmicro,
PICSTART, fPIC, SmartShunt and UNKO are registered
trademarks of Microchip Technology Incorporated in the
U.5.A and other countries

FilterLab, Linear Active Thermistor, MXDEY, MXLAB,
SEEVAL, SmartSensor and The Embedded Control Sclutions
Company are registered trademarks of Micrachip Technology
Incarporated inthe U.S5.A

Analog-forthe-Digital Age, Application Maestro, CodeGuard,
dsPICDEM, dsPICDEM.net, dsPICwarks, ds SPEAK, ECAN,
ECOMNOMONITOR, FanSense, In-Circuit Serial
Programming, ICSP, ICEPIC, Mindi, M, MPASM, MPLAB
Certified logo, MPLIB, MPLINK, mTouch, PICkit, PICDEM,
PICDEM.net, PICtail, PICY lago, PowerCal, Powerlnfo,
Powertate, PowerTool, REAL ICE, rfLAB, Select WMode, Total
Endurance, WiperLock and ZENA are trademarks of
Microchip Technology Incorporated in the U.S.A. and other
countries.

SQTPis a service mark of Micrachip Technology Incorporated
inthe U.S.A

All other trademarks mentioned herein are property of their
respective companies

2008, Microchip Technology Incorporated, Printed in the
US.A Al Rights Reserved

@ Printed on recycled paper.

Microcfip received ISO/TS-16949: 2002 cerfification for ifs worldwide
headguarters, design and wafer fabrication facilities in Chandler and
Tempe, Arizona; Gresham, Oregon and design centers in California
and India. The Company's qualily system processes and procedures
are for ifs PIC® MCUs and dsPIC® DSCs, KEELOGP code hopping
devices, Serial EEPROMs, microperipherals, nonvolalile memory and
analog products. In addition, Microchip's quality system for the design
and manufacture of development systems s 150 9007. 2000 ceriffied.

2008 Microchip Technology Inc
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MICROCHIP

WORLDWIDE SALES AND SERVICE

AMERICAS
Corporate Office
2355 West Chandler Blvd.
Chandler, AZ 85224-6199
Tel: 480-792-7200
Fax: 480-792-7277
Technical Support:
http:/support.microchip.com
Web Address:
www.microchip.com
Atlanta

Duluth, GA

Tel: 678-957-9614
Fax: 678-957-1455
Boston
Westborough, MA
Tel: 774-760-0087
Fax: 774-760-0088
Chicago

ltasca, IL

Tel: 630-285-0071
Fax: 630-285-0075
Dallas

Addison, TX

Tel: 972-818-7423
Fax: 972-818-2924
Detroit

Farmington Hills, Ml
Tel: 248-538-2250
Fax: 248-538-2260
Kokomo

Kokomo, IN

Tel: 765-864-8360
Fax: 765-864-8387

Los Angeles
Mission Viejo, CA
Tel: 949-462-9523
Fax: 949-462-9608

Santa Clara

Santa Clara, CA

Tel: 408-961-6444
Fax: 408-961-6445
Toronto
Mississauga, Ontario,
Canada

Tel: 905-673-0699
Fax: 905-673-6509

ASIA/PACIFIC

Asia Pacific Office
Suites 3707-14, 37th Floor
Tower 6, The Gateway
Harbour City, Kowloon
Hong Kong

Tel: 852-2401-1200
Fax: 852-2401-3431
Australia - Sydney
Tel: 61-2-9868-6733
Fax: 61-2-9868-6755
China - Beijing

Tel: 86-10-8528-2100
Fax: 86-10-8528-2104

China - Chengdu
Tel: 86-28-8665-5511
Fax: 86-28-8665-7889

China - Hong Kong SAR
Tel: 852-2401-1200
Fax: 852-2401-3431
China - Nanjing

Tel: 86-25-8473-2460
Fax: 86-25-8473-2470
China - Qingdao

Tel: 86-532-8502-7355
Fax: 86-532-8502-7205
China - Shanghai

Tel: 86-21-5407-5533
Fax: 86-21-5407-5066

China - Shenyang
Tel: 86-24-2334-2829
Fax: 86-24-2334-2393

China - Shenzhen
Tel: 86-755-8203-2660
Fax: 86-755-8203-1760

China - Wuhan
Tel: 86-27-5980-5300
Fax: 86-27-5980-5118

China - Xiamen

Tel: 86-592-2388138
Fax: 86-592-2388130
China - Xian

Tel: 86-29-8833-7252
Fax: 86-29-8833-7256
China - Zhuhai

Tel: 86-756-3210040
Fax: 86-756-3210049

ASIA/PACIFIC

India - Bangalore
Tel: 91-80-4182-8400
Fax: 91-80-4182-8422

India - New Delhi
Tel: 91-11-4160-8631
Fax: 91-11-4160-8632

India - Pune
Tel: 91-20-2566-1512
Fax: 91-20-2566-1513

Japan - Yokohama
Tel: 81-45-471- 6166
Fax: 81-45-471-6122
Korea - Daegu

Tel: 82-53-744-4301
Fax: 82-53-744-4302
Korea - Seoul

Tel: 82-2-554-7200
Fax: 82-2-558-5932 or
82-2-558-5934
Malaysia - Kuala Lumpur
Tel: 60-3-6201-9857
Fax: 60-3-6201-9859

Malaysia - Penang
Tel: 60-4-227-8870
Fax: 60-4-227-4068
Philippines - Manila
Tel: 63-2-634-9065
Fax: 63-2-634-9069
Singapore

Tel: 65-6334-8870
Fax: 65-6334-8850

Taiwan - Hsin Chu
Tel: 886-3-572-9526
Fax: 886-3-572-6459
Taiwan - Kaohsiung
Tel: 886-7-536-4818
Fax: 886-7-536-4803
Taiwan - Taipei

Tel: 886-2-2500-6610
Fax: 886-2-2508-0102
Thailand - Bangkok
Tel: 66-2-694-1351
Fax: 66-2-694-1350

EUROPE

Austria - Wels

Tel: 43-7242-2244-39
Fax: 43-7242-2244-393
Denmark - Copenhagen
Tel: 45-4450-2828
Fax: 45-4485-2829
France - Paris

Tel: 33-1-69-53-63-20
Fax: 33-1-69-30-90-79
Germany - Munich
Tel: 49-89-627-144-0
Fax: 49-89-627-144-44
Italy - Milan

Tel: 39-0331-742611
Fax: 39-0331-466781
Netherlands - Drunen
Tel: 31-416-690399
Fax: 31-416-690340
Spain - Madrid

Tel: 34-91-708-08-90
Fax: 34-91-708-08-91
UK - Wokingham

Tel: 44-118-921-5869
Fax: 44-118-921-5820
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Appendix D

Capacitive Soil Moisture Sensor SKU:SEN0193

Contents

1 Introduction
2 Specification
3 Tutorial
3.1 Requirements
3.2 Connection Diagram
3.3 Calibration Code
34 Calibration
341 Calibration Range
342 Section Settings
3.8 TestCode

4 FAQ

5 Mare
I ntrOd UC’tIO n (https: e dirobot.com/product-1383.html)
Our soil moisture sensor (https: i dirobot.com/product-1385 htmly measures soil mositure levels by Capacitive Soil Maisturs sensor
capacitie sensing rather than resistive sensing like other sensors on the market. It is made of corrosion (Nitps: v cfrobot.com/product-1385.html)

resistant material which gives it an excellent service life.

Insert it in to the soil around your plants and impress your friends with real-time soil moisture datal

This module includes an on-board voltage regulator which gives it an operating voltade range of 3.3 ~ 6.6V Itis

perfect for low-voltage MCUs, both 3.3% and &V, For compatibility with a Raspherry Pi it will need an ADC converter,

This soil maisture sensor is compatible with our 3-pin "Gravity" interface, which can be directly connected to the Gravity /O expansion shield

Specification

® Operating Voltage: 3.3 ~ 5.5 VOC

# Output Voltage: 0~ 3.0vDC

® Operating Curent: SmaA

& |nterface: PH2.0-3P

® Dimensions: 3.86 x 0.805 inches (Lx W)
® weight: 15g

Tutorial

Requirements

# Hardware
® DFRduino UNO 1
#® Capacitive Soil Moisture Sensor x1
® Jumper Cahle x3
® Software
® Arduing IDE 1.6.5 Click to Download Arduino IDE (hitps:Awww arduino.cofen ain/Software)

Connection Diagram

(Awikifindex php/File: SEN0133-ine.ang)
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Calibration Code

void setup() {
Serial.begin(39688); // open serial port, set the baud rate as 3688 bps

void loop() {
int wal;
val = analogAead(B); /fconnect sensor to Analog @
Serial,print(val); //print the value to serial port
delay(169);

+

Calibration

Calibration Range

Warning Line

Recommend Depth (fwikidindex php/File: SEND183-test pni)

1090%400° TA Josuas alniion

1. Open the serial port monitor and setthe baud rate to 2600

2. Record the sensor value when the probe is exposed tothe air as "/alue 1". This is the boundary value of dry soil "Humidity: 0%RH"

3. Take @ cup of water and insert the probe into it no further than the red line In the: diagram

4. Record the sensor value when the probe is exposed to the water as "value 2'. This is the boundary value of moist soil "Humidity: 100%RH"

) #® The components on this board are NOT waterproof, do not expose 0 moisture further than the red line. (If you want
(wikifindex phoF lewarning_yeliow png) :E p[jnten[: I;IEI!’TIFIEIFIEHtS from the elements, try using a length of wide heat shrink tubing around the upper-section of
e boar

® There is an inverse ratio between the sensor output value and soil moisture

Section Settings

The final output value is afected by probe insertion depth and how tight the soil packed around it is. We regard "value_1" as dry soil and “valug_2" as soaked soil
This Is the sensor detection range

Forexample: Value_1 = 520; Value_2 = 260

The range will be divided into three sections: dry, wet, water. Their related values are

® Dry (520 430]
® Wet (430 350]
® Water: (350 260)
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Test Code

This example reads Capacitive Soil Moisture Sensor.

Created 2015-10-21
By berinie chen <bernie.chengdfrobot.com>

GNU Lesser General Public License.
see <http://wmi.gnu.org/licenses/> for details.
All above must be included in any redistribution

/

Jrexesxssrsrotice and Trouble shooting®xxrxsssrssss
1.Connection and Diagram can be found here: https://www.dfrobot.com/wiki/index.php?title=Capacitive_Soil Moisture_Sensor SKU:SEN@193
2.This code is tested on Arduino Uno.
3.sensor is connect to Analog @ port.

/

const int Airvalue = 520; //you need to replace this value with value 1
const int watervalue = 260; //you need to replace this value with value_2
int intervals = (Airvalue - Watervalue)/3;
int soilMoisturevalue = 0
void setup() {
serial.begin(960@); // open serial port, set the baud rate to 960@ bps
}
void loop() {
soilMoisturevalue = analogRead(A®@); //put Sensor insert into soil
if(soilMoisturevalue > Watervalue &% soilMoisturevalue < (Watervalue + intervals))

{

serial.println("very Wet");

else if(soilMoisturevalue > (Watervalue + intervals) && soilMoisturevalue < (Airvalue - intervals))

{

serial.println("wet");

else if(soilMoisturevalue < Airvalue & soilMoisturevalue > (Airvalue - intervals))

{

serial.println("Dry*);

¥
delay(100);
}

FAQ

There are no questions about this product yet.

For any questions/advice/cool ideas to share with us, please visit DFRobot Forum (http:/www.dfrobot.com/forum/).

More

® Documents
® Schematic
(https:ffgithub.com/Arduinclibrary/DFRobot_Capacitive_Seil_Moisture_Sensorfraw/master/SEN0193%20%20Capacitive%20S0il %20Moisture %20Sensor\/1.0.PDF)
® Product SVGs (https:fgithub.com/Arduinolibrary/DF Robot_Capacitive_Soil_Moisture_Sensorfraw/master/SEN0193.zip)
® Share
o Relative humidity to absolute humidity calculator (http:#planetcalc.com/2167/)

E(http:/lwww.dﬂ'obot.comlmdex.php?route=productlpr | oduct_id=1385 s 0193&description=true#.VnJZsvmagagAw) Get it from Gravity: Analog

route=information/di ).

Category: DFRobot (https:/Avww.dfrobot.com/) > Sensors &Modules (https:/Avww.dfrobot.com/category-156 .html) >Sensors (https:/www.dfrobot.com/category-
36.html) > Temperature & Humidity Sensor (https:/Avww.dfrobot.com/category-64.html)
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This page was last modified on 25 May 2017, at 16:45.
Content is available under GNU Free Documentation License 1.3 or later (hitps:// p .him) unless ise noted.
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FINAL YEAR PROJECT WEEKLY REPORT

(Project 11)

Trimester, Year: T3Y3 Study week no.:1

Student Name & ID: Chong Shao Yang 20ACB05213

Supervisor: Dr. Aun Yichiet

Project Title: A Homeostatic Approach to Adaptive Ambient Control in Smart

Factories

1. WORK DONE

Research on various types of predictive machines learning modelling techniques available.

2. WORK TO BE DONE

Research on computer visions machines learning modelling techniques available.

3. PROBLEMS ENCOUNTERED

No problem encountered

4. SELF EVALUATION OF THE PROGRESS

Need to put more effort in learning as much model as possible, current progress so far so

good.
/
Supervisor’s signature Student’s signature
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FINAL YEAR PROJECT WEEKLY REPORT

(Project 11)

Trimester, Year: T3Y3 Study week no.:2

Student Name & ID: Chong Shao Yang 20ACB05213

Supervisor: Dr. Aun Yichiet

Project Title: A Homeostatic Approach to Adaptive Ambient Control in Smart

Factories

1. WORK DONE

Research on various types of predictive machines learning modelling techniques available
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Determine and acquire data that needed for the project
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1. WORK DONE

Reached out to third party providers to acquire data

2. WORK TO BE DONE

Continue study machine learning model that could be useful for the application

3. PROBLEMS ENCOUNTERED

No problem so far

4. SELF EVALUATION OF THE PROGRESS

Good progress, need to keep it up
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1. WORK DONE

Continued studying the machine learning models for computer vision while waiting for

response.

2. WORK TO BE DONE

Need to get the data for working on the model

3. PROBLEMS ENCOUNTERED

No problem so far

4. SELF EVALUATION OF THE PROGRESS

Good progress, still need to wait for the data to continue
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1. WORK DONE

Worked on the sensor controller in Raspberry Pi since some library is deprecated

2. WORK TO BE DONE

Need to complete the python program before next week

3. PROBLEMS ENCOUNTERED

The new library is unstable for third party DHT sensor, but the old one has been archived

and no support and further development nor it can be used anymore

4. SELF EVALUATION OF THE PROGRESS

Need to keep up the work, otherwise it will be in a rush
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1. WORK DONE

Completed rewrote the sensor controller

2. WORK TO BE DONE

Purchase a camera module and write a camera controller

3. PROBLEMS ENCOUNTERED

No problem so far

4. SELF EVALUATION OF THE PROGRESS

Need to keep up the work.
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Nothing has done this week since its midterm week and still waiting for data and camera

2. WORK TO BE DONE

Need to complete the camera setup and file server setup next week
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None

4. SELF EVALUATION OF THE PROGRESS

Next week need to be working faster
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Camera is acquired and camera controller is half way implemented to the Raspberry Pi due

to some technical issue on the camera itself

2. WORK TO BE DONE

Need to resolve the issue

3. PROBLEMS ENCOUNTERED

The camera does not get detected by the Raspberry Pi

4. SELF EVALUATION OF THE PROGRESS

Need to hurry up and figure out the issue, it might take a lot of time for modelling the

machine learning model.
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1. WORK DONE

Data has been acquired and started with the data exploration

2. WORK TO BE DONE

Camera at Raspberry Pi still need to be fixed, and need to start the modelling the model

Soon.

3. PROBLEMS ENCOUNTERED

The camera is still not working.

4. SELF EVALUATION OF THE PROGRESS

So far so good still need to be quick with the work.
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1. WORK DONE

Completed preparing and started with modelling the predictive model.

2. WORK TO BE DONE

Camera at Raspberry Pi still need to find a solution to fix it.

3. PROBLEMS ENCOUNTERED

Camera is still not working but tested with voltmeter shown the camera is working fine.

4. SELF EVALUATION OF THE PROGRESS

Need to hurry up with solving the camera issue
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1. WORK DONE

Completed with predictive modelling and halfway to the computer vision model

2. WORK TO BE DONE

Need to get more data for training and find a way to increase the accuracy of the model

3. PROBLEMS ENCOUNTERED

The accuracy of the computer vision model is too low due to insufficient data

4. SELF EVALUATION OF THE PROGRESS

Need to keep up the work.
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1. WORK DONE

Completed with computer vision model

2. WORK TO BE DONE

Need to try find a way to enhance the model while writing report

3. PROBLEMS ENCOUNTERED

The model accuracy is still not achieve the targeted accuracy

4. SELF EVALUATION OF THE PROGRESS

So far so good.
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1. WORK DONE

Completed the report and improved the performance of the computer vision model

2. WORK TO BE DONE

Need to continue working on the python program in raspberry pi

3. PROBLEMS ENCOUNTERED

None

4. SELF EVALUATION OF THE PROGRESS

Great, everything went well.

e 4

/.

Supervisor’s signature Student’s signature

Bachelor of Information Systems (Honours) Business Information Systems
Faculty of Information and Communication Technology (Kampar Campus), UTAR



APPENDIX

POSTER

A HOMEOSTATIC APPROAGH TO ADAPTIVE AMBIENT CONTROL IN
SMART FACTORIES

Bachelor of Information Systems (Honours) Business Information Systems
Faculty of Information and Communication Technology (Kampar Campus), UTAR



APPENDIX

PLAGIARISM CHECK RESULT

plagiarism check.docx

ORIGINALITY REPORT

/s

/% 5%

SIMILARITY INDEX INTERNET SOURCES PUBLICATIONS

%

STUDENT PAPERS

PRIMARY SOURCES

eprints.utar.edu.my

Internet Source

2%

aaloktech.in ,
Internet Source %
www.bartleby.com /

Internet Source < %
www.cyberciti.biz /

Internet Source < %
kanazawa-u.repo.nii.ac.jp /

Internet Source < %

ﬂ sigmatechbd.com <
Internet Source %

erimt2015.ic.ufmt.br <’
Internet Source %
link.springer.com /1

n Internet Source < %

n www.hackster.io < q
Internet Source %

Bachelor of Information Systems (Honours) Business Information Systems

Faculty of Information and Communication Technology (Kampar Campus), UTAR



APPENDIX

timesofindia.indiatimes.com

Internet Source <1 %

Maria Pia Del Rosso, Alessandro Sebastianelli, <1 %
Dario Spiller, Pierre Philippe Mathieu, Silvia ’
Liberata Ullo. "On-Board Volcanic Eruption
Detection through CNNs and Satellite
Multispectral Imagery”, Remote Sensing,

2021
Publication
sin.put.poznan.pl

InternEt Souere p <1 %
S. Omid Fatemieh. "A Review of: “Discovering

[E . . <lw%
Knowledge in Data: An Introduction to Data
Mining™, Journal of Biopharmaceutical
Statistics, 2006
Publication
www.livemint.com

Internet Source <1 %
Lewis, Micah, Samir Trabelsi, and Stuart O.

15 . . - <l%
Nelson. "Circuits and signal conditioning for a
peanut-drying monitoring system”,

SoutheastCon 2015, 2015.
Publication
Pawan Singh Mehra, Dhirendra Kumar <1 %

Shukla. "Artificial Intelligence, Blockchain,
Computing and Security - Volume 2", CRC
Press, 2023

Bachelor of Information Systems (Honours) Business Information Systems
Faculty of Information and Communication Technology (Kampar Campus), UTAR



APPENDIX

Publication

fastercapital.com <1 -

Internet Source

Exclude quotes On Exclude matches < 8 words

Exclude bibliography On

Bachelor of Information Systems (Honours) Business Information Systems
Faculty of Information and Communication Technology (Kampar Campus), UTAR



APPENDIX

Universiti Tunku Abdul Rahman

Form Title : Supervisor’s Comments on Originality Report Generated by Turnitin

for Submission of Final Year Project Report (for Undergraduate Programmes)

Form Number: FM-IAD-005 | Rev No.: 0 | Effective Date: 01/10/2013 | Page No.: lof 1

FACULTY OF_ INFORMATION AND COMMUNICATION

TECHNOLOGY
Full Name(s) of Chong Shao Yang
Candidate(s)
ID Number(s) 20ACB05213
Programme / Course 1B

Title of Final Year Project |A Homeostatic Approach to Adaptive Ambient Control in Smarf]

Factories

Similarity Supervisor’s Comments
(Compulsory if parameters of originality exceeds the

Overall similarity index: 7 %
Similarity by source
Internet Sources: 7 %
Publications: 5 %
Student Papers: 0 %
Number of individual sources listed of
more than 3% similarity: __ 0

Parameters of originality required and limits approved by UTAR are as Follows:
(i) Overall similarity index is 20% and below, and

(i) Matching of individual sources listed must be less than 3% each, and

(iii) Matching texts in continuous block must not exceed 8 words

Note Supervisor/Candidate(s) is/are required to provide softcopy of full set of the originality report to

Faculty/Institute

Bachelor of Information Systems (Honours) Business Information Systems
Faculty of Information and Communication Technology (Kampar Campus), UTAR



APPENDIX

Based on the above results, I hereby declare that I am satisfied with the originality of the Final

Year Project Report submitted by my student(s) as named above.

Signature of Supervisor Signature of Co-Supervisor
Name: Aun Y|Ch|et Name:
Date: 12/09/2024 Date:

Bachelor of Information Systems (Honours) Business Information Systems
Faculty of Information and Communication Technology (Kampar Campus), UTAR



APPENDIX

UT R

UNIVERSITI TUNKU ABDUL RAHMAMN

UNIVERSITI TUNKU ABDUL RAHMAN

FACULTY OF INFORMATION & COMMUNICATION TECHNOLOGY
(KAMPAR CAMPUS)

CHECKLIST FOR FYP2 THESIS SUBMISSION

Student 1d 2005213

Student Name Chong Shao Yang

Supervisor Name | Dr. Aun Yichiet

TICK (V) DOCUMENT ITEMS

Your report must include all the items below. Put a tick on the left column after you have

checked your report with respect to the corresponding item.

Title Page

Signed Report Status Declaration Form

Signed FYP Thesis Submission Form

Signed form of the Declaration of Originality

Acknowledgement

Abstract

Table of Contents

List of Figures (if applicable)

2 2] 2] 2 2] 21 =2 =21 <2/

List of Tables (if applicable)

List of Symbols (if applicable)

N List of Abbreviations (if applicable)

N Chapters / Content

Bachelor of Information Systems (Honours) Business Information Systems
Faculty of Information and Communication Technology (Kampar Campus), UTAR



APPENDIX

N Bibliography (or References)

N All references in bibliography are cited in the thesis, especially in the chapter of

literature review

N Appendices (if applicable)
N Weekly Log
N Poster
\/ Signed Turnitin Report (Plagiarism Check Result - Form Number: FM-IAD-005)
N I agree 5 marks will be deducted due to incorrect format, declare wrongly the

ticked of these items, and/or any dispute happening for these items in this report.

*Include this form (checklist) in the thesis (Bind together as the last page)

I, the author, have checked and confirmed all the items listed in the table are included in my

report.

)
/

(Signature of Student)

Date: 10/09/2024

Bachelor of Information Systems (Honours) Business Information Systems
Faculty of Information and Communication Technology (Kampar Campus), UTAR





