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ABSTRACT 

 

In recent times, choosing the appropriate hotel destination and making bookings has become 

increasingly complex due to the rapidly growing volume of available online information. The 

importance of recommender systems (RSs) is rising as they help users make informed decisions 

and provide comprehensive insights into products or services. Managing user-generated data such 

as votes, ratings, views, and reviews presents significant challenges. There are three objectives in 

the study, which is to perform data preprocessing on the Google Reviews dataset for hotels in 

Perak using an instant data scraper, to develop three suitable machine learning models on the 

cleaned dataset and evaluate their performance, and to propose a recommendation system based 

on the developed machine learning models. The methodology includes data scraping, 

preprocessing, implementation of machine learning techniques such as Naïve Bayes, Random 

Forest, and Support Vector Machine (SVM), and proposes a recommendation system.  The system 

integrates these models to provide hotel recommendations based on each user's preferences. The 

results show that the proposed model is effective and generates recommendations for the user. The 

future work includes expanding the dataset, refining the recommendation algorithm, using natural 

language processing techniques with the addition of multilingual reviews, and deploying the 

system as a user-friendly application or mobile application.  

 

 

 

Area of Study: Recommendation System, Machine Learning 

  

Keywords: Data Preprocessing, Data Scraping, Google Reviews, Naïve Bayes, Random Forest, 

Support Vector Machine (SVM) , User-friendly application and Mobile Application  
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Chapter 1 

Introduction 

The increase in the popularity of online review sites indicates a paradigm shift in how customers 

assess goods and services, particularly in the lodging sector. Online hotel reviews are becoming 

increasingly important as Malaysia gains popularity as a tourist destination. These reviews 

serve as summaries of customer experiences, offer insightful commentary to hotel staff, and 

greatly influence the choices of prospective customers  [1]. People nowadays often look up 

reviews before choosing to use a product or service  [2]. More information can be extracted 

from review data and processed to enhance hotel operations, but manual analysis or dataset 

surveys are limited in the amount of data that can be collected and are expensive [3]. 

Online reviews and big data are becoming increasingly important in the hospitality industry, 

and studies are only now beginning to examine how big data practices benefit companies [4]. 

The growing reliance on online reviews and big data analytics signifies a transformative shift 

in the hospitality industry, driven by the need to better understand and cater to customer 

preferences and experiences. In the hospitality industry, customers usually share their 

experiences through comments and reviews of hotel services. The evolution of social media 

enables customers to provide relevant recommendations on a collaborative platform. Customer 

review data is important because it affects a hotel. Dataset analysis of customer reviews allows 

access to and use of limited data [5]. 

has various benefits, one of which is that it is better to the traditional way for getting client 

feedback. In the first place, this allows us to manage large data sets while avoiding the human 

processing challenges that arise in such instances. This machine learning approach outperforms 

traditional manual methods, which are frequently time-consuming and prone to human error 

when it comes to analyzing consumer input. Similarly, data processing becomes a crucial aspect 

of sentiment analysis and other hard linguistic jobs as the Christmas on the net gets larger [6]. 
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1.1  Problem Statement and Motivation 

Problem Statement  

With the advent of online platforms, customer feedback has become more accessible and 

influential than ever before. Especially for hotels in Malaysia, the challenge lies in effectively 

managing and understanding the sentiment expressed in Google reviews. Manually analyzing 

a large number of these reviews is both time-consuming and resource-intensive, resulting in 

missed opportunities for hotels to increase guest satisfaction and improve overall service 

quality. Furthermore, travellers often struggle to find hotels that best match their individual 

preferences and needs. The lack of a robust recommendation system means that customers may 

not be presented with the most suitable hotel options, leading to a suboptimal travel experience 

and potentially lower booking rates for hotels.  

 

A recommendation system that leverages user preferences, historical booking data, hotel 

attributes, location information, and user reviews can significantly enhance the decision-

making process for customers, ensuring they find the best possible accommodations. Therefore, 

this sentiment analysis of Google hotel reviews using machine learning algorithms provides a 

solution that enables hotels to gain timely insights, identify areas for improvement, proactively 

address negative feedback, customize marketing strategies, and maintain a good online 

reputation. Additionally, by integrating a recommendation system, hotels can offer suggestions 

to customers, enhancing their overall travel experience and increasing booking rates. 

Recommendation systems using machine learning are essential for hotels in Malaysia to 

effectively manage customer feedback, improve service quality, and provide customized hotel 

recommendations. 

 

Motivation 

The motivation behind this project is to provide hotels in Malaysia with a way to increase 

customer favorability towards their hotels by utilizing the wealth of information embedded in 

customer reviews. Positive feedback allows to keep that level of excellence and negative ratings 

can be the rock to self-improvement. By reading reviews, customers can understand the real 

experience. Customers can evaluate a hotel's value proposition by comparing the price. So 

customers often encounter difficulties finding hotels that align with their specific preferences 

and needs, Highlighting the necessity for a sophisticated recommendation system. 

Simultaneously, a recommendation system can provide hotel suggestions, enhancing the 
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overall travel experience and increasing the likelihood of bookings. It is to harness the power 

of machine learning to transform customer feedback into actionable insights and 

recommendations, ultimately driving higher standards in the hospitality industry. 

 

1.2  Research Objectives  

The main objective of this project is to design a hotel recommendation system using machine 

learning techniques. Thus, the research objectives are stated as follows:  

1. To perform data preprocessing on the Google Reviews dataset for hotels in Perak using 

an instant data scraper.  

A dataset of hotel reviews, specifically from the Google platform for hotels in Perak, 

Malaysia, is prepared. The "Instant Data Scraper" is a tool that is used to automate the 

process of extracting these reviews from Google. Key features such as the author of the 

review, the source of the review (link), the review rating, the content of the review itself, 

and the hotel name are extracted. Once the dataset is gathered, it needs to be cleaned 

and prepared for analysis. This step includes tasks such as removing duplicates, 

handling missing values, standardizing text (e.g., converting to lowercase, removing 

punctuation), and possibly translating reviews if they are in different languages. The 

goal is to ensure that the dataset is of high quality and consistent, which is crucial for 

training effective machine learning models. 

2. To develop three suitable machine learning models on the cleaned dataset and evaluate 

the performance. 

This objective involves building various machine learning models to analyze the data 

and make predictions or classifications. The developed models are evaluated based on 

accuracy, precision, and F1-score, among other relevant metrics. Once the dataset has 

been preprocessed and cleaned, three machine learning models are developed to analyze 

hotel reviews, which may include classification models to predict review sentiment (e.g., 

positive, neutral, or negative), regression models to estimate review ratings based on 

text content, or clustering models to group hotels based on similar review patterns. The 

selection of models depends on the dataset's nature and the analysis objectives. Once 

trained, the models are evaluated using metrics like accuracy, precision, recall, and F1-

score to assess their ability to classify reviews into different sentiment categories. The 

best-performing model is then selected for integration into the recommendation system.  
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3. To propose a hotel recommendation system based on the developed machine learning 

models.  

The final objective of this project is to propose a hotel recommendation system on a 

web platform using the best machine learning models to provide hotel suggestions based 

on user preferences and previous reviews. The system is implemented as an application 

on a website that provides an interactive interface for users to receive recommendations. 

It includes functions such as lowest rating, hotel name, top 5 hotel ratings, star ratings, 

and keyword-based review comparison to allow users to narrow down the results 

according to their specific needs. These features are integrated into the application 

through various paths and templates to ensure dynamic interaction with the dataset. The 

system was successfully evaluated based on previous user experience and ratings based 

on recommendation accuracy. 

 

1.3  Project Scope and Direction  

Google Hotel Reviews 

Google Reviews was chosen as the primary data source for this project because it is easily 

accessible and widely used among consumers. On this platform, customers often leave 

feedback about their stay experience at a hotel. Analyzing data from Google Reviews will 

provide a wide range of customer opinions and insights that are valuable for gauging public 

sentiment and improving hotel services. We collect data about hotels in Perak from Google 

reviews. On the other hand, Ipoh in Perak is a city with a long history. By including this city in 

the data collection process, this project has gained insights from this hotel landscape to 

understand the hotel services in this place. 

Data gathering    

The scope of data gathering involves using Google Maps to search for hotels in Perak, filtering 

results by specific dates and price ranges. The reviews collected are from after the year 2000, 

ensuring that all data is relevant and up-to-date for modern analysis. Additionally, the reviews 

are filtered to include only those written in English, ensuring consistency in language for more 

accurate analysis. Utilizing the Instant Data Scraper tool, reviews from selected hotels are 

extracted, capturing key data points such as author, rating, review text, and review link. This 

information is saved into structured formats like CSV or Excel for analysis. The process ensures 

comprehensive data collection for understanding customer satisfaction and identifying 
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common issues across various hotels in Ipoh, Perak. The accompanying image illustrates the 

tools and steps used in this data-gathering method. 

Machine Learning 

This project utilizes a machine learning model to analyze large amounts of text data from online 

reviews. One of the machine learning algorithms such as Naive Bayes, Support Vector 

Machines and Random Forest used on the project to categorize the sentiment analysis. These 

algorithms help to process and interpret the complex natural language used in the comments, 

ensuring that the sentiment analysis is both efficient and reliable. 

Recommendation System 

The scope of the recommender system within this project involves developing an algorithm to 

suggest hotels to users based on their preferences and past behavior. By analyzing the collected 

review data, the recommender system identifies patterns and trends in user feedback. The goal 

is to provide hotel recommendations that enhance user satisfaction and decision-making, 

leveraging the rich dataset of customer opinions and experiences gathered from Google 

Reviews. 

 

1.4  Contributions  

This project contributes to the field of hotel recommendations by developing machine learning 

models tailored for Malaysian hotel reviews, considering linguistic nuances and cultural 

sensitivities. By leveraging classifiers such as Naïve Bayes, Support Vector Machines (SVM), 

and Random Forest, it effectively categorizes customer sentiments while integrating language 

preprocessing techniques to handle informal expressions and mixed-language reviews. The 

structured and labeled dataset enhances machine learning training, serving as a valuable 

resource for future research. Additionally, the project develops a hotel recommendation system 

that provides tailored suggestions based on user preferences and sentiment insights, improving 

decision-making by filtering hotels based on customer satisfaction levels. Hotels can utilize the 

machine learning results to identify strengths, refine services, and implement targeted 

marketing strategies. Furthermore, the methodology is scalable and adaptable, enabling its 

application to hotel reviews in other regions and languages. By combining machine learning 

models and an intelligent recommendation system, this project offers a data-driven approach 

to enhancing customer experience while helping hotels optimize their services based on real 

customer feedback. 
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1.5  Report Organization  

The details of this research are shown in the following chapters. Chapter 1 provides an overview 

of the project, including the problem statement, objectives, project scope, and contributions. 

Chapter 2 reviews previous works related to machine learning, sentiment analysis, and 

recommendation systems. Chapter 3 discusses the proposed methodology, including system 

models, diagrams, and the project timeline. Chapter 4 focuses on system design, presenting 

block diagrams, component specifications, and interaction operations. Chapter 5 details the 

system implementation, including hardware and software setup, configuration, and system 

operation. Chapter 6 evaluates and discusses the system’s performance using testing metrics, 

highlighting project challenges and assessing the objectives. Finally, Chapter 7 presents the 

conclusion and recommendations for future improvements. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 
 

Bachelor of Information Technology (Honours) Communications and Networking 
Faculty of Information and Communication Technology (Kampar Campus), UTAR 

     7   
 

Chapter 2 

Literature Review 
 

2.1 Previous Work on Recommendation System  
Recommendation systems have become an integral part of online platforms, offering 

suggestions to users based on their preferences and past behaviour. The development of 

recommender systems has seen significant advancements, with various approaches being 

employed to enhance recommendation accuracy and user satisfaction.  

  

Early work laid the groundwork for collaborative filtering techniques, which became a 

cornerstone in the development of recommender systems [7]. Collaborative filtering methods, 

which include user-based and item-based approaches, leverage the historical interactions 

between users and items to generate recommendations [8]. Further improvements in these 

techniques were achieved by introducing matrix factorization methods, such as Singular Value 

Decomposition (SVD), to handle large-scale datasets efficiently.  

  

Content-based filtering is another widely used approach, where recommendations are generated 

based on the similarity between items' attributes and the user's preferences. The effectiveness 

of content-based filtering has been demonstrated in scenarios where user interaction data is 

sparse, highlighting the importance of feature engineering in capturing the relevant attributes 

of items to enhance recommendation accuracy [9].  

  

Hybrid recommender systems, which combine collaborative and content-based filtering, have 

shown significant promise in addressing the limitations of individual approaches [10].  Various 

methods of combining different recommendation techniques have been illustrated to achieve 

better performance  [11]. More recent studies have explored deep learning models in hybrid 

recommender systems, demonstrating the potential of neural networks in capturing complex 

user-item interactions.  

  

In the context of hotel reviews, recommender systems have been used to suggest dining options 

based on user preferences and review sentiment. Some have developed context-aware hotel 

recommender systems that consider the sentiment of reviews along with user preferences and 

contextual factors such as location and time. These works highlighted the importance of 
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incorporating sentiment analysis in enhancing the relevance of recommendations in the hotel 

domain.  

 

2.1.2 Strengths and Weakness on Recommendation Systems 

Recommendation systems, integral to many online platforms, present significant strengths and 

weaknesses. Among their strengths, recommendation systems enhance user experience by 

providing content, products, or services, thereby increasing user engagement and satisfaction. 

They help users discover relevant items they might not have found independently, improving 

the efficiency of their interactions with digital platforms. For businesses, recommendation 

systems can drive sales and retention by presenting users with tailored suggestions based on 

their preferences and behaviour, leading to higher conversion rates and customer loyalty. 

Additionally, these systems can handle vast amounts of data and continuously improve their 

accuracy through machine learning techniques, adapting to changing user preferences over time. 

However, recommendation systems also have notable weaknesses. One major limitation is the 

"filter bubble" effect, where users are repeatedly shown similar types of content, potentially 

limiting their exposure to diverse information and viewpoints. This can lead to a narrowing of 

perspectives and reduced discovery of new interests. The quality of recommendations heavily 

depends on the quantity and quality of user data; sparse or noisy data can result in less accurate 

suggestions. Additionally, implementing and maintaining effective recommendation systems 

require significant computational resources and expertise in data science, which can be a barrier 

for smaller organizations. Privacy concerns are another critical issue, as collecting and 

analyzing user data can raise ethical questions and require robust measures to protect user 

information. Lastly, recommendation systems may struggle with the "cold start" problem, 

where new users or items lack sufficient data to generate meaningful recommendations, 

impacting their initial effectiveness. 
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Table 2.1 Summary of Research Studies Recommender System Approaches 

Type of RS Approach Author Total 

Collaborative 

Filtering 

Recommender 

 

Memory-based 

CL: Item-based 

[12],  [13] ,  [14] ,  [15] , [16]  5 

(14%) 

Memory-based 

CL: User-based 

[17],  [18],  [19] 

 

 

3 

(8%) 

Memory-based 

CL: User-based 

and Item-based 

[20],  [21] 2 

(5%) 

Model-based CL: 

Matrix 

Factorization 

[22],  [23],  [24] 3 

(8%) 

Content-Based 

Recommender 

Classification 

model approach 

[25], [26],  [27],  [28],  [29],  [30],  

[31],  [32],  [33],  [34] 

10 

(28%) 

Vector spacing 

method 

[35],  [36] 2 

(5%) 

Hybrid 

recommender 

Weighted 

recommender 

[37],  [38] 2 

(5%) 

Feature 

combination 

[39],  [40],  [41],  [42] 4 

(11%) 

Meta-level 

recommender 

[43],  [44],  [45] 3 

(8%) 

 

Based on the summary of research studies on recommender system approaches presented in 

Table 2.1, it is evident that the content-based recommender classification model approach is a 

widely adopted approach for recommender systems. This approach is notably prevalent in the 

literature, representing 28% of the studies reviewed, which indicates its reliability and 

effectiveness. Content-based recommenders are particularly adept at providing 

recommendations by analyzing the intrinsic properties of items that users have shown interest 
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in. This allows the system to offer precise suggestions tailored to individual user profiles, 

making it a versatile choice for a wide range of applications. 

Given this strong prevalence and the demonstrated success of content-based recommendation 

methods had decided to employ a content-based approach for developing my recommendation 

system. Specifically, it focus on Classification model approach due to their extensive use and 

proven effectiveness in prior research. The Content-Based Recommender Classification model 

a well-founded choice, aligning with current trends and best practices in recommender system 

research. 

 

Content-Based Recommender 

A Content-Based Recommender is a type of recommendation system that suggests items to 

users based on the attributes of the items themselves and the user's previous interactions with 

similar items [26]. Unlike other recommendation systems, such as collaborative filtering, which 

relies on the preferences and behaviors of other users, content-based recommenders focus 

solely on analyzing the characteristics of the items to predict what a specific user might enjoy 

[28]. For example, in a movie recommendation system, each movie would be described by 

features such as genre, director, cast, and keywords  [29]. 

The system creates a profile for each user by examining the features of the movies they have 

watched or rated highly. It then recommends new movies that share similar attributes to those 

the user has previously liked. This approach ensures that the recommendations are and directly 

aligned with the user's individual preferences, making it particularly effective in situations 

where user data is limited or when new users are added to the system [31]. 

Table 2.2 Overview of Content-Based Recommender Techniques 

Content-

Based 

Recommender 

Techniques 

 

Description Advantages Limitations 

Naive Bayes 

(Classification 

Model 

Approach) 

A probabilistic 

classification model 

that predicts item 

- Simple, fast, and 

effective for binary 

or categorical 

features 

- Are dependent on 

human ratings 
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categories based on 

features 

- Cold star problem 

for new user and new 

item 

- Sparsity problem of 

rating matrix 

- Limited scalability 

for large datasets 

Decision Trees 

(Classification 

Model 

Approach) 

Splits data into 

subsets based on 

feature values to 

classify items 

- Handles both 

numerical and 

categorical data 

- Assumes feature 

independence, 

which may not hold 

true in all contexts 

 (SVM) 

(Classification 

Model 

Approach) 

Separates data into 

classes using a 

hyperplane in a high-

dimensional space 

- Effective for high-

dimensional spaces 

- Not scalable to very 

large datasets and 

can be 

computationally 

expensive 

k-Nearest 

Neighbors (k-

NN) 

A lazy learning 

algorithm that 

classifies items based 

on the similarity to 

their nearest 

neighbors 

- Easy to understand 

and implement 

- Computationally 

expensive for large 

datasets 

 

2.2 Previous Works on Machine Learning 

Machine learning has evolved significantly over the past few decades, contributing to a wide 

array of fields, including computer vision, natural language processing, and predictive analytics 

[16]. Early work in machine learning focused on symbolic AI and rule-based systems, which 

laid the groundwork for later developments. In the mid-20th century, pioneers like Arthur 

Samuel introduced the concept of machine learning with programs that could play checkers and 

improve over time [17]. The 1980s and 1990s saw the rise of neural networks, particularly with 

the backpropagation algorithm, which allowed for the training of multi-layered networks [18]. 
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Support vector machines and decision trees also became popular during this period for 

classification tasks.  

More recently, the advent of deep learning has revolutionized machine learning, enabling 

breakthroughs in tasks like image and speech recognition, natural language understanding, and 

autonomous driving [19]. The development of large-scale datasets, powerful GPUs, and 

sophisticated algorithms has further accelerated progress, making machine learning an integral 

part of modern AI research and applications [20]. 

Table 2.1 briefly describes the previous literature on sentiment analysis using machine learning 

methods. [12] investigates hotel reviews from TripAdvisor, focusing on a hybrid 

recommendation system. The study employs the K Nearest Neighbor achieving an accuracy of 

89.2%. [13] also utilizes hotel reviews from TripAdvisor but applies a Content-Based 

Recommender system. The study employs Support Vector Machine as the algorithm, achieving 

a high accuracy of 93%.  [14] focuses on Collaborative Filtering Recommender systems using 

TripAdvisor hotel reviews. The study implements Naïve Bayes for sentiment analysis, resulting 

in an accuracy of 85.0%. While lower than in [13], this accuracy still demonstrates the 

capability of Naïve Bayes in collaborative filtering contexts. [15] examines hotel reviews from 

TripAdvisor with a hybrid recommendation system. The study applies Logistic regression for 

sentiment analysis and achieves an accuracy of 85%.   

For the work [16] conducts sentiment analysis on TripAdvisor hotel reviews using a 

Collaborative Filtering Recommender system. The study utilizes the Support Vector Machine 

(SVM) algorithm, which yields a high accuracy of 95%.  [17] switches the platform to Amazon 

but still focuses on hotel reviews. The study employs a Content-Based Recommender system 

and uses the Random Forest algorithm for sentiment analysis, resulting in an accuracy of 

84.60%.  [18]  looks at TripAdvisor hotel reviews within a Collaborative Filtering 

Recommender system. The study applies Naïve Bayes for sentiment analysis, achieving an 

accuracy of 74%. [19] explores both TripAdvisor and Amazon platforms, focusing on hotel 

reviews without conducting sentiment analysis. The study uses a Collaborative Filtering 

Recommender system with a Random Neural Network, achieving a high accuracy of 94%.  

The study of [20] omits sentiment analysis, analyzing hotel reviews from TripAdvisor with a 

Collaborative Filtering Recommender system. It utilizes a Recurrent Neural Network (RNN) 

and achieves an accuracy of 93.5%. [21] revisits TripAdvisor hotel reviews, implementing a 

Collaborative Filtering Recommender system. The study uses a combination of Random Forest 

and Naïve Bayes for sentiment analysis, resulting in a lower accuracy of 62.65%. [22] focuses 
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on TripAdvisor hotel reviews with a Collaborative Filtering Recommender system. The study 

uses a Clustering algorithm, achieving an accuracy of 85%. [23] analyses TripAdvisor hotel 

reviews using a CL Recommender system. The study employs both Naïve Bayes and SVM 

algorithms, achieving accuracies of 72% and 89%, respectively.   

In the work of  [24], it investigates TripAdvisor hotel reviews with a Collaborative Filtering 

Recommender system, utilizing a Deep Neural Network for sentiment analysis. The study 

achieves an accuracy of 75%, indicating that deep learning techniques can be effective but may 

require more optimization to outperform traditional methods. [25] looks at hotel reviews from 

both TripAdvisor and Expedia, employing a CL Recommender system. The study uses SVM 

and achieves an accuracy of 74%.  Lastly, [26] examines TripAdvisor hotel reviews using a CL 

Recommender system. The study applies both Neural Networks and SVM, achieving 

accuracies of 85.6% and 80.7%, respectively. These studies collectively showcase the 

effectiveness of various machine learning models in sentiment analysis across diverse review 

domains. 

Table 2.3 All the prior literature on Sentiment Analysis and machine learning 

Referen

ces 

Platform Dataset Sentiment 

Analysis 

Algorithms or 

Models 

Accuracy 

[12] Trip Advisor Hotel 

review 

No K Nearest Neighbor 89.2% 

[13] Trip Advisor Hotel 

review 

No Support Vector 

Machine 

93% 

[14] Trip Advisor Hotel 

Review 

Yes Naïve Bayes 85.0 

[15] Trip Advisor Hotel 

Review 

Yes Logistic regression 85% 

[16] Trip Advisor Hotel 

Review 

No Support Vector 

Machine 

95% 

[17] Amazon  Hotel 

Review 

Yes Random Forest 84.60% 

[18] TripAdvisor Hotel 

Review 

Yes Naïve Bayes 74% 
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[19] TripAdvisor, 

Amazon 

Hotel 

Review 

No Random Neural 

Network 

94% 

[20] TripAdvisor Hotel 

Review 

No Recurrent Neural 

Network 

93.5% 

[21] TripAdvisor Hotel 

Review 

Yes Random Forest, 

Naïve Bayes 

62.65 % 

[22] TripAdvisor Hotel 

Review 

Yes Clustering 

 

85% 

[23] TripAdvisor Hotel 

Review 

No Naïve Bayes,   

Support Vector 

Machine 

72% , 

89% 

[24] TripAdvisor Hotel 

Review 

Yes Deep Neural 

Network 

75% 

[25] TripAdvisor 

 

Hotel 

Review 

Yes Support Vector 

Machine 

80% 

[26] TripAdvisor Hotel 

Review 

No Neural Network， 

Support Vector 

Machine 

85.6%， 

80.7% 

 

Based on the analysis of prior literature in Table 2.3, various machine learning algorithms have 

been utilized for sentiment analysis on hotel reviews, with Naïve Bayes being one of the 

commonly applied models. Despite the range of methods employed, including Support Vector 

Machines and Random Forests, Naïve Bayes has consistently shown reliable performance, 

particularly in scenarios with similar datasets. Thus, the classification models in this work are 

built based on these three supervised machine-learning methods. Therefore, this study adopts 

these three supervised machine learning models, which are SVM, Random Forests, and Naïve 

Bayes to the development of a sentiment-aware hotel recommendation system, as they 

collectively offer a balance of performance, interpretability, and scalability. 

2.2.2 Strengths and Weakness on Machine Learning  

ML boasts considerable strengths and notable weaknesses. On the strength side, ML automates 

and optimizes complex tasks, enabling rapid analysis and decision-making based on large 

datasets [46]. Its ability to learn and improve from data allows for the creation of highly 
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accurate predictive models, which can drive innovations in diverse fields such as healthcare, 

finance, and technology. For instance, ML can enhance diagnostic accuracy in medical imaging, 

optimize stock trading strategies, and personalize user experiences in online services [47]. 

Additionally, ML's scalability means it can handle vast amounts of data, uncovering patterns 

and insights that would be imperceptible to human analysts. 

Conversely, ML also has weaknesses that limit its effectiveness. One major challenge is the 

need for extensive and high-quality training data, which can be costly and time-consuming to 

obtain. Poor or biased data can lead to flawed models that perpetuate existing biases or produce 

inaccurate predictions [48]. Furthermore, ML models often operate as "black boxes," making 

it difficult to understand and interpret their decision-making processes, which can be 

problematic in critical applications requiring transparency and accountability. The 

computational intensity of training and running ML models also demands significant resources 

and infrastructure [49]. Additionally, while ML can generalize from data, it may struggle with 

novel or outlier situations not represented in the training data, leading to potential failures in 

unpredictable scenarios [50]. 
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Chapter 3 

System Methodology/Approach  
 

3.1 Proposed Method/Approach  

The project's processes are categorized into separate phases in the development. This includes 

the project planning, Corpus development, machine learning implementation, and performance 

analysis, followed by the result and discussion. 

  

Figure 3.1. Operational Framework 

  

Phase 1: Project planning 

Referring to Figure 3.1, before selecting the dataset from a specific hotel in Malaysia, a 

preliminary investigation was conducted to identify the suitable hotels in Malaysia.  

  

To determine which hotel was popular in Malaysia, the Google Trends tool was deployed. It 

collects data about Perak from Google reviews. Hence, it was performed on the review dataset 

of the Perak available in Google Hotel Reviews. 
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Phase 2: Data Gathering 

Phase 2 of the studies is divided into two steps, which are data gathering and pre-processing. 

These two steps are crucial to preparing the data. 

Data Gathering 

The data collection process uses a technique known as web scraping to capture reviews of Perak 

in Google Reviews. The scraping was done by using Instant Data Scraper, a Python library 

specialized in web scraping HTML and XML files. 

 

Instant Data Scraper  

Figure 3.1 shows a screenshot of the Instant Data Scraper tool, which is a browser extension 

designed to scrape data from web pages automatically. This tool is particularly useful for 

collecting structured data from tables or lists on websites without needing to write any code. 

 

Figure 3.2 Instant Data Scraper 

Jupyter Lab 

In Figure 3.2, the user successfully activates a Python virtual environment named data_fyp1 

and launches Jupyter Lab within it. The terminal output confirms that all necessary extensions 

and services are loaded, and the Jupyter Lab server is running locally, ready for the user to 
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interact with it through a web browser. The provided URL with a security token ensures secure 

access to the session. 

 

Figure 3.3 Jupyter Lab 

Pre-processing 

Before being used in machine learning, the review dataset passes through several significant 

preprocessing stages. The output is an extracted list of words, and it involves both feature 

extraction and data cleaning. Terms that are frequently used in texts but add no significance to 

the text should be eliminated are known as stop words. 

 

Data pre-processing 

The code provided outlines a data preprocessing workflow for cleaning hotel reviews from a 

CSV file. It begins by loading the CSV file (main.csv) using Pandas and inspecting its contents, 

which include columns such as Link, Author, Rating, Review, and Hotel. After removing any 

missing data, the clean_review function is applied to the Review column to remove special 

characters, convert text to lowercase, and eliminate extra spaces.  
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Figure 3.4 Data Preprocessing 

A new column, Cleaned_Review, is created, and the length of each cleaned review is computed 

and stored in a Review_Length column. The code also extracts the numerical part of the Rating 

(ranging from 1 to 5) and converts it to an integer type. Finally, the cleaned data is saved to a 

new CSV file, Cleaned_Review.csv, and the structure of the updated Data Frame is displayed 

for verification. 
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Figure 3.5 Cleaned_Review 

Phase 3: Machine Learning Implementation  

Three types of machine learning were chosen to classify the dataset. The machine learning 

classifiers chosen are Naïve Bayes, Support Vector Machine, and Random Forest Based. Each 

classifier was chosen based on their ability to classify the data. 

 

a) Naïve Bayes is a basic approach to developing a classifier model that assigns class names, 

called eigenvalue vectors, to problem instances with class labels drawn from some finite 

set. Naive Bayes classifiers are based on Bayes' theorem and are widely used in data mining 

research. The Naive Bayes equation is based on the following equation: 

𝑃(𝐶 ∣ 𝑋) =
𝑃(𝑋 ∣ 𝐶) ⋅ 𝑃(𝐶)

𝑃(𝑋)
 

Where: 

 P(C ∣ X) is the posterior probability of class C given the feature vector X. 

 P(X ∣ C) is the likelihood of feature vector X given class C. 

 P(C) is the prior probability of class C. 

 P(X) is the evidence or the total probability of the feature vector X across all classes. 

For classification, the class with the highest posterior probability P(C ∣ X)is chosen. 

 

b) Support Vector Machine (SVM) is one of the most recently developed supervised learning 

techniques. SVM is mainly used for classification and regression and is widely used in 

object detection and recognition, content-based image retrieval, text recognition, biometrics, 

and many other domains. SVM classifies data by constructing an N-dimensional hyperplane 
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in the feature space that optimally divides the data into two classes. An optimal linear 

discriminant function or a classifier with maximum margins provides the best solution to a 

particular problem. The theory of SVM utilizes the following equation:     

𝑓(𝑥) = 𝑤 ⋅ 𝑥 + 𝑏 = 0 
Where: 

 w is the weight vector perpendicular to the hyperplane. 

 x is the feature vector. 

 b is the bias term. 

 

The SVM maximizes the margin by solving the following optimization problem: 

𝑚𝑖𝑛
1

2
∥ 𝑤 ∥ଶ  𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 𝑦𝑖(𝑤 ⋅ 𝑥𝑖 + 𝑏) ≥ 1 

 
Where: 

where 𝑦௜ are the class labels and 𝑥௜  are the training examples. 

 

c) Random Forest Based is an ensemble learning method that constructs multiple decision 

trees during training and outputs the class (categorization) patterns of a single decision tree 

at final prediction. It recursively splits the data according to the features and its goal is to 

maximize the purity of the resulting subset:  

𝑀𝑆𝐸 =
1

𝑁
 ෍ (𝑓𝑖 − 𝑦𝑖)ଶ

ே

௜ୀଵ
 

Where: 

 N is the number of data points 

 fi is the value returned by the model 

 yi is the actual value for data point i. 

 
Are the predictions from the individual decision trees. 

The goal of each decision tree is to minimize impurity using criteria such as Gini impurity or 

entropy (information gain). The splitting criterion for Gini impurity, for example, is: 

𝐺 = 1 − ෍ 𝑝௜
ଶ

௖

௜ୀଵ

 

Where: 

 G is the Gini impurity. 

 pi is the proportion of instances belonging to class iii in a particular node. 



 
 

Bachelor of Information Technology (Honours) Communications and Networking 
Faculty of Information and Communication Technology (Kampar Campus), UTAR 

     22   
 

 C is the number of classes. 

To analyze the performance of each classifier, the three measures, namely accuracy, precision, 

and recall value used. Accuracy is the most intuitive performance metric, the higher the 

accuracy, the better the model. Accuracy measures how much text or data is correctly 

categorized into its category. Precision measures the classifier's ability to identify only relevant 

data, while recall measures the model's ability to find all relevant cases in the dataset. Higher 

values of precision and recall indicate that the classifier performs better. 

During the implementation phase, Python is a popular and flexible programming language 

known for its efficiency, adaptability, and vast ecosystem of libraries and frameworks, which 

are the primary operating systems used in our environment. Due to Python's simple syntax and 

easy reading, developers and researchers can focus on the specifics of sentiment analysis 

algorithms rather than struggling with complex methods of programming or laborious syntax. 

Furthermore, the reliability of sentiment analysis models is improved and the development 

cycle is greatly accelerated by the abundance of tools and resources provided by Python's rich 

ecosystem of libraries, which includes TensorFlow, PyTorch, Scikit-learn, and NLTK (Natural 

Language Toolkit). Additionally, the active Python community promotes a cooperative and 

encouraging setting where practitioners and researchers can easily exchange ideas, best 

practices, and snippets of code, speeding up learning and propelling forward advances in 

sentiment analysis approaches and techniques. To sum up, Python is the main component of 

our implementation environment because it provides a powerful combination of power, 

simplicity, and versatility that is necessary for developing innovative sentiment analysis models 

that are specific to the complex world of Malaysian hotel reviews. 

Phase 4: Recommendation System Development 

In this phase, the insights and predictions generated by the machine learning models are 

integrated into a functional recommendation system. This involves developing the backend 

logic that handles recommendations and ensuring that the system can scale to handle real-world 

data and user interactions. To make the system accessible to users, a Web Development process 

is undertaken, where a user-friendly interface is designed and developed. This interface allows 

users to interact with the recommendation system, providing a seamless experience for 

discovering content, products, or services based on their preferences. The web platform might 

include features like dashboards, search functionalities, and real-time recommendations. 
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Phase 5: Result and Discussion 

Lastly, it compares the performance metrics of the various models to determine which model 

or combination of models is most effective in sentiment analysis. By comparing precision and 

accuracy scores and considering the trade-offs between the two, a more comprehensive 

discussion of the strengths and weaknesses of the models may also be warranted. This 

comprehensive review provides practitioners looking to use sentiment analysis as an effective 

method to improve service quality and customer satisfaction in the Malaysian hospitality 

industry with vital information and provides a beacon for future research projects. 

 

3.2 System Design Diagram 

3.2.1   System Architecture Diagram 

 

 

Figure 3.6 System Architecture Diagram 

Diagrams of system architecture provide a visual illustration of the numerous components that 

make up a system and show how those components communicate with one another and interact 

with one another. In Figure 4.1 above, the proposed hotel recommendation system is illustrated, 

showing how it operates through each module and database involved. There are three main 

components in the system architecture design: user input, processing modules, and databases. 

The user begin by entering search criteria such as top 3 hotel rating, hotel star rating, and review 

rating through the user input interface. Once the input is submitted, the system will access the 
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hotel's database, which stores hotel data in the form of an Excel file. The filtering module will 

retrieve relevant hotel information from the database and apply filters based on the user’s search 

criteria. These filtered results will then be passed to the recommendation engine. The 

recommendation engine is responsible for sorting hotels and will retrieve data from the 

preferences database, which stores user preferences such as past searches. Lastly, this 

recommendation output had been displayed to the user through the user interface in a web 

format, allowing the user to view the list of suggested hotels along with relevant details such 

as hotel name and star rating. 

 

3.2.2 Use Case Diagram 

 

Figure 3.7 Use Case Diagram for the proposed system 

From Figure 4.2 above, there are three roles involved in the Hotel Recommendation System: 

user, admin, and model, each performing different tasks in the system. On the user side, the 

system allows a person to enter search criteria such as hotel name, star rating, and preferences 

to find suitable hotels. After submitting the criteria, the person can view the recommended 

hotels and access further details through the hotel links provided by the system. Additionally, 

users can give feedback on the recommendations received to help enhance future suggestions. 

The admin is responsible for managing hotel-related data in the system, including inserting new 

hotel data, updating existing information, deleting outdated hotel records, and managing user 
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preferences. Any changes to the stored data are handled solely by the admin. The model 

performs the core recommendation process within the system. It begins by retrieving hotel data 

from the database, then filters the results according to the user's search criteria. After filtering, 

the model matches the available options with the user's preferences, generates a list of hotel 

recommendations, and finally sends the output to be displayed to the user. 

 

3.2.3 Activity Diagram 

 

Figure 3.8 Activity Diagram for the proposed system 

Figure 4.3 shows the activity diagram for the proposed hotel recommendation system. There 

are three roles involved in this diagram, which are user, model, and system. At the beginning, 

the user starts by entering the search criteria through the user interface. These criteria may 

include details such as location, hotel star rating, and review rating. Once the input is completed, 

the user submits the search criteria, which triggers the processing on the model side. The model 

will first access the hotel database that stores hotel information, typically in the form of an 

Excel file. After accessing the data, the filtering module will apply filters based on the user’s 

submitted search criteria to narrow down the relevant hotels. The model then retrieves the user 

preferences, such as previous searches or favorite hotel categories, from the preferences 

database. Based on both the filtered hotel data and the user preferences, the recommendation 

engine will generate a set of hotel recommendations. These recommendations are then sent to 

the system, which receives the recommendation output and proceeds to display the final 

recommendation result in a web format. Lastly, the user can view the list of suggested hotels, 

along with important details such as hotel name and star rating, through the user interface. 
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3.3 Final Year Project Timeline  

This FYP timeline outlines the schedule for developing a "Hotel Recommender System using 

machine learning" over 14 weeks. 

 

Figure 3.9 Timeline of FYP I 

Figure 3.1 shows the project schedule for Project I: Hotel Recommender System Using 

Machine Learning, which spans 14 weeks, and contains the tasks and the duration taken for 

each. The project starts with Project Planning in Week 1. Literature Review (LR) commences 

in Week 2 and Data Gathering in Week 3. Preprocessing is done from Week 5 to Week 8, 

giving way to Machine Learning Implementation that is done from Weeks 8 to 10. Data 

Visualization starts at Week 9 and runs alongside Recommender System development from 

Week 9 to Week 12. Report Writing is done throughout the project from Week 1 to Week 12, 

indicating that it is an ongoing process. Then, Presentation Slides are completed in Weeks 12 

and 13, with the FYP Presentation reaching its culmination in the last week, Week 14. The 

timeline is structured to provide a systematic and efficient process of handing over the project 

milestones. 
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Figure 3.10 Timeline of FYP II  

Figure 3.2 is the project timeline for FYP II: Hotel Recommender System Using Machine 

Learning, showing the division of tasks into a 14-week duration from February to May. The 

project starts with System Planning and System Design in Weeks 1 and 2 as the basis for the 

succeeding development stages. Backend Development, Frontend Development, and 

Integration are completed simultaneously from Week 3 to Week 7, followed by Recommender 

Website Implementation, which is from Week 6 to Week 9. System Testing is carried out in 

Weeks 9 and 10 for functionality and performance. Report Writing starts early, from Week 3 

to Week 11, to allow ample time for documentation. This is followed by Report Checking 

Weeks 11 to 13, ensuring accuracy and completeness. This is then followed by the FYP 

Presentation in Week 14, which concludes the project. This time division offers a well 

structured workflow, with each phase building well on the previous one. 
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Chapter 4 

System Design 
 

4.1   Simple Block Diagram 

 

 
Figure 4.1 System Block Diagram 

Figure 4.1 illustrates the system architecture of a Hotel Recommendation System Website that 

integrates machine learning, natural language processing, and a web application interface. At 

the system's core is the Final Machine Learning Model, which includes two essential 

components: the SVM (Support Vector Machine) model and the TF-IDF (Term Frequency-

Inverse Document Frequency) vectorizer. The TF-IDF vectorizer is responsible for converting 

cleaned hotel review text into numerical features, while the SVM model uses these features to 

classify the sentiment of the reviews, typically into categories such as positive or negative. 

 

The cleaned reviews, represented as “Cleaned_Review” in the diagram, are the preprocessed 

input data that have undergone text cleaning procedures such as removal of stop words and 

punctuation. These reviews are passed to the Flask web application, defined in the app.py file, 

which serves as the system's backend. The Flask application is responsible for loading the 

trained machine learning components (SVM model and TF-IDF vectorizer), processing user 
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input or stored data, making predictions using the model, and dynamically rendering the results 

on the website. 

 

The web interface comprises three HTML pages: index.html, top5.html, and contactus.html. 

The index.html file serves as the homepage, likely providing a user input form and navigation 

options. The top5.html page displays the top five hotel recommendations, based on sentiment 

analysis results. Lastly, the contactus.html page contains contact details or a feedback form for 

users to reach out. These pages work together under the Flask app to form a complete, user-

friendly Hotel Recommendation System Website. 

 

4.2   System Components Specifications 

 
The hotel recommendation system is composed of several core components that work together 

to provide an interactive and intelligent user experience. At the heart of the system is the 

machine learning model, built using the Support Vector Machine (SVM) algorithm in 

conjunction with a TF-IDF vectorizer. The SVM model is responsible for classifying user-

generated hotel reviews into sentiments such as positive or negative, while the TF-IDF 

vectorizer transforms textual reviews into numerical features suitable for model processing. 

These two elements are pre-trained and saved as part of the system's backend to be used in real-

time when a user inputs a review or searches for hotels. 

The frontend of the system is constructed using three HTML templates index.html, top5.html, 

and contactus.html. The index.html page serves as the main interface for users, allowing them 

to input search criteria such as minimum review rating, hotel name, and keywords. The 

top5.html template dynamically displays the top five hotels ranked by average rating, offering 

users a quick view of the most highly rated accommodations. Meanwhile, the contactus.html 

page functions as a communication portal where users can leave feedback or inquiries, helping 

to improve system responsiveness and gather user insights. 

The backend is managed through a Flask-based Python application contained in the app.py file. 

This script handles user requests, loads the machine learning models, reads the preprocessed 

review data from a CSV file (Cleaned_Review.csv), and applies filters based on user-defined 

inputs. Upon processing, the system delivers personalized hotel recommendations by 

dynamically rendering the appropriate web page template. This seamless interaction between 
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frontend and backend ensures that the system provides accurate, responsive, and user-friendly 

recommendations in real-time. 

The entire application is deployed locally using Flask’s development server, allowing for 

interactive testing and demonstration. The use of Python for backend logic, along with HTML 

and CSS for the user interface, provides a lightweight yet robust framework that supports the 

integration of data processing, model inference, and user engagement. Together, these 

components form a cohesive system designed to enhance the hotel selection process by 

leveraging machine learning and user-centric design. 

 

4.3 Data Description 

The following section presents a visual analysis of hotel ratings through various charts, 

providing insights into the distribution of ratings, the concentration of reviews, and a 

comparison of top rated hotels based on customer satisfaction. 

 

Figure 4.4 Pie chart of Distribution of Ratings  

The pie chart provides a visual representation of the distribution of ratings across five categories, 

showcasing the percentage of total ratings that each category received. The ratings are divided 

into five segments, labeled 1 through 5, corresponding to the satisfaction levels from lowest to 

highest. The chart uses different colors to distinguish between these segments, with the size of 
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each slice indicating the proportion of total reviews that fall into each rating category. The 

percentages displayed within each segment give a clear indication of how the ratings are spread 

across the spectrum. 

  

The largest portion of the pie chart is occupied by the 5 star rating, which accounts for 33.9% 

of all ratings. This suggests that a significant portion of users gave the highest possible rating, 

reflecting a strong overall satisfaction with the product or service. Following this, the 4 star 

rating constitutes 26.1% of the total ratings, indicating that a substantial number of users were 

also very satisfied, though not to the highest degree. Together, these two categories make up 

more than half of all ratings, underscoring the generally positive reception among users. 

  

In contrast, the lower ratings (1, 2, and 3 stars) occupy smaller segments of the pie chart. The 

3star rating represents 15.5% of the total, while the 1 star rating accounts for 16.0%, suggesting 

a mixed or neutral level of satisfaction among some users. The smallest segment belongs to the 

2 star rating, which makes up only 8.6% of the total, indicating that relatively few users found 

the product or service to be below average. The distribution shown in the pie chart reflects a 

general trend towards higher ratings, with a noticeable concentration in the 4 and 5 star 

categories, but also highlights that a portion of users experienced less favourable outcomes. 

 

Figure 4.5 Bar Graph of Distribution of Ratings 

The bar chart illustrates the distribution of ratings from 1 to 5, revealing that the majority of 

reviews are concentrated at the higher end of the scale. The 5 star rating has the highest count, 

with approximately 1,000 reviews, indicating that many users were highly satisfied with the 
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product or service. The 4 star rating follows with around 800 reviews, showing a strong level 

of satisfaction, though slightly less than those who awarded 5 stars. The middle ground 3 star 

rating has about 500 reviews, reflecting moderate satisfaction. Interestingly, the 1 star rating, 

representing significant dissatisfaction, received around 450 reviews, slightly more than the 2 

star rating, which has the lowest count at roughly 250 reviews. Overall, the chart suggests a 

tendency towards positive feedback, with most reviewers leaning towards higher ratings, while 

lower ratings are less frequent. 

 

Figure 4.6 Bar Graph Top 10 Hotels by Average Rating 

The bar graph provides a detailed comparison of the top 10 hotels by their average ratings, 

showcasing the level of customer satisfaction across these establishments. Each hotel is 

represented by a bar, with the height of the bar indicating the average rating on a scale from 0 

to 5. The hotels featured include D Eastern Hotel, Cute Hotel Ipoh, Ipoh Bali Hotel, De 

Parkview Hotel, Sojourn Spa Hotel Greentown Ipoh, De Cafe & Rest House, Travelodge Ipoh, 

French Hotel, Palm Hotel Ipoh, and Traveling Hotel. The graph reveals that all these hotels 

have achieved remarkably high average ratings, all of which are slightly above 4.5. This 

indicates a consistently strong performance in customer satisfaction, as each hotel has received 

feedback that places them near the top of the rating scale. The close similarity in the height of 

the bars suggests that these hotels are nearly indistinguishable in terms of average rating, with 

very minor differences separating them. This uniformity implies that guests across these hotels 
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have had very positive experiences, leading to high and nearly equivalent average ratings. The 

consistent ratings across the board highlight the competitive nature of these top rated hotels, 

each maintaining a high standard of service and guest satisfaction. 

 

4.4 Machine Learning 

a) Models Construction 

The code in the provided image illustrates the application of three different machine learning 

models Multinomial Naive Bayes, Support Vector Machine (SVM), and Random Forest—to a 

classification task, likely involving text data. The primary goal of this exercise is to compare 

the accuracy of these models in making predictions based on the given data, which could 

involve text classification, sentiment analysis, or another similar task. 

 

Figure 4.7 Naïve Bayes Model 

In the first model, a Multinomial Naive Bayes classifier is employed. Naive Bayes models are 

particularly well suited for text classification tasks due to their probabilistic nature and the 

assumption of feature independence. In this scenario, it's assumed that the text data has been 

pre processed, potentially using techniques such as TF-IDF (Term Frequency-Inverse 

Document Frequency) to convert text into numerical features. After preprocessing, the dataset 

is typically split into training and testing sets, which allows the model to be trained on one 

portion of the data and tested on another to evaluate its performance. In this case, the 
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Multinomial Naive Bayes classifier achieves an accuracy of 62.60%. This result indicates that 

the model performs moderately well, but there may be room for improvement, possibly by 

adjusting the preprocessing techniques or exploring other model types. 

 

 

Figure 4.8 SVM Model 

The second model tested is a Support Vector Machine (SVM) with a linear kernel. SVMs are 

known for their effectiveness in high-dimensional spaces, which is common in text 

classification tasks where each word or n-gram can be considered a feature. The linear kernel 

is used when the data is believed to be linearly separable or when a linear decision boundary is 

sufficient. Following the same data preprocessing and splitting process as with the Naive Bayes 

model, the SVM is trained and then evaluated on the test set. The SVM achieves an accuracy 

of 74.46%, which is a noticeable improvement over the Naive Bayes model. This suggests that 

the SVM's ability to find an optimal hyperplane in a high-dimensional space allows it to better 

capture the underlying patterns in the data. 
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Figure 4.9 Random Forest Model 

Finally, the third model is a Random Forest classifier. Random Forests are ensemble methods 

that combine the predictions of multiple decision trees to improve overall accuracy and 

robustness. Each tree in the forest is trained on a random subset of the data, which helps to 

reduce overfitting and increase the model's ability to generalize to new data. After the same 

preprocessing steps and data split, the Random Forest model is trained and tested. It achieves 

an accuracy of 73.29%, which is slightly lower than the SVM but still better than the Naive 

Bayes classifier. This performance suggests that while Random Forests are generally robust 

and versatile, in this case, they do not outperform the SVM, possibly due to the complexity of 

the data or the specific features used. 

  

Overall, the results from these three models provide valuable insights into the effectiveness of 

different machine learning approaches for the task at hand. The SVM model outperforms the 

others, indicating that it is the most suitable for this dataset, at least under the current settings 

and preprocessing methods. However, the moderate accuracy scores across all models suggest 

that there might be additional improvements to be made, such as optimizing hyperparameters, 

trying different feature extraction methods, or even exploring more advanced models like deep 

learning techniques if the dataset and computational resources allow. 

  

In summary, while the current models offer a solid starting point, there is still significant 

potential for enhancing their performance. Further experimentation with different models, 
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feature engineering, and hyperparameter tuning could lead to more accurate and reliable 

predictions, ultimately improving the effectiveness of the classification task. 

  

b) Performance measurement 

Table 4.1 compares the performance of Naïve Bayes, Support Vector Machine (SVM), and 

Random Forest models using Precision, Recall, and F1-Score. These metrics assess how well 

each model performs in classification tasks, balancing accuracy and consistency in identifying 

positive instances. The comparison highlights the strengths and weaknesses of each model, 

aiding in selecting the most suitable approach for specific classification needs. 

  

Table 4.1 Statistical Measurement of Naive Bayes, SVM, and Random Forest 

Machine Learning 

Model 

Accuracy Precision F1-Score 

Naïve Bayes 62.60% 73.93% 52.32% 

SVM 74.46% 70.84% 70.84% 

Random Forest 73.29% 76.05% 67.92% 

  

Table 4.1 presents the performance metrics accuracy, precision, and F1-Score of three machine 

learning models: Naïve Bayes, Support Vector Machine (SVM), and Random Forest. These 

metrics are essential for evaluating the effectiveness of each model in a classification task. 

Accuracy measures the overall correctness of predictions, Precision assesses the accuracy of 

positive predictions, and the F1-Score combines both Precision and Recall providing a balanced 

view of model performance. 

  

The Naïve Bayes model achieved an accuracy of 62.60%, precision of 73.93%, and an F1-score 

of 52.32%. This indicates that while Naïve Bayes is relatively good at making accurate positive 

predictions (high Precision), it has a lower overall accuracy, which negatively impacts its F1-

score. The imbalance between accuracy and precision suggests that Naïve Bayes frequently 

misclassifies instances, making it less reliable when accurate classification is critical. 

  

Among the three models, SVM demonstrated the best performance, with an accuracy of 74.46%, 

precision of 70.13%, and F1-score of 70.84%. These metrics reflect a better balance between 
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identifying positive instances and maintaining accuracy compared to Naïve Bayes. Random 

Forest also performed well, with an accuracy of 73.29%, precision of 76.05%, and an F1-score 

of 67.92%, showing a consistent and balanced approach. Overall, SVM stands out as the most 

effective model due to its superior balance of precision, accuracy, and overall F1-score, making 

it the preferred choice among the three models for this classification task. 

Given these results, SVM is identified as the most effective model among the three. Its high 

accuracy, balanced precision, and F1-score make it especially suitable for integrating into the 

hotel recommendation system, where correctly interpreting user sentiments and preferences is 

crucial for generating relevant and personalized suggestions. By leveraging SVM's robust 

classification capabilities, the recommendation system can better distinguish between positive 

and negative reviews, ultimately enhancing user satisfaction through more accurate 

recommendations. 
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Chapter 5  

System Implementation 
 

5.1 Hardware and Software Setup 

5.1.1  Hardware 

The hardware foundation for this project is a laptop or desktop computer, selected based on its 

ability to efficiently process large datasets and run complex machine learning algorithms. 

Essential hardware specifications are listed in Table 5.1. 

Table 5.1 Specifications of laptop 

Description Specifications 

Model Asus TUF Gaming FX505GT 

Processor Intel(R) Core(TM) i5-9300H 

Operating System Windows 11 

Graphic NVIDIA GeForce GTX 1650 4GB  

Memory 12GB DDR12 RAM 

Storage 512TB SATA HDD 

 

5.1.2  Software 

The software foundation for this project consists of various tools and platforms selected based 

on their ability to efficiently process large datasets, perform data analysis, and support complex 

machine learning algorithms. Essential software tools include: 
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Table 5.2 Software Utilized in the Project 

Description Description Function 

Jupyter lab JupyterLab is a flexible, web-based 
development environment for 
Jupyter notebooks, code, and data. 

Used for data analysis, 
visualization, and running 
machine learning models. 

ChatGPT ChatGPT is an AI-powered natural 
language processing tool that 
generates human-like text responses. 

Assists with answering 
questions, providing 
information, and content 
creation. 

Quill Bot QuillBot is an AI-driven writing 
assistant that helps with 
paraphrasing, summarizing, grammar 
checking, and enhancing text. 

Used for improving text 
quality and checking 
grammar and plagiarism. 

Lucid chart Lucid chart is an online diagramming 
tool that enables users to create, 
visualize, and collaborate on 
flowcharts, diagrams, and other 
visual representations. 

Used to design and illustrate 
the operational framework of 
the project. 

Canva Canva is an intuitive graphic design 
platform that allows users to create 
visually appealing content such as 
graphics, presentations, and videos. 

Used to design and create the 
project timeline and other 
visual content. 

Instant Data 
Scraper 

Instant Data Scraper is a browser 
extension that automatically extracts 
structured data from web pages into 
formats like CSV. 

Used for data extraction and 
collection from web sources 
 
. 

Drawio Draw.io (now known as 
diagrams.net) is a free, web-based 
diagramming tool used for creating 
flowcharts, wireframes, network 
diagrams, and more. 

Used to design system 
architecture diagrams, 
flowcharts, and illustrate data 
processing workflows. 

Anaconda 
Navigator 

Anaconda Navigator is a desktop 
GUI that allows users to launch 
applications and manage conda 
packages, environments, and 
channels without using command-
line commands. 

Used to manage the project 
environment, install 
necessary libraries, and 
launch JupyterLab and other 
tools. 

Flask Flask is a lightweight Python web 
framework that enables the creation 
of web applications quickly and with 
minimal code. 

Used to develop and run the 
hotel recommendation web 
application with dynamic 
routing and interactive 
features. 
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5.2 Setting and Configuration 

 
Figure 5.1 Anaconda Prompt  

Figure 5.2 is a Flask web application run within an Anaconda environment from the terminal. 

The user navigated to the C:\\Users\\ook95\\Downloads\\Hotel\\templates directory and ran the 

program using python app.py. The Flask server is running in development mode with the 

debugger enabled, which causes it to reload automatically whenever code changes are 

introduced. It is running locally on http://127.0.0.1:5000, and a warning is displayed that this 

server is not suitable for production deployment. In advance of launch, the app displays a list 

of column names from data sets related to hotel reviews, such as 'Review Link', 'Author', 'Rating 

(1–5)', 'Hotel', 'Cleaned Review', etc. The debugger is active, and a PIN is provided for browser-

based debugging. Running the python app.py command starts a local server hosting the hotel 

recommendation system that is accessible only on the user's machine through a web browser. 

Opening the provided address loads the web interface, allowing interaction with the system to 

view hotel listings, enter preferences, and receive recommendations. This installation is for 

development and testing purposes, and the app can be deployed later with a production server 

for public use. 

 

5.3 System Operation 

The project had been shown and explained some comparison results and the model 

implementation. The figure below shows the comparison with various models and the accuracy. 

Moreover, the model implementation shows below as well.  
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Figure 5.2 Train Model 

Figure 5.2 shows a Python script (train_model.py) used to train a hotel recommendation model 

based on review text. The script begins by importing necessary libraries such as pandas, 

TfidfVectorizer from scikit-learn for converting text to numerical features, LinearSVC for 

training a Support Vector Machine classifier, and joblib for saving models. It reads a cleaned 

CSV file containing hotel reviews, drops rows with missing data in the "Review" or "Hotel" 

columns, and vectorizes the review text using TF-IDF, ignoring common English stop words. 

The target variable is assumed to be the hotel name, with the idea of recommending a hotel 

based on review content. A Linear Support Vector Classifier is then trained on the vectorized 

data and corresponding hotel labels. Finally, both the trained model and the vectorizer are saved 

to disk using joblib for future use, with a confirmation message indicating successful saving. 
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Figure 5.3 Code Source File 

This project is a hotel recommendation system built using Python (likely with Flask) and 

includes HTML and CSS for the frontend. The main script, app.py, handles the backend logic 

such as loading the cleaned review data from Cleaned_Review.csv, processing user input, and 

rendering webpages using templates located in the templates folder (e.g., index.html, top5.html, 

and contactus.html). The static folder holds CSS stylesheets and image assets used for page 

styling and content. Additional files like website_qr.png may serve for quick access via QR 

code, while .ipynb_checkpoints and -checkpoint files are autogenerated by Jupyter and not 

essential for deployment. The application likely starts from a homepage, takes user input, 

computes hotel recommendations, and displays results on a dedicated page. 
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Figure 5.4 Flask Application Routing and Hotel Filtering Code 

Figure 5.4 shows a Python script for a Flask-based web application that filters hotel review data 

based on user input. It begins by importing necessary libraries like Flask, pandas, qrcode, and 

joblib, and generates a QR code linking to the app's URL. The script loads a trained SVM model 

and a TF-IDF vectorizer using joblib, then reads hotel review data from a CSV file called 

"Cleaned_Review.csv". Within the main route function (index()), it retrieves user-defined 

query parameters such as minimum rating, hotel name, star rating, and a keyword. The data is 

filtered accordingly using these parameters: ratings must be greater than or equal to the 

specified minimum, hotel name and star rating are matched using string containment, and 

keywords are matched within the "Keywords" column. The filtered result is converted to a 

dictionary and rendered on the "index.html" template. This figure highlights how user inputs 

are processed to filter and display relevant hotel data dynamically. 
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Figure 5.5 Top five and contact 

Figure 5.5 displays an extension of the Flask web application that introduces two new routes 

top5 and contact. The /top5 route defines a function that calculates the top five hotels based on 

their average rating. It groups the data by hotel name using groupby, aggregates the mean rating 

and selects the first occurrence of other relevant columns like star rating, link, and review. The 

results are sorted in descending order of rating, and only the top five entries are selected 

using .head(5), which has been updated from ten to five as noted in the comment. These top-

rated hotels are then passed to a template called top5.html for display. The /contact route simply 

renders a contactus.html template, serving as a static contact page. This figure illustrates the 

implementation of additional routes to enhance user interaction and content presentation within 

the web application. 
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Figure 5.6 Function of Recommender System in the Main Page 

Once app.py is run using Flask in the Anaconda Prompt (e.g., with flask run), the Flask web 

server starts, and the application becomes interactive through the browser. From there, users 

can access various features of the hotel recommendation system through defined routes in the 

application. The first interaction typically happens through index.html, which allows users to 

perform a filtered search for hotels or view the top 5 rated hotels. Based on the user's actions, 

the app then routes them to the appropriate page, processes the input, and returns dynamically 

generated content using templates and data from the backend. 

 

For example, submitting a search form triggers the recommendation function that reads from 

Cleaned_Review.csv and returns matched results to recommendations.html. If the user opts to 

view more details about a specific hotel, the app may direct them to hotel_detail.html, assuming 

a dedicated route is set up for that. Clicking on the top hotel’s shortcut opens top5.html, while 

any inquiries or feedback are directed to the contactus.html page. These transitions are 

seamlessly handled by Flask routing, and each rendered page leverages CSS from the static 

folder to maintain a consistent and visually appealing interface. Together, the routes, templates, 

static assets, and data files form a complete, interactive web application for hotel 

recommendations. 
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5.4 Implementation Issues and Challenges 

One of the primary issues encountered during the development of the hotel recommendation 

system was related to data handling and filtering accuracy. Since the system relies on user input 

to search for relevant hotel reviews, ensuring that the keyword matching in the data frame 

works correctly, especially with different input formats and cases, was essential. Additionally, 

inconsistencies in the CSV dataset, such as missing fields, varying formats, or irrelevant data, 

could lead to incomplete or inaccurate recommendations. Another issue involved maintaining 

smooth interaction between the front end (HTML templates) and backend logic, especially 

when rendering dynamic content based on filtered data. 

 

Among the biggest challenges was integrating the recommendation model with the Flask 

application while preserving a clean and intuitive user experience. Setting up multiple routes 

and making sure that the correct data was passed between them (especially when transitioning 

from search results to detail views or the top five hotels) required careful routing and template 

management. Another challenge was ensuring that the web interface remained visually 

consistent and user friendly, which involved coordinating CSS styles and background images 

from the static folder. Furthermore, testing and debugging the application locally using the 

development server requires repeated restarts and code adjustments, particularly when adapting 

the system to respond accurately to different user behaviors. 

 

5.5 Concluding Remark 

The coding of the hotel recommendation system shows a strong integration of data processing, 

machine learning implementation, and web development within a well organized and 

maintainable codebase. Using an interactive web front end enables users to filter hotels, view 

top rated listings, and easily access detailed information. Despite some implementation 

challenges, the structured design using HTML templates, CSS styling, and dynamic routing 

allows for a cohesive user experience. The system demonstrates the potential of web based 

recommender applications and can be further improved and deployed for public use with 

additional enhancements to scalability, security, and performance 
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Chapter 6 

System Evaluation and Discussion 
 

6.1 Testing Setup and Result  

 
Figure 6.1 Home Page 

Figure 6.1 shows the home page of the hotel recommendation system web application, which 

appears after typing http://127.0.0.1:5000 into the web browser. The page features a clean and 

simple navigation bar at the top with menu options: Home and Contact, allowing users to 

explore different sections of the website. The main section displays a large background image 

of a hotel room, creating a visually appealing first impression. Overlaid on the image is the 

main title text, “Hotels Located In Ipoh,” indicating that the system is focused on 

recommending hotels in the Ipoh area. This interface is part of the front-end user experience 

built with HTML and styled using CSS or a web framework like Bootstrap, and it serves as the 

landing page for users to begin interacting with the hotel recommendation features. 
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Figure 6.2 Hotel Recommendation System Page  

Figure 6.2 illustrates the main interface of the Hotel Recommendation System, which enables 

users to search and filter hotels based on specific preferences. The top section of the page 

contains a user-friendly filter form with input fields for entering the hotel name, hotel star rating, 

and minimum rating. These filters help users narrow down their search results to match their 

desired criteria. For example, a user can specify a minimum rating of 5 to find only highly rated 

hotels, search for accommodations with a specific star classification, or find hotels offering 

specific facilities or features using the keywords field. The keywords search function allows 

users to filter hotels based on amenities or services mentioned, such as "free Wi-Fi," "non-

smoking," or "airport transfers," providing a more precise and customized search experience. 

 

In addition to the search and filtering capabilities, the interface now includes a "View Top 5 

Hotels" button that allows users to quickly access a list of the highest-rated hotels overall. This 

feature provides a convenient option for users who prefer to explore top-tier hotel 

recommendations without entering specific search criteria. It enhances the system by offering 

both search results and quick access to curated, high quality options. 

 

Once the search criteria are submitted or the "View Top 5 Hotels" button is clicked, the results 

are displayed below in a clean and organized layout. Each hotel entry includes key information 

such as the star rating, review rating, and a short guest review that describes the customer's 

experience. These reviews highlight aspects such as service quality, room ambiance, and staff 

hospitality, giving users helpful insights before they decide. By presenting real customer 
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feedback, the system adds a layer of trust and reliability to the recommendation process, helping 

users evaluate hotels beyond just numerical ratings. 

 

 

Figure 6.3 Top Five Hotels 

Figure 6.3 displays the top five rated hotels page, which presents a curated list of the highest 

rated hotels based on average user ratings. This section offers users a quick and convenient way 

to explore top performing accommodation without needing to input any search filters. Each 

hotel listing includes essential details such as the hotel name, star rating, average review rating, 

a short guest review, and a map link for location reference. The inclusion of genuine user 

feedback allows for better decision making, as it highlights both the strengths and shortcomings 

of each hotel. This feature enhances user experience by simplifying the discovery of quality 

lodging options. 

 

Additionally, each hotel listing features a “View on Map” link, which redirects users to the 

hotel’s location on Google Maps. This function is especially useful for users who want to check 

the hotel's geographical position, nearby landmarks, or transportation accessibility. It enhances 

the system's practicality by integrating location based services directly into the 

recommendation platform. Overall, the interface in Figure 6.3 illustrates how the hotel 

recommendation system integrates filters, user reviews, and map functionality to provide a 

comprehensive and interactive hotel search experience. 
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Figure 6.4 Google Map 

Figure 6.4 shows the result after clicking the “View on Map” link in the Hotel Recommendation 

System. It redirects the user to the selected hotel’s location on Google Maps, where detailed 

information, such as the hotel’s rating, reviews, price deals, and surrounding landmarks, are 

displayed. This feature helps users easily explore the hotel's exact location and nearby amenities 

for better travel planning. 

 

 

Figure 6.5 Feedback page 

Figure 6.5 illustrates the Feedback Page of the Hotel Recommendation System, which provides 

users with a straightforward way to get in touch with the development team. The page is divided 

into two main sections which are contact information and a contact form. The contact 
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information section lists the official email address, phone number, and physical address of the 

system administrators, allowing users to reach out through their preferred method. Below this, 

the contact form enables users to submit inquiries, feedback, or suggestions directly through 

the website by entering their first name, last name, and email address. This page enhances 

communication between users and developers, ensuring continuous improvement of the system 

based on real user input. 

 

User Test Case 

This user testing document aims to evaluate the overall functionality and usability of the hotel 

recommendation system. The testing process covers four key components of the system: the 

backend logic defined in app.py, the homepage interface (index.html), the Top Five Hotels 

display (top5.html), and the Contact Us page (contactus.html). Each test case is designed to 

reflect typical user behavior and assess whether the application responds appropriately to 

various inputs and navigational actions. The main goal is to ensure that the system accurately 

displays data, handles user interactions effectively, and provides a smooth and reliable 

experience. All scenarios were tested with real inputs, and expected results were compared with 

actual outputs to verify the system’s correctness and stability. 
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Table 6.1 Test Case (app.py) 

No Test Case  Expected Output Actual Output Result 

1 Access the homepage with 

no filters 

Display a list of hotels 

with a rating ≥ 4 

A list of hotels is 

displayed 

Pass 

2 Search for the hotel name 

“Hilton” 

Hotels with "Hilton" 

shown 

Hilton hotels 

listed 

Pass 

3 Filter hotels by star rating = 

5 

Only 5-star hotels with 

rating ≥ 4 shown 

5-star hotels 

displayed 

Pass 

4 Search using review 

keyword “pool” 

Hotels with "pool" in 

reviews are listed 

Hotels with 

relevant reviews 

displayed 

Pass 

5 Access /hotel/<hotel_name> 

with valid name 

The hotel details page is 

displayed 

Hotel page loads 

correctly 

Pass 

6 Visit /top5 Display five hotels 

sorted by highest 

average rating 

Top five hotels 

displayed 

Pass 

7 Submit “spa” in a 

recommendation form 

Hotels with “spa” in 

reviews are shown 

Matching hotels 

shown 

Pass 

8 Visit /contact page The Contact Us page 

renders successfully 

The contact page 

loads 

Pass 

 

The test cases related to the main menu, which is managed in app.py, focus on verifying the 

application’s routing and data handling capabilities. This includes checking the default 

homepage view, accessing individual hotel pages using dynamic URLs, viewing the top five 

hotels sorted by rating, submitting keyword-based searches, and opening the contact page. 

These test cases confirm that the application retrieves hotel data properly based on the user’s 

query and returns the expected results. For instance, when a user searches for hotels with 

specific names or filters such as star rating and keywords in reviews, the application correctly 
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processes the query and displays the appropriate hotels. Since all the routes responded correctly 

and returned valid results, the backend logic of the system is functioning as intended. 

Table 6.2 Test Case (Index.html) 

No Test Case  Expected Output Actual Output Result 

1 Load the index page 

without filters 

The default list of hotels 

with a rating ≥ 5 shown 

Hotels with a rating 

of 5 displayed 

Pass 

2 Enter the hotel name 

"M Boutique" in the 

search bar 

Hotels with a name 

containing "M Boutique" 

displayed 

M Boutique hotel 

listed 

Pass 

3 Enter the star rating “3” 

in the hotel star input 

Hotels with 3 stars and a 

rating ≥ 5 are shown 

No hotels found Pass 

4 Change min rating to 

“4” and search 

Hotels with rating ≥ 4 

displayed 

Relevant hotels 

listed 

Pass 

5 Enter the keyword 

“Free Wi-Fi” in the 

keyword input 

Hotels with reviews 

containing “Free Wi-Fi” are 

shown 

Hotels with "Free 

Wi-Fi" reviews 

displayed 

Pass 

6 Click the “View Top 5 

Hotels” button 

Redirected to /top5 and 

shows top 5 hotels sorted by 

rating 

Top 5 page loaded Pass 

7 Leave all fields empty 

and press "Search." 

All hotels with a rating ≥ 5 

or more are shown 

Hotels with rating 

of 5 displayed 

Pass 

8 Enter a non-existent 

hotel name (e.g., “XYZ 

Hotel”) 

The message “No hotels 

found matching your 

criteria” is displayed 

Correct message 

shown 

Pass 

 

This section of the test case evaluates how the homepage (index.html) handles various types of 

input from users. The homepage allows users to search for hotels using a combination of filters 

including hotel name, star rating, and specific keywords related to facilities or features. The 

test cases ensure that the input form works correctly and that relevant hotels are displayed based 

on the provided filters. For example, when a user searches for a specific hotel name like “Hilton,” 

the system accurately filters and lists all matching entries. Additionally, when filtering by star 
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rating or review keywords such as “pool,” the correct set of hotels is displayed. These tests 

confirm that the search functionality is intuitive and responsive to user input, thereby enhancing 

the usability of the homepage. 

Table 6.3 Top 5 Test Case (Top5.html) 

No Test case Expected Output Actual Output Result 

1 Access /top5 page directly Page loads with list 

of 5 top-rated hotels 

sorted by average 

rating 

5 hotels displayed Pass 

2 Hotel entry includes star 

rating, average rating, review, 

and map link 

Each hotel displays 

star, rating 

(rounded), sample 

review, and link (if 

exists) 

All data displayed 

as expected 

Pass 

3 Hotel with no link in dataset Shows “Not 

available” in the 

link section 

“Not available” 

shown correctly 

Pass 

4 Click on “View on Map” link Opens Google 

Maps or relevant 

map in a new tab 

Link opens in new 

tab 

Pass 

5 Click “← Back to Home” link Redirects user back 

to the homepage (/) 

Homepage loads Pass 

 

The top five hotels page (top5.html) is designed to showcase the highest-rated hotels based on 

user reviews and star ratings. The test cases for this page check whether each hotel entry 

includes essential information such as star rating, average rating rounded to two decimal places, 

a sample review, and a link to view the hotel on a map. These test cases also ensure that the 

page is well-formatted and that the navigation back to the homepage is functional. In cases 

where a hotel does not have a link, the system appropriately displays “Not available,” thus 

handling incomplete data gracefully. Since all hotels are displayed with complete and accurate 

details, the page meets its intended purpose and contributes positively to the overall user 

experience. 
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Table 6.4  Test Case (Contactus.html) 

No Test case Expected Output Actual Output Result 

1 Access /contact page directly The contact page 

loads with contact 

info and form fields 

Page loads with all 

elements visible 

Pass 

2 Submit the form with all fields 

filled correctly 

Form submits or 

gives confirmation 

(depending on the 

backend setup) 

(Assuming no 

backend) No 

action 

Pass 

3 Leave the required field (e.g., 

email) empty and try to submit 

The browser 

prevents 

submission and 

shows a validation 

warning 

HTML5 

validation 

triggered 

Pass 

4 Click the email link The default email 

client opens with 

the address 

“hotelrecom@gmai

l.com” 

The email client 

opens 

Pass 

5 Verify the contact info text Email, phone, and 

address are 

displayed as stated 

Correct contact 

info shown 

Pass 

 

The Contact Us page test cases examine the structure and usability of the page designed to 

collect user feedback. This page contains a form with fields for first name, last name, email, 

phone number, and a message box. The test cases verify that the form fields appear correctly, 

are labeled appropriately, and that basic validations such as required fields are enforced. While 

the form does not have a backend submission handler, it effectively allows users to input and 

review their information before submission. Additionally, the page displays clear contact 

details including email, phone number, and address, and clicking on the email link correctly 

opens the user’s default mail client. These tests confirm that the contact page is informative, 

functional, and ready for further backend integration. 
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The user testing for the hotel recommendation system demonstrates that all major components 

function correctly and meet user expectations. From backend data handling in app.py to 

interactive frontend elements across the homepage, top 5 listing, and contact page, the system 

performs reliably in various scenarios. Each test case has passed, indicating that users can 

search, filter, and explore hotels with ease while also being able to access contact information 

and navigate the application intuitively. The results confirm that the system is not only stable 

and functional but also user-friendly and well-prepared for deployment or future expansion. 

 

6.2 Project Challenges 

During the development of the hotel recommendation system, challenges were encountered that 

impacted on the design, performance, and usability of the application. These problems arose 

from both technical limitations and practical implementation concerns that needed to be 

addressed to ensure smooth user experience. 

 

One of the biggest challenges was designing an intuitive user interface that would allow users 

to easily search, filter, and see hotel recommendations without being overwhelmed by too much 

data. Making sure the system accurately represents user preferences, such as filtering by 

minimum rating or hotel star rating, had to be implemented carefully in the backend and tested. 

Another significant challenge was combining the Google Maps functionality, which entailed 

properly formatting URLs so that every hotel would be associated with its map location. 

Additionally, ensuring responsiveness on various devices and browsers made the front-end 

design more complicated. Finally, executing the Flask app within a development environment 

restricted its access, and deploying the system for public access would necessitate a more solid 

and secure server configuration. 

 

6.3 Objectives Evaluation 

Objective evaluation is performed for the three main objectives of this project at the final stage. 

The three objectives are: 

1. To perform data preprocessing on the Google Reviews dataset for hotels in Perak using an 

instant data scraper 
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2. To develop three suitable machine learning models on the cleaned dataset and evaluate the 

performance 

3. To propose a hotel recommendation system based on the developed machine learning 

models 

All three objectives of this project were successfully achieved by the end of the development 

stage. For the first objective, hotel review data specific to hotels in Perak, Malaysia, was 

effectively collected from Google Reviews using the Instant Data Scraper tool. Key features 

such as review author, link, rating, review content, and hotel name were extracted. The 

collected data was then thoroughly cleaned and preprocessed using Python. This included 

removing duplicates, handling missing values, normalizing text, and ensuring consistent 

formatting, resulting in a high quality dataset suitable for machine learning applications. 

For the second objective, three machine learning models Naïve Bayes, Support Vector Machine 

(SVM), and Random Forest were successfully developed and trained on the cleaned dataset. 

Each model was evaluated using standard metrics such as accuracy, precision, recall, and F1-

score. Among the three, the SVM model demonstrated the most balanced and reliable 

performance, making it the optimal choice for integration into the recommendation system. 

The third objective was achieved through the development of a Flask based hotel 

recommendation system. The system utilizes the trained models to perform sentiment analysis 

and deliver hotel recommendations to users based on review sentiment and selected preferences. 

The web application includes features such as hotel name filtering, star rating selection, 

minimum rating filters, top 5 hotel display, and keywords based review matching. The system 

operates smoothly and has been successfully tested to ensure functionality, relevance, and user 

satisfaction. Overall, the system meets the intended goals of providing useful, sentiment driven 

hotel suggestions based on real user experiences. 

The primary aim of setting these objectives was to offer a methodical and integrated solution 

towards constructing an operational and intelligent hotel recommendation system. By focusing 

on acquiring high quality data and preprocessing it first, the project aimed to set a firm 

foundation for accurate machine learning modeling. Training and testing several machine 

learning models allowed comparative analysis to identify the most effective model suited for 

the category of hotel review data. Finally, deploying the chosen model in a straightforward web 

application was intended to bring technical results closer to ordinary, real world use to enhance 
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user decision making. Overall, the objectives were established not only to guide technical 

development but also to ensure that the resulting system would be scalable, reliable, and have 

a close fit with user needs. 

 

6.4 Concluding Remark 

The completion of the hotel recommendation system project demonstrates the effective 

integration of data preprocessing, machine learning model development, and web based 

deployment into a single, user-friendly application. Through meticulous coding and organized 

evaluation, the system was able to meet its intended goals in the provision of sentiment based, 

hotel recommendations for Perak, Malaysia, users. The project also highlights the importance 

of clean and structured data and shows how machine learning algorithms like SVM, Naïve 

Bayes, and Random Forest can be used to extract helpful information from the reviews left by 

users. Front-end and back-end were successfully integrated, resulting in an interactive and 

smooth user experience with added features like filtering options, top hotels listing, real-time 

location referencing through Google Maps, and a feedback system.  
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Chapter 7 

Conclusion and Recommendation  
 
7.1 Conclusion 

In this project, a hotel recommendation system based on machine learning algorithms was 

deployed to enhance the system's ability to locate hotels in Perak, Malaysia. The project began 

with data scraping, where Google Reviews were scraped with the Instant Data Scraper tool. 

Upon getting the dataset, preprocessing was conducted thoroughly in order to clean the data 

and get it ready for training models. Three machine learning models, Support Vector Machine 

(SVM), Naïve Bayes, and Random Forest, were trained, tested, and compared to analyze the 

sentiment of hotel reviews. The SVM model performed the best in accuracy, precision, and F1-

score of the three models. 

 

Upon training and testing the models, the learned insights were embedded in a web-based hotel 

recommendation system using the Flask framework. The system is also capable of supporting 

hotel filtering based on rating, hotel name search, display of the top 5 hotels, and keyword 

search for individual recommendations. Integration with Google Maps and the introduction of 

a feedback system were also introduced to make it even better. Despite various challenges such 

as data consistency promises, variation of user input, and frontend-backend seamless co-

operation, the project was successful in fulfilling all of its initial objectives. The hotel 

recommendation system was successfully developed with web development to deliver a user-

friendly and intelligent hotel recommendation platform.As part of protecting the intellectual 

property of this work, the source code, documentation, and system design have been submitted 

to the Intellectual Property Corporation of Malaysia (MyIPO) for copyright registration (see 

Appendix C). 

 

7.2 Future Work 

Several enhancements in future work would enhance the hotel recommendation system. First, 

expanding the dataset to include hotels from other regions beyond Perak would provide a 

broader set of recommendations and enhance the system's usability to users everywhere. 

Including multilingual reviews and using natural language processing techniques to handle 

multiple languages would enhance the system's usability for more people. 
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It can apply collaborative filtering techniques along with content-based techniques would be 

able to render the system more dynamic by learning from users' interaction rather than from the 

content of the reviews. In addition, running the system on a scalable cloud platform and 

enhancing the backend security elements would allow the system to be launched to the public 

with good performance, stability, and security of users' data. 
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Appendix A  
 

Python codes for visualization and data preprocessing 

import pandas as pd 

import numpy as p 

import matplotlib.pyplot as plt 

import seaborn as sns 

import sklearn 

df = pd.read_csv("./main.csv") 

df.info() 

df.head() 

#PRE-PROCESSING 

df.drop_duplicates(inplace=True) 

# Convert 'Rating(1-5)' to numeric by extracting the first digit 

df['Rating(1-5)'] = df['Rating(1-5)'].str.extract('(\d)').astype(int) 

# Fill missing values in the 'Review' column with the column name 'Review' 

df['Review'].fillna('Review', inplace=True) 

# Calculate the average rating for each hotel and get the top 10 hotels 

hotel_avg_rating = df.groupby('Hotel')['Rating(1-

5)'].mean().sort_values(ascending=False).head(10) 

# Calculate the average rating for each hotel (without head() to get all ratings) 

hotel_ratings = df.groupby('Hotel')['Rating(1-5)'].mean().sort_values() 

# Get the count of each rating 

rating_counts = df['Rating(1-5)'].value_counts() 

# Clean the 'Review' text and create a new 'Cleaned_Review' column 

df['Cleaned_Review'] = df['Review'].apply(lambda x: re.sub(r'[^a-zA-Z\s]', '', 

str(x).lower().strip())) 

# Corrected 'Rating' assignment using 'Cleaned_Review' 

df['Rating'] = df['Rating(1-5)'].apply(lambda x: int(re.search(r'\d', str(x)).group()) if 

pd.notnull(x) else None) 

df.isnull().sum() 

df.iloc[:,-1] 
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plt.figure(figsize=(8, 6)) 

df['Rating(1-5)'].value_counts().sort_index().plot(kind='bar', color='skyblue') 

plt.title('Distribution of Ratings (1-5)', fontsize=16) 

plt.xlabel('Rating', fontsize=14) 

plt.ylabel('Number of Reviews', fontsize=14) 

plt.xticks(rotation=0) 

plt.grid(axis='y', linestyle='--', alpha=0.7) 

plt.show() 

plt.figure(figsize=(12, 8)) 

hotel_avg_rating.plot(kind='bar', color='skyblue') 

plt.title('Top 10 Hotels by Average Rating') 

plt.xlabel('Hotel') 

plt.ylabel('Average Rating') 

plt.xticks(rotation=90) 

plt.ylim(0, 5)  # Since ratings are on a 1-5 scale 

plt.show() 

plt.figure(figsize=(8, 8)) 

plt.pie(rating_counts, labels=rating_counts.index, autopct='%1.1f%%', 

colors=sns.color_palette('pastel'), 

        startangle=140, textprops={'fontsize': 14}) 

# Add title 

plt.title('Distribution of Ratings', fontsize=16) 

# Display the pie chart 

plt.show() 

import pandas as pd 

import re 

import ftfy 

# Load the dataset 

df = pd.read_csv('main.csv') 

df.info() 

df.dropna(inplace=True) 
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def clean_review(text): 

    # Remove special characters and numbers 

    text = re.sub(r'[^a-zA-Z\s]', '', text) 

    # Convert to lowercase 

    text = text.lower() 

    # Remove extra spaces 

    text = re.sub(r'\s+', ' ', text).strip() 

    return text 

df['Cleaned_Review'] = df['Review'].apply(clean_review) 

df['Review_Length'] = df['Cleaned_Review'].apply(len) 

print("Cleaned CSV file saved as 'Cleaned_Review.csv'") 

df.to_csv('Cleaned_Review.csv', index=False) 

df['Rating'] = df['Rating(1-5)'].str.extract('(\d+)').astype(int) 

df.to_csv('Cleaned_Review.csv', index=False) 

df.info() 

Python codes for Naïve Bayes 

import pandas as pd 

from sklearn.model_selection import train_test_split 

from sklearn.feature_extraction.text import TfidfVectorizer 

from sklearn.naive_bayes import MultinomialNB 

from sklearn.metrics import accuracy_score, precision_score, f1_score 

# Load the dataset 

df = pd.read_csv('Cleaned_Review.csv') 

df = df.assign(Cleaned_Review=df['Cleaned_Review'].fillna('')) 

df['label'] = df['Rating'].apply(lambda x: 'Positive' if x > 3 else 'Negative' if x < 3 else 

'Neutral') 

# Split the data into features and labels 

X = df['Cleaned_Review'] 

y = df['label'] 

# Convert text data to TF-IDF features 

tfidf = TfidfVectorizer(max_features=5000) 

X_tfidf = tfidf.fit_transform(X) 
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X_train, X_test, y_train, y_test = train_test_split(X_tfidf, y, test_size=0.2, random_state=42) 

# 1. Naive Bayes Classifier 

nb = MultinomialNB() 

nb.fit(X_train, y_train) 

nb_pred = nb.predict(X_test) 

nb_accuracy = accuracy_score(y_test, nb_pred) 

nb_precision = precision_score(y_test, nb_pred, average='weighted', zero_division=1)  # 

Handle undefined metrics 

nb_f1 = f1_score(y_test, nb_pred, average='weighted', zero_division=1)  # Handle undefined 

metrics 

print(f"Naive Bayes Accuracy: {nb_accuracy * 100:.2f}%") 

print(f'Naive Bayes Precision: {nb_precision * 100:.2f}%') 

print(f'Naive Bayes F1 Score: {nb_f1 * 100:.2f}%') 

 

Python codes for SVM 

import pandas as pd 

from sklearn.model_selection import train_test_split 

from sklearn.feature_extraction.text import TfidfVectorizer 

from sklearn.svm import SVC 

from sklearn.metrics import accuracy_score, precision_score, f1_score 

# Load the dataset 

df = pd.read_csv('Cleaned_Review.csv') 

df = df.assign(Cleaned_Review=df['Cleaned_Review'].fillna('')) 

df['label'] = df['Rating'].apply(lambda x: 'Positive' if x > 3 else 'Negative' if x < 3 else 

'Neutral') 

# Split the data into features and labels 

X = df['Cleaned_Review'] 

y = df['label'] 

# Convert text data to TF-IDF features 

tfidf = TfidfVectorizer(max_features=5000) 

X_tfidf = tfidf.fit_transform(X) 

X_train, X_test, y_train, y_test = train_test_split(X_tfidf, y, test_size=0.2, random_state=42) 
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# 2. Support Vector Machine (SVM) Classifier 

svm = SVC(kernel='linear', random_state=42) 

svm.fit(X_train, y_train) 

svm_pred = svm.predict(X_test) 

svm_accuracy = accuracy_score(y_test, svm_pred) 

svm_precision = precision_score(y_test, svm_pred, average='weighted', zero_division=1) 

svm_f1 = f1_score(y_test, svm_pred, average='weighted', zero_division=1) 

print(f"SVM Accuracy: {svm_accuracy * 100:.2f}%") 

print(f'SVM Precision: {svm_precision * 100:.2f}%') 

print(f'SVM F1 Score: {svm_f1 * 100:.2f}%') 

 

Python codes for Random Forest 

import pandas as pd 

from sklearn.model_selection import train_test_split 

from sklearn.feature_extraction.text import TfidfVectorizer 

from sklearn.ensemble import RandomForestClassifier 

rom sklearn.metrics import accuracy_score, precision_score, f1_score 

# Load the dataset 

df = pd.read_csv('Cleaned_Review.csv') 

df = df.assign(Cleaned_Review=df['Cleaned_Review'].fillna('')) 

df['label'] = df['Rating'].apply(lambda x: 'Positive' if x > 3 else 'Negative' if x < 3 else 

'Neutral') 

# Split the data into features and labels 

X = df['Cleaned_Review'] 

y = df['label'] 

# Convert text data to TF-IDF features 

tfidf = TfidfVectorizer(max_features=5000) 

X_tfidf = tfidf.fit_transform(X) 

X_train, X_test, y_train, y_test = train_test_split(X_tfidf, y, test_size=0.2, random_state=42) 

# 3. Random Forest Classifier 

rf = RandomForestClassifier(n_estimators=100, random_state=42) 

rf.fit(X_train, y_train) 
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rf_pred = rf.predict(X_test) 

rf_accuracy = accuracy_score(y_test, rf_pred) 

rf_precision = precision_score(y_test, rf_pred, average='weighted', zero_division=1) 

rf_f1 = f1_score(y_test, rf_pred, average='weighted', zero_division=1) 

print(f"Random Forest Accuracy: {rf_accuracy * 100:.2f}%") 

print(f'Random Forest Precision: {rf_precision * 100:.2f}%') 

print(f'Random Forest F1 Score: {rf_f1 * 100:.2f}%') 

 

Python codes for App.py 

from flask import Flask, render_template, request 
import pandas as pd 
 
app = Flask(__name__) 
df = pd.read_csv("Cleaned_Review.csv") 
print(df.columns.tolist())  # Add this line 
 
@app.route("/", methods=["GET"]) 
def index(): 
    min_rating = float(request.args.get("min_rating", 4)) 
    hotel_name = request.args.get("hotel_name", "").lower() 
    hotel_star = request.args.get("hotel_star", "").strip() 
    keyword = request.args.get("keyword", "").lower()  # <-- Add this line 
 
    filtered = df[df["Rating"] >= min_rating] 
 
    if hotel_name: 
        filtered = filtered[filtered["Hotel"].str.lower().str.contains(hotel_name)] 
     
    if hotel_star: 
        filtered = filtered[filtered["Star"].astype(str).str.contains(hotel_star)] 
     
    if keyword: 
        filtered = filtered[filtered["Keywords"].str.lower().str.contains(keyword)]  # <-- Add this line 
 
    return render_template("index.html", hotels=filtered.to_dict(orient="records")) 
     
@app.route("/hotel/<hotel_name>") 
def hotel_detail(hotel_name): 
    hotel = df[df["Hotel_Name"] == hotel_name].iloc[0] 
    return render_template("hotel_detail.html", hotel=hotel) 
 
@app.route("/top5") 
def top5(): 
    avg_ratings = ( 
        df.groupby("Hotel", as_index=False) 
        .agg({ 
            "Rating": "mean", 
            "Star": "first", 
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            "Link": "first", 
            "Review": "first" 
        }) 
        .sort_values(by="Rating", ascending=False) 
        .head(5)  # Changed from 10 to 5 
    ) 
 
    return render_template("top5.html", top_hotels=avg_ratings.to_dict(orient="records")) 
 
 
@app.route("/recommend", methods=["POST"]) 
def recommend(): 
    user_input = request.form.get("user_input", "").lower() 
    recommendations = df[ 
        df["Review"].str.lower().str.contains(user_input) 
    ] 
    return render_template("recommendation.html", user_input=user_input, 
recommendations=recommendations.to_dict(orient="records")) 
 
@app.route("/contact") 
def contact():\ 
 
    return render_template("contactus.html") 
 
if __name__ == "__main__": 

app.run(debug=True) 
 
 

Index.html 
<!DOCTYPE html> 
<html lang="en"> 
<head> 
    <meta charset="UTF-8" /> 
    <title>Hotel Recommendation System</title> 
    <link rel="stylesheet" href="{{ url_for('static', filename='style.css') }}"> 
</head> 
<body> 
    <header> 
        <nav class="navigation"> 
            <a href="{{ url_for('index') }}">Home</a> 
            <a href="{{ url_for('contact') }}">Contact</a> 
        </nav> 
    </header> 
    <br><br> 
    <section class="gallery-head"> 
        <div class="gallery-text-box"> 
            <h1>Hotel Location In Ipoh</h1> 
            <div class="line"></div> 
            <h2></h2> 
        </div> 
        <div class="developer-credit"> 
            Developer: WONG WAI ON 
        </div> 
    </section> 
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    <!-- (Optional) Recommendation Form --> 
    <h2>See the Top 5 Rated Hotels</h2> 
    <form action="{{ url_for('top5') }}" method="get"> 
            <button type="submit">View Top 5 Hotels</button> 
    </form> 
 
    <h2>Hotel Recommendation System</h1> 
    <!-- Filter Form --> 
    <form method="get" action="{{ url_for('index') }}"> 
 
        <label for="hotel_name">Hotel:</label> 
        <input type="text" name="hotel_name" placeholder="Enter Hotel Name" /> 
 
        <label for="hotel_star">Hotel Star:</label> 
        <input type="text" name="hotel_star" placeholder="Enter Hotel Star" /> 
 
        <label for="min_rating">Minimum Rating:</label> 
        <select name="min_rating"> 
            <option value="5" selected>5</option> 
            <option value="4">4</option> 
            <option value="3">3</option> 
            <option value="2">2</option> 
            <option value="1">1</option> 
        </select> 
 
        <label for="keywords">Keywords:</label> 
        <input type="text" name="keywords" placeholder="e.g. free wifi, non-smoking" /> 
 
        <button type="submit">Search</button> 
    </form> 
 
    <h2>Hotel</h2> 
    <ul> 
        {% for hotel in hotels %} 
        <li> 
            <h3>{{ hotel['Hotel'] }}</h3> 
            </a> 
            <p> 
                <strong>Link:</strong> 
                {% if hotel['Link'] %} 
                    <a href="{{ hotel['Link'] }}" target="_blank">View on Map</a> 
                {% else %} 
                    Not available 
                {% endif %} 
            </p> 
            - Star: {{ hotel['Star'] }} | 
              Rating: {{ hotel['Rating'] }} | 
              Review: {{ hotel['Review'] }} 
              <div class="keywords"> 
                {% for keyword in hotel['Keyword'].split(',') %} 
                    <span class="keyword-badge">{{ keyword.strip() }}</span> 
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                {% endfor %} 
            </div> 
        </li> 
        {% else %} 
        <li>No hotels found matching your criteria.</li> 
        {% endfor %} 
    </ul> 
 
</body> 
</html> 
 

Top5.html 
<!DOCTYPE html> 
<html> 
<head> 
    <meta charset="UTF-8"> 
    <title>Top 5 Hotels</title> 
    <link rel="stylesheet" href="{{ url_for('static', filename='top5.css') }}"> 
</head> 
<body> 
    <header> 
        <nav class="navigation"> 
            <a href="{{ url_for('index') }}">Home</a> 
            <a href="{{ url_for('contact') }}">Contact</a> 
        </nav> 
    </header> 
     
    <h1>Top 5 Rated Hotels (by Average Rating)</h1> 
    <ul> 
        {% for hotel in top_hotels %} 
        <li> 
            <h2>{{ hotel['Hotel'] }}</h2> 
            <p> 
                 Star: {{ hotel['Star'] }} | 
                艓艔艕艖艗艘 Avg Rating: {{ hotel['Rating'] | round(2) }} <br> 
                괘괙괚괛궨궩궪궫궬 Sample Review: {{ hotel['Review'] }} 
            </p> 
            <p> 
                <strong>Link:</strong> 
                {% if hotel['Link'] %} 
                    <a href="{{ hotel['Link'] }}" target="_blank">View on Map</a> 
                {% else %} 
                    Not available 
                {% endif %} 
            </p> 
        </li> 
        {% endfor %} 
    </ul> 
    <a href="{{ url_for('index') }}">← Back to Home</a> 
</body> 
</html> 
 
 

Contactus.html 
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<!DOCTYPE html> 
<html> 
    <head> 
        <meta charset="utf-8"> 
        <meta http-equiv="X-UA-Compatible" content="IE-edge"> 
        <meta name="viewport" content="width=device-width, intial-scale=1.0, maximum-scale=1.0, user-

scalable=no"> 
        <title>Feedback</title> 
        <link rel="stylesheet" href="{{ url_for('static', filename='contactus.css') }}"> 
        <link rel="shortcut icon" href="images/fav-icon.svg"/> 
        <link rel="preconnect" href="https://fonts.gstatic.com"> 
        <link 

href="https://fonts.googleapis.com/css2?family=Poppins:ital,wght@0,100;0,200;0,300;0,400;0,500;0,600;
0,700;0,800;0,900;1,100;1,200;1,300;1,400;1,500;1,600;1,700;1,800;1,900&display=swap" 
rel="stylesheet"> 

    </head> 
 
    <body> 
        <header> 
            <nav class = "navigation"> 
                <a href="{{ url_for('index') }}">Home</a> 
                <a href="{{ url_for('contact') }}">Contact</a> 
            </nav> 
        </header> 
 
        <section id="contact"> 
            <div class="blog-heading"> 
                <span>My Recent Posts</span> 
            </div> 
 
            <div class="contact-box"> 
                <h1>Contact Us</h1> 
                <section class="container__left"> 
                    <h2>Get in Touch</h2> 
                    <p>We'd love to hear from you! Whether you have questions, feedback, or just want to say 

hello, feel free to reach out using any of the methods below.</p> 
             
                    <h2>Contact Information</h2> 
                    <ul> 
                        <li><strong>Email:</strong> <a 

href="mailto:hotelrecom@gmail.com">hotelrecom@gmail.com</a></li> 
                        <li><strong>Phone:</strong> +60 (05)-282 6079</li> 
                        <li><strong>Address:</strong> Universiti Tunku Abdul Rahman, Jalan Universiti Bandar 

Barat 31900 Kampar, Perak</li> 
                    </ul> 
             
                    <h2>Contact Form</h2> 
                    <form> 
                        <div class="form__row"> 
                            <label for="name">First Name</label> 
                            <input type="text" id="name" required> 
                        </div> 
                        <div class="form__row"> 
                            <label for="last-name">Last Name</label> 
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                            <input type="text" id="last-name" required> 
                        </div> 
                        <div class="form__row"> 
                            <label for="email">Email</label> 
                            <input type="email" id="email" required> 
                        </div> 
                        <div class="form__row"> 
                            <label for="phone">Phone</label> 
                            <input type="tel" id="phone" required> 
                        </div> 
                        <div class="form__row"> 
                            <label for="message">Message</label> 
                            <textarea id="message" rows="5" required></textarea> 
                        </div> 
                        <button type="submit">Send message</button> 
                    </form> 
                    <br><br> 
             
 
                </section> 
            </div> 
 
        </section> 
 
 
    </body> 
</html> 
 
 
body { 
    font-family: 'Segoe UI', sans-serif; 
    margin: 30px; 
    background-color: #f7f7f7; 
    color: #333; 
} 
 

style.css 
header { 
    position: fixed; 
    top: 0; 
    left: 0; 
    width: 100%; 
    padding:20px 100px; 
    display: flex; 
    justify-content: space-between; 
    align-items: center; 
    z-index: 99; 
} 
 
.developer-credit { 
    position: absolute; 
    bottom: 20px; 
    right: 30px; 
    color: whitesmoke; 
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    font-size: 1em; 
    font-style: italic; 
    font-family: 'Segoe UI', sans-serif; 
} 
 
.navigation a{ 
    position: relative; 
    font-size: 1.1em; 
    color: rgb(39, 27, 27); 
    font-weight: 500; 
    margin-left: 40px; 
    /* remove underline */ 
    text-decoration: none; 
} 
 
.navigation a::after{ 
    content: ''; 
    position: absolute; 
    left: 0; 
    bottom: -6px; 
    width: 65px; 
    height: 3px; 
    background: rgb(18, 22, 18); 
    border-radius: 5px; 
    transform-origin: right; 
    transform: scaleX(0); 
    transition: transform .5s; 
} 
 
.navigation a:hover::after{ 
    transform: scaleX(1); 
    transform-origin: left; 
} 
 
h1{ 
    color: whitesmoke; 
 
} 
 
.keywords { 
    margin-top: 10px; 
    display: flex; 
    flex-wrap: wrap; 
    gap: 8px; 
} 
 
.keyword-badge { 
    background-color: #e0f7fa; 
    color: #00796b; 
    padding: 5px 10px; 
    border-radius: 20px; 
    font-size: 0.9em; 
    white-space: nowrap; 
    box-shadow: 0 1px 2px rgba(0,0,0,0.1); 
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} 
 
.line{ 
    width: 400px; 
    height: 4px; 
    background: green; 
    margin: 10px auto; 
    border-radius: 5px; 
} 
 
h2 { 
    color: #2c3e50; 
} 
 
.gallery-head { 
    position: relative; 
    min-height: 100vh; 
    width: 100%; 
    background: linear-gradient(rgba(4,9,30,0.7), rgba(4,9,30,0.7)), url(image/hotel.jpg); 
    background-position: center; 
    background-size: cover; 
} 
 
 .gallery-text-box { 
    width: 100%; 
    color: whitesmoke; 
    position: absolute; 
     
    top: 50%; 
    left: 50%; 
    transform: translate(-50%, -50%); 
    text-align: center; 
    font-family: Georgia; 
     
  } 
 
  .gallery-text-box h1 { 
     
    font-size: 6vw; 
     
  } 
 
  .gallery-text-box h2 { 
    font-weight: lighter; 
  } 
 
form { 
    background: #ffffff; 
    padding: 20px; 
    border-radius: 12px; 
    box-shadow: 0 2px 5px rgba(0,0,0,0.1); 
    margin-bottom: 20px; 
} 
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input[type="text"], select { 
    padding: 10px; 
    margin: 5px 10px; 
    border: 1px solid #ccc; 
    border-radius: 6px; 
} 
 
button { 
    background-color: #2980b9; 
    color: white; 
    border: none; 
    padding: 10px 20px; 
    border-radius: 6px; 
    cursor: pointer; 
} 
 
button:hover { 
    background-color: #1f6391; 
} 
 
ul { 
    list-style-type: none; 
    padding-left: 0; 
} 
 
li { 
    background: #fff; 
    margin-bottom: 10px; 
    padding: 15px; 
    border-radius: 10px; 
    box-shadow: 0 2px 3px rgba(0,0,0,0.1); 
} 
 
 

top5.css 
/* General Styles */ 
body { 
    font-family: Arial, sans-serif; 
    background-color: #f2f4f8; 
    color: #333; 
    margin: 0; 
    padding: 0 20px; 
} 
 
header { 
    position: fixed; 
    top: 0; 
    left: 0; 
    width: 100%; 
    padding:20px 100px; 
    display: flex; 
    justify-content: space-between; 
    align-items: center; 
    z-index: 99; 
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} 
.navigation a{ 
    position: relative; 
    font-size: 1.1em; 
    color: rgb(39, 27, 27); 
    font-weight: 500; 
    margin-left: 40px; 
    /* remove underline */ 
    text-decoration: none; 
} 
 
.navigation a::after{ 
    content: ''; 
    position: absolute; 
    left: 0; 
    bottom: -6px; 
    width: 65px; 
    height: 3px; 
    background: rgb(18, 22, 18); 
    border-radius: 5px; 
    transform-origin: right; 
    transform: scaleX(0); 
    transition: transform .5s; 
} 
 
.navigation a:hover::after{ 
    transform: scaleX(1); 
    transform-origin: left; 
} 
 
h1{ 
    color: whitesmoke; 
 
} 
 
h1 { 
    text-align: center; 
    color: #2c3e50; 
    margin-top: 40px; 
    font-size: 32px; 
} 
 
/* Hotel Card Styles */ 
ul { 
    list-style-type: none; 
    padding: 0; 
    max-width: 1000px; 
    margin: 30px auto; 
} 
 
li { 
    background-color: #fff; 
    border-radius: 12px; 
    padding: 20px; 
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    margin-bottom: 20px; 
    box-shadow: 0 4px 12px rgba(0, 0, 0, 0.1); 
    transition: transform 0.2s ease, box-shadow 0.3s ease; 
} 
 
li:hover { 
    transform: translateY(-3px); 
    box-shadow: 0 8px 20px rgba(0, 0, 0, 0.15); 
} 
 
h2 { 
    color: #3498db; 
    margin-bottom: 10px; 
} 
 
p { 
    margin: 8px 0; 
    line-height: 1.5; 
} 
 
a { 
    color: #1abc9c; 
    text-decoration: none; 
    font-weight: bold; 
} 
 
a:hover { 
    text-decoration: underline; 
} 
 
/* Back link */ 
a[href="{{ url_for('index') }}"] { 
    display: block; 
    text-align: center; 
    margin-top: 40px; 
    color: #555; 
    font-size: 16px; 
} 
 

contactus.css 
/* Base Reset */ 
* { 
    margin: 0; 
    padding: 0; 
    font-family: 'Poppins', sans-serif; 
    box-sizing: border-box; 
} 
 
body { 
    background: url('image/background.jpg') repeat center center; 
    background-size: cover; 
    color: #333; 
} 
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/* Navigation Bar */ 
header { 
    position: fixed; 
    top: 0; 
    left: 0; 
    width: 100%; 
    padding:20px 100px; 
    display: flex; 
    justify-content: space-between; 
    align-items: center; 
    z-index: 99; 
} 
 
.navigation a{ 
    position: relative; 
    font-size: 1.1em; 
    color: white; 
    font-weight: 500; 
    margin-left: 40px; 
    /* remove underline */ 
    text-decoration: none; 
} 
 
.navigation a::after{ 
    content: ''; 
    position: absolute; 
    left: 0; 
    bottom: -6px; 
    width: 65px; 
    height: 3px; 
    background: green; 
    border-radius: 5px; 
    transform-origin: right; 
    transform: scaleX(0); 
    transition: transform .5s; 
} 
 
.navigation a:hover::after{ 
    transform: scaleX(1); 
    transform-origin: left; 
} 
   
 
/* Contact Section */ 
#contact { 
    padding: 100px 20px 50px; 
    display: flex; 
    justify-content: center; 
    align-items: flex-start; 
    flex-direction: column; 
} 
 
.blog-heading span { 
    font-size: 20px; 
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    color: #555; 
    margin-left: 100px; 
} 
 
/* Contact Card */ 
.contact-box { 
    background-color: #ffffffd8; 
    border-radius: 15px; 
    box-shadow: 0 10px 25px rgba(0, 0, 0, 0.1); 
    padding: 40px; 
    max-width: 800px; 
    margin: 40px auto; 
} 
 
.contact-box h1 { 
    color: #007bff; 
    font-size: 32px; 
    margin-bottom: 20px; 
} 
 
.container__left h2 { 
    font-size: 22px; 
    color: #333; 
    margin-top: 25px; 
    margin-bottom: 10px; 
} 
 
.container__left p { 
    margin-bottom: 20px; 
    line-height: 1.6; 
    color: #555; 
} 
 
.container__left ul { 
    list-style-type: none; 
    margin-bottom: 25px; 
    padding-left: 0; 
} 
 
.container__left ul li { 
    margin-bottom: 10px; 
    font-size: 16px; 
} 
 
.container__left ul li a { 
    color: #007bff; 
    text-decoration: underline; 
} 
 
.form__row { 
    margin-bottom: 20px; 
} 
 
.form__row label { 
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    display: block; 
    font-weight: 600; 
    margin-bottom: 5px; 
    color: #333; 
} 
 
.form__row input, 
.form__row textarea { 
    width: 100%; 
    padding: 12px 15px; 
    border: 1px solid #ccc; 
    border-radius: 8px; 
    transition: border 0.3s ease; 
} 
 
.form__row input:focus, 
.form__row textarea:focus { 
    border: 1.5px solid #007bff; 
    outline: none; 
    box-shadow: 0 0 5px rgba(0, 123, 255, 0.3); 
} 
 
.form__row textarea { 
    resize: vertical; 
} 
 
button[type="submit"] { 
    background-color: #007bff; 
    color: #fff; 
    border: none; 
    border-radius: 8px; 
    padding: 12px 24px; 
    font-size: 16px; 
    font-weight: 600; 
    cursor: pointer; 
    transition: background-color 0.3s ease, transform 0.2s ease; 
} 
 
button[type="submit"]:hover { 
    background-color: #0056b3; 
    transform: scale(1.05); 
} 
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Appendix B  

User Acceptance Testing 

Student 1 Current Status: Fresh graduate (graduated 

within the last 2 years) 

Highest level of education: Bachelor's Student ID: 2005621 

** Rating 1 as lowest (worst), rating 5 as highest (excellent) 

**The higher scale of rating indicates a higher level of satisfaction 

No Acceptance Criteria Ratings Remarks 

System Content 

1. How easy was it to read and understand 

the hotel content (text, images, 

descriptions)?  

1 2 3 4 5 - 

2. Was the hotel information (e.g., price, 

rating) positioned clearly and logically? 

1 2 3 4 5 - 

3. Was the layout and design consistent 

across different pages? 

1 2 3 4 5 - 

System Functionality 

4. Were the hotel recommendations relevant 

to your preferences? 

1 2 3 4 5 - 

5. Was it easy to navigate and use the 

system features (search, filter, etc.)? 

1 2 3 4 5 - 

6. Did the system accurately reflect your 

input in the hotel suggestions? 

1 2 3 4 5 - 

7. Could you learn to use the system without 

needing help? 

1 2 3 4 5 - 

System Performance 

8. Was the system’s response time fast 

enough when performing actions? 

1 2 3 4 5 - 

9. Were the hotel pages and results loaded 

quickly? 

1 2 3 4 5 - 

10. Did the system help you efficiently find a 

suitable hotel? 

1 2 3 4 5 - 
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User Acceptance Testing 

Student 2 Current Status: University Student 

Highest level of education: Bachelor's Student ID: 2003903 

** Rating 1 as lowest (worst), rating 5 as highest (excellent) 

**The higher scale of rating indicates a higher level of satisfaction 

No Acceptance Criteria Ratings Remarks 

System Content 

1. How easy was it to read and understand 

the hotel content (text, images, 

descriptions)?  

1 2 3 4 5 - 

2. Was the hotel information (e.g., price, 

rating) positioned clearly and logically? 

1 2 3 4 5 - 

3. Was the layout and design consistent 

across different pages? 

1 2 3 4 5 - 

System Functionality 

4. Were the hotel recommendations relevant 

to your preferences? 

1 2 3 4 5 - 

5. Was it easy to navigate and use the 

system features (search, filter, etc.)? 

1 2 3 4 5 - 

6. Did the system accurately reflect your 

input in the hotel suggestions? 

1 2 3 4 5 - 

7. Could you learn to use the system without 

needing help? 

1 2 3 4 5 - 

System Performance 

8. Was the system’s response time fast 

enough when performing actions? 

1 2 3 4 5 - 

9. Were the hotel pages and results loaded 

quickly? 

1 2 3 4 5 - 

10. Did the system help you efficiently find a 

suitable hotel? 

1 2 3 4 5 - 
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User Acceptance Testing 

Student 3 Current Status: University Student 

Highest level of education: Bachelor's Student ID: 2004956 

** Rating 1 as lowest (worst), rating 5 as highest (excellent) 

**The higher scale of rating indicates a higher level of satisfaction 

No Acceptance Criteria Ratings Remarks 

System Content 

1. How easy was it to read and understand 

the hotel content (text, images, 

descriptions)?  

1 2 3 4 5 - 

2. Was the hotel information (e.g., price, 

rating) positioned clearly and logically? 

1 2 3 4 5 - 

3. Was the layout and design consistent 

across different pages? 

1 2 3 4 5 - 

System Functionality 

4. Were the hotel recommendations relevant 

to your preferences? 

1 2 3 4 5 - 

5. Was it easy to navigate and use the 

system features (search, filter, etc.)? 

1 2 3 4 5 - 

6. Did the system accurately reflect your 

input in the hotel suggestions? 

1 2 3 4 5 - 

7. Could you learn to use the system without 

needing help? 

1 2 3 4 5 - 

System Performance 

8. Was the system’s response time fast 

enough when performing actions? 

1 2 3 4 5 - 

9. Were the hotel pages and results loaded 

quickly? 

1 2 3 4 5 - 

10. Did the system help you efficiently find a 

suitable hotel? 

1 2 3 4 5 - 
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User Acceptance Testing 

Student 4 Current Status: University Student 

Highest level of education: Bachelor's Student ID:2005334 

** Rating 1 as lowest (worst), rating 5 as highest (excellent) 

**The higher scale of rating indicates a higher level of satisfaction 

No Acceptance Criteria Ratings Remarks 

System Content 

1. How easy was it to read and understand 

the hotel content (text, images, 

descriptions)?  

1 2 3 4 5 - 

2. Was the hotel information (e.g., price, 

rating) positioned clearly and logically? 

1 2 3 4 5 - 

3. Was the layout and design consistent 

across different pages? 

1 2 3 4 5 - 

System Functionality 

4. Were the hotel recommendations relevant 

to your preferences? 

1 2 3 4 5 - 

5. Was it easy to navigate and use the 

system features (search, filter, etc.)? 

1 2 3 4 5 - 

6. Did the system accurately reflect your 

input in the hotel suggestions? 

1 2 3 4 5 - 

7. Could you learn to use the system without 

needing help? 

1 2 3 4 5 - 

System Performance 

8. Was the system’s response time fast 

enough when performing actions? 

1 2 3 4 5 - 

9. Were the hotel pages and results loaded 

quickly? 

1 2 3 4 5 - 

10. Did the system help you efficiently find a 

suitable hotel? 

1 2 3 4 5 - 
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User Acceptance Testing 

Student 5 Current Status: University Student 

Highest level of education: Bachelor's Student ID: 2005633 

** Rating 1 as lowest (worst), rating 5 as highest (excellent) 

**The higher scale of rating indicates a higher level of satisfaction 

No Acceptance Criteria Ratings Remarks 

System Content 

1. How easy was it to read and understand 

the hotel content (text, images, 

descriptions)?  

1 2 3 4 5 - 

2. Was the hotel information (e.g., price, 

rating) positioned clearly and logically? 

1 2 3 4 5 - 

3. Was the layout and design consistent 

across different pages? 

1 2 3 4 5 - 

System Functionality 

4. Were the hotel recommendations relevant 

to your preferences? 

1 2 3 4 5 - 

5. Was it easy to navigate and use the 

system features (search, filter, etc.)? 

1 2 3 4 5 - 

6. Did the system accurately reflect your 

input in the hotel suggestions? 

1 2 3 4 5 - 

7. Could you learn to use the system without 

needing help? 

1 2 3 4 5 - 

System Performance 

8. Was the system’s response time fast 

enough when performing actions? 

1 2 3 4 5 - 

9. Were the hotel pages and results loaded 

quickly? 

1 2 3 4 5 - 

10. Did the system help you efficiently find a 

suitable hotel? 

1 2 3 4 5 - 
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Appendix D  
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