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ABSTRACT 

 

This proposal introduces a project aimed at enhancing the user experience on UTAR 

Hospital’s platform by developing an English-Chinese multilingual chatbot that 

provides personalized medical guidance through doctor recommendations and disease 

prediction. The chatbot leverages advanced technologies such as the LLaMA 

transformer model, Retrieval-Augmented Generation (RAG), and natural language 

processing (NLP) to interact with users in a natural, friendly, and informative way. 

 

The core of the project lies in the chatbot’s ability to understand user-described 

symptoms and predict the most likely disease category using machine learning 

techniques, such as Random Forest Classifier, Logistic Regression, Xgboost Classifier. 

Based on the prediction, the chatbot recommends suitable doctors from UTAR 

Hospital’s Traditional and Complementary Medicine Centre for further consultation. 

 

RAG plays a key role in generating human-like responses by combining retrieved 

information with natural language generation, ensuring the conversation feels more 

engaging and helpful. The chatbot’s multilingual capability, supporting both English 

and Chinese, enables it to assist a wider and more diverse range of users, particularly 

in Malaysia’s multicultural context. 

 

Additionally, the system incorporates a similarity search mechanism using a temporary 

vector database to improve the accuracy and relevance of responses. It also features an 

integrated online appointment system to streamline consultation scheduling and reduce 

reliance on manual processes. 

 

Overall, this project aims to enhance healthcare accessibility through a multilingual 

chatbot that supports a diverse user base by providing symptom-based disease 

prediction, personalized doctor recommendations, and streamlined appointment 

scheduling based on the predicted disease category. 

 

Area of Study: Machine Learning, Web Development; Keyword: Bilingual Chatbot, 

RAG, Llama model, UTAR hospital, T&CM centre, Dashboard, Appointment System 
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CHAPTER 1: Introduction 

1.0 Background 

This chapter provides the background and motivation for our research, highlights our 

contributions to the field, and presents the structure of the thesis. 

 

In today’s digital world, the application of artificial intelligence (AI) in healthcare is 

expanding rapidly, offering innovative solutions to improve communication and access 

to medical services. One such solution involves the use of AI-powered chatbots, which 

can assist patients in obtaining health-related information, predicting possible diseases 

based on symptoms, and connecting with appropriate healthcare providers. 

 

This project is motivated by real and pressing challenges observed in Malaysia’s 

healthcare system, especially among the elderly and multilingual communities. One of 

the primary issues is the language barrier between patients and healthcare 

professionals. Figure 1.0.1 shows the statistical graph on adults with limited English 

proficiency are 15% more in fair or poor health compared to English proficient adults. 

 

 

Figure 1.0.1 Statistic on Adults with English Proficiency comparison on health 

issue [8] 

Elderly individuals with limited proficiency in Malay or English often encounter 

difficulties in describing their symptoms accurately. This can result in 

miscommunication, delayed diagnoses, and inappropriate treatments. In many cases, 

untrained staff or family members are relied upon for translation, which can lead to 

medical errors and reduced patient safety.  
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Another major concern is the difficulty patients experience in identifying the correct 

healthcare provider for their medical condition. In Malaysia, incidents have been 

reported where patients, due to uncertainty or lack of clear guidance, consulted the 

wrong practitioner, resulting in delayed or ineffective treatment. This issue is further 

reflected in the current UTAR Hospital appointment website, where practitioner 

information is presented in broad categories, without specific details about each 

practitioner’s specialization, making it challenging for patients to know whom to 

consult. 

 

Appointment scheduling remains a persistent issue in the healthcare system, 

significantly impacting patient access and satisfaction. Recent findings show that 61% 

of patients skipped medical care in the past year due to difficulties in booking 

appointments [3]. Despite investments in digital scheduling tools, 63% of patients felt 

these systems did not meet their needs, and 70% were ultimately redirected to phone 

calls [3]. As a result, 41% of patients switched healthcare providers due to poor digital 

experiences [3]. Additionally, inefficiencies such as mismatches between patient 

demand and provider availability, high no-show rates, and staff overwork continue to 

hinder clinic operations and the overall quality of care [4]. 

 

1.1  Problem Statement and Motivation 

In Malaysia's multicultural society, language barriers significantly hinder 

healthcare access for the elderly, particularly among non-Malay or non-English-

speaking populations. Elderly patients with limited proficiency in the national language 

often struggle to accurately convey their symptoms, leading to misdiagnoses, 

inappropriate treatments, and increased hospital readmissions. A study found that 

elderly patients with limited English proficiency are at a higher risk of medical errors 

due to miscommunication. The reliance on ad-hoc translation methods, such as using 

family members or untrained staff, further exacerbates misunderstandings and 

compromises patient safety [1].  

 

In addition to language barriers, patients in Malaysia face the risk of misdiagnosis due 

to consulting the wrong healthcare provider. A notable case in December 2023 
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involved a 51-year-old man who was misdiagnosed with gastric issues despite 

presenting with chest pain and breathing difficulties, which eventually led to his death. 

This highlights the dangers of patients being uncertain about which healthcare provider 

to consult, often due to unclear symptom descriptions or confusion regarding which 

professional to visit [2].  

 

Issues related to appointment scheduling also plague the healthcare system. A 

significant 61% of patients skipped medical care in the past year due to difficulties in 

booking appointments. Despite the investment in digital tools, many patients reported 

that these tools fell short of expectations, with 63% of patients indicating that digital 

scheduling didn’t meet their needs and 70% being redirected to phone calls after 

attempting online booking. This has contributed to 41% of patients switching healthcare 

providers due to poor digital experiences [3]. Moreover, inefficient scheduling 

systems, such as mismatches in demand and supply, frequent patient no-shows, and 

overworked staff, continue to affect the quality of patient care and clinic operations [4]. 

At UTAR Hospital, users also face challenges with the appointment website, where 

the practitioner descriptions are overly general and fail to specify their areas of expertise, 

making it difficult for patients to identify the right healthcare provider for their needs. 

 

Motivation 

This project is motivated by several pressing issues observed within Malaysia’s 

healthcare sector, particularly among elderly individuals and multilingual communities. 

One of the primary barriers is the difficulty in communication between patients and 

healthcare providers due to language differences. In Malaysia’s multicultural society, 

many elderly patients may be fluent in dialects such as Mandarin or other Chinese 

variants and may have limited understanding of English. This communication gap can 

lead to miscommunication, incorrect symptom reporting, and ultimately, delayed or 

inappropriate medical treatment. The use of untrained translators or family members 

further increases the risk of misdiagnosis, placing the patient’s safety at risk. 

 

Another core issue which arises the motivation of project is the lack of guidance in 

selecting the appropriate healthcare provider based on symptoms. Patients may be 
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unaware of which practitioner or department to consult, leading them to book 

appointments with the wrong specialist.  

 

1.2  Research Objectives 

The objective is to develop a system included multilingual chatbot, designed to assist a 

diverse population in predicting a wide range of diseases, including gynecological, 

musculoskeletal, internal, liver, skin, ENT, heart, lung, kidney, gastrointestinal 

disorders. Furthermore, the chatbot will offer tailored doctor recommendations based 

on Universiti Tunku Abdul Rahman (UTAR) Hospital’s list of qualified Traditional 

Chinese Medicine (T&CM) practitioners. The system would also build for managing 

appointment and dashboard visualization (admin side). 

1. To develop a bilingual (English and Chinese) chatbot for UTAR Hospital 

that utilizes machine learning to predict potential diseases based on 

symptom described by users. 

The chatbot will engage with users in both English and Chinese, provides 

predictions of possible diseases based on the symptoms they describe. This 

approach aims to improve accessibility for a diverse user base, allowing 

individuals from different linguistic backgrounds to easily access healthcare 

information. Additionally, the chatbot will act as an initial advisory tool, 

offering preliminary disease prediction to users based on their input, making 

healthcare services more inclusive and user-friendly in a multicultural setting. 

 
2. To implement doctor recommendations from UTAR Hospital’s T&CM 

Centre based on the disease category predicted. 

This feature will enable the chatbot to recommend the most appropriate 

healthcare specialists for users based on the predicted disease categories from 

their symptoms. By utilizing machine learning and RAG, the system will 

provide doctor recommendations, making it easier for patients to connect with 

the right expert. This streamlined approach reduces delays in finding the right 

specialist, enhancing the overall healthcare experience and improving 

efficiency for both patients and the hospital. 
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3. To design an online appointment scheduling system for UTAR Hospital 

T&CM Centre that allows patients to book and cancel appointments, with 

email notifications for confirmations, cancellations, and reminders. 

The system is designed to offer a platform for patients of Universiti Tunku 

Abdul Rahman (UTAR) Hospital’s Traditional and Complementary Medicine 

(T&CM) Centre to easily schedule and manage their appointments. Patients will 

be able to directly book consultations with suitable healthcare providers. The 

appointment process will be streamlined to reduce manual coordination and 

administrative burden. Additionally, automated email notifications for booking 

confirmations, cancellations, and appointment reminders will help improve 

patient engagement, reduce no-shows, and enhance the overall patient 

experience. 

 

4. To develop a dashboard that allows administrators to monitor user 

engagement with the chatbot, visualize the diseases predicted by the 

chatbot using a bar chart that displays their frequency and present a pie 

chart showing the number of appointments made by users for each doctor. 

The dashboard will provide administrators at UTAR Hospital with a clear and 

interactive overview of chatbot-related activities. It will display user 

engagement trends, commonly discussed diseases, and doctor appointment 

activities using visual elements such as bar charts, line charts, and pie charts. 

Administrators will be able to filter the data by specific time periods using 

timestamp filters, allowing them to track changes over days, weeks, or months. 

This real-time monitoring supports better decision-making, early identification 

of common patient concerns, and more efficient management of healthcare 

services. 
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1.3  Project Scope and Direction  

The aim of this project is to develop a system included multilingual chatbot (Chinese 

English Language Support) for the UTAR Hospital, designed to provide symptom-

based disease predictions, recommend the most appropriate healthcare practitioners, 

streamline the appointment scheduling process and dashboard visualization. The 

system and chatbot aims to enhance the accessibility of healthcare services and improve 

the overall user experience. 

The key features of the project include: 

• The chatbot will engage with users in both English and Chinese, making it 

accessible to a diverse, multicultural population. 

 

• The chatbot will provide disease predictions based on the symptoms described 

by users, acting as a preliminary tool to guide them towards potential medical 

conditions. 

 

• The chatbot will recommend the most suitable doctors based on the predicted 

disease category, helping users find the right specialist without confusion. 

 

• The chatbot will streamline the process for users to book appointments with 

the recommended doctors and link provision. 

 

• The chatbot will be able to automatically detect the language of the user’s 

query and respond in the appropriate language (either English or Chinese). 

 

• The system will include an administrative dashboard that tracks usage period 

of chatbot, disease trends, and export user query, response, disease category as 

JSON file as dataset for model further training which could provide insights to 

optimize healthcare services. 

 

• Chatting feature among doctor and user  
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1.4 Contributions 

A chatbot provides valuable support by offering 24/7 access to symptom-based disease 

guidance, doctor recommendations, and links to reliable information about various 

health conditions. From the customer’s perspective, it helps users understand their 

symptoms and find the right doctor without the need to wait or feel overwhelmed. 

The chatbot can also direct users to the appropriate appointment booking page, making 

the process quicker and easier. For the hospital, this reduces the workload on staff, 

lowers operational costs and improves overall service efficiency. It ensures 

consistent support, enhances patient experience and allows the hospital to operate more 

effectively with fewer resources. 

 

The project brings together advanced technologies to improve accessibility to 

healthcare services, providing a multilingual, symptom-based chatbot that delivers 

personalized disease predictions and doctor recommendations. The integration of a 

multilingual feature (English and Chinese) enhances inclusivity by catering to a 

broader, multicultural audience, helping individuals who may otherwise face language 

barriers in accessing healthcare information. This is particularly important in 

Malaysia’s diverse population. 

 

The symptom-based disease prediction helps users gain preliminary advice on 

potential conditions, which acts as a first step in managing their health. By allowing 

users to input their symptoms, the chatbot offers a personalized disease prediction, 

reducing uncertainty and assisting users in identifying potential health concerns early 

on. The chatbot will respond in the user’s input language, providing the probability of 

the predicted disease category and relevant link related to the predicted disease. 

 

Doctor recommendations based on the predicted disease further streamline the 

process by guiding users to the most suitable healthcare professional for consultation. 

This feature minimizes delays in receiving specialized care, improving the overall 

healthcare experience. The chatbot will response user the healthcare professionals 

which work in T&CM centre of UTAR Hospital based on predicted disease category.  
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Additionally, the development of an appointment scheduling system ensures that 

patients can conveniently book consultations with the recommended practitioners, 

reducing the need for manual coordination and enhancing overall operational efficiency. 

The integration of this system significantly enhances the patient experience by 

simplifying appointment booking. 

 

Lastly, the administrative dashboard is a unique aspect of the project, providing 

valuable insights into user behaviour and disease trends. This data of user query, 

response of chatbot, predicted category can extract into JSON file from database for 

further training on model which could optimize the system, improve healthcare services. 

 

In conclusion, the project’s contribution lies in combining multilingual support, 

disease prediction, doctor recommendations, appointment scheduling, and data 

analytics in a single platform. The chatbot offers 24/7 availability, providing instant 

disease diagnosis and guiding patients to relevant information and doctor 

recommendations. It also redirects users to the appropriate appointment booking page, 

simplifying the process. This not only eases the workload of hospital staff but also 

lowers operational costs, benefiting both users and healthcare providers, especially 

those from diverse cultural backgrounds. 

 

1.5  Report Organization 

This report is structured into seven chapters: Chapter 1 covers the Introduction, Chapter 

2 presents the Literature Review, Chapter 3 outlines the System Methodology, Chapter 

4 details the System Design, Chapter 5 describes the System Implementation, Chapter 

6 discusses the System Evaluation and Discussion, and Chapter 7 concludes with the 

Conclusion and Recommendations. 

 

Chapter 1 provides an introduction to the project by presenting the problem statement, 

motivation, objectives, scope, key contributions, and the overall structure of the report. 

Chapter 2 presents a comprehensive literature review, including a discussion of the 

technologies used and an analysis of existing systems related to chatbots. Chapter 3 

explains the methodology and approach used in the system, supported by diagrams such 

as system architecture, use case, and use case description. Chapter 4 centers on the 
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system design, covering block diagrams, component specifications, and the interactions 

within the system. Chapter 5 describes the system implementation process, including 

hardware, software setting, configuration, and operational screenshots, as well as the 

challenges encountered during development. Chapter 6 evaluates the system through 

testing, performance metrics, and a discussion of how well the objectives were 

achieved. Chapter 7 summarizes the report and offers recommendations for future 

enhancements. 
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CHAPTER 2: Literature Reviews 
 

2.1  Previous works on Chatbot Application  

2.1.1  Mount Sinai hospital chatbot [5] 

Figure 2.1.1.1, Figure 2.1.1.2, Figure 2.1.1.3 show the interface of Mount Sinai Hospital 

Chatbot with some testing case. 

 

Figure 2.1.1.1 Mount Sinai Chatbot Interface 

 

Figure 2.1.1.2 Mount Sinai Chatbot Interface 



CHAPTER 2 

11 
Bachelor of Information Systems (Honours) Business Information Systems 

Faculty of Information and Communication Technology (Kampar Campus), UTAR 
 

 

 

Figure 2.1.1.3 Mount Sinai Chatbot Symptom Checker (Demo) 

Mount Sinai is a hospital placed in New York City. The hospital provided a chatbot for 

user to enquiry some questions. The user can make the appointment, check symptom 

(provided type of specialist can consult) and getting the information regarding Mount 

Sinai hospital in faster way as linking is provided.  

 

Table 2.1.1 Strength and Weakness of Mount Sinai Chatbot 

Strength Weakness 

- Enables users to quickly access 

information through provided links 

- Facilitates online appointment booking 

for user convenience 

- Helps users identify symptoms and 

suggests the appropriate type of 

specialist 

- Supports both Spanish and English 

languages for wider accessibility 

- Does not provide personalized doctor 

recommendations based on the user’s 

specific disease or symptoms 

- Symptom checking is limited to 

predefined options; users cannot 

describe their symptoms freely 
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2.1.2 Zydus hospital chatbot (ZyE) [6] 

Figure 2.1.2.1, Figure 2.1.2.2 show the interface of Zydus Hospital Chatbot with some 

testing case. 

 

Figure 2.1.2.1 ZyE Interface 

Figure 2.1.2.2 ZyE Symptom Checker (Demo) 

ZyE is a chatbot used by Zydus hospital which placed in India. ZyE allows users to 

make appointments, suggestions on health checkups based on gender and age. While 

the symptom checker is only based on what users describe and the chatbot will ask how 

long have suffered then ask user whether want to make appointment.  
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Table 2.1.2 Strength and Weakness of ZyE Chatbot 

Strength Weakness 

- Enables users to book appointments 

online for greater convenience 

- Recommends suitable health checkup 

packages based on the user’s age and 

gender, along with estimated pricing 

- Health checkup suggestions are limited 

to fixed answer choices; users cannot 

freely describe their needs 

- Does not provide general information 

about the hospital to the user 

 

2.1.3 UCLA Health chatbot [7] 

Figure 2.1.3.1 show the interface of UCLA Hospital Chatbot. 

 

Figure 2.1.3.1 UCLA Health Chatbot Interface 

UCLA health chatbot is used by UCLA health hospital. This chatbot allow user to 

consult on information about the hospital such as billing question, find doctor, 

immediate care, clinical service and cancer service.  
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Table 2.1.3 Strength and Weakness of UCLA Health Chatbot 

Strength Weakness 

- Helps users quickly find doctors 

based on medical categories 

- Provides links for faster access to 

relevant information 

- Supports online appointment 

booking for user convenience 

- Lacks a symptom checker feature to 

help users identify potential health 

concerns 

 

 

Table 2.1.4 Summary of Review Chatbots & Proposed Chatbot 

Features MountSinai 

hospital 

chatbot 

Zydus hospital 

chatbot 

UCLA health 

hospital 

chatbot 

Proposed 

solution 

Multilingual Support Yes  Yes No Yes 

Disease Diagnosis 

Based on Symptom 

Description 

No No No Yes 

Doctor 

Recommendation  

No No No Yes 

Direct Links for 

Providing Information  

Yes No Yes Yes 

Appointment  

 

Yes Yes Yes Yes 

 

 

 

 

 

 



CHAPTER 2 

15 
Bachelor of Information Systems (Honours) Business Information Systems 

Faculty of Information and Communication Technology (Kampar Campus), UTAR 
 

2.2  Reviews on Technology 

The paper by [9], emphasis on developing of healthcare chatbot using natural 

language processing (NLP) and neural network, specifically on Multi-Layered 

Perceptron (MLP). The NLP technique that the author used for chatbot development 

is specifically based on Natutal Language Toolkit (NLTK). The author used 

technique such as tokenization, removal of stop word, lemmatization to process user 

input and extract symptom of user. By comparing the symptoms with the dataset 

prepared, a final symptom list will be created. While regarding MLP, it is a three-layer 

neural network model consisting of input, hidden and output. Combination of input and 

output will be trained for the model. MLP can increase the accuracy compared to many 

machine learning algorithms. This paper may make improvement on adding more 

features such as doctor consultation, chat with voice and diagnosis via image.  

 

The paper by [10], focuses on developing a health chatbot with Python library such as 

TensorFlow, TFLearn, NumPy, NLTK. JSON will be used as the format to store the 

data. TensorFlow is a software library for machine learning and deep neural networks 

research. While TFLearn is a deep learning library built on top of TensorFlow to 

accelerate neural network experimentation. Lancaster Stemmer algorithms enhance 

the processing speed as any word that came into the system will be reduced to its 

original word. For example, the word “Assigning, Assigned” will be reduce to Assign. 

After importing data from a JSON file, the process involves pickling for future use and 

tokenization to break down sentences into arrays of tags and responses. Stemming 

reduces vocabulary, and the "Bag of Words" concept is used for numerical 

representation because the neural network and machine learning algorithm require 

numeric input. Feed-forward neural network with two hidden layers, is trained to 

predict tags based on a bag of words. The output layer will use softmax function to 

ensure the highest probability neuron will return which will decide the accurate 

response. The threshold probability is set at 70% to filter out irrelevant responses. 
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The paper by [11] proposed implementation chatbot with deep learning technique, 

through past research from Anupam Mondal and Monalisa Dey, involves processing 

data using the random forest algorithm with issue of either no subsampling and too 

much sampling, the author addressing its consistency issues through the application of 

the Bag of Words Representation. To overcome challenges such as domain-specific 

answers and a rigid input format found from Question Answering system, the authors 

advocate for the use of a sequence2sequence model for text summarization. This model 

employs an encoder to convert input words into hidden vectors using deep neural 

network layers, and a decoder, similar to the encoder, to generate the next hidden vector 

based on the hidden states and the current word.  

 

Sequence2sequence technique relies on RNNs. Given that the two RNNs are distinct, 

their lengths also differ. They can be instantiated using GRU and LSTM architectures. 

The initial state of the search decoder aligns with the above notation. This involves 

taking the output of the unrolled decoder network at each time step when words are 

generated as output. These outputs are then fed into a function, generating conditional 

probabilities for the words in the document used as input. The training process for 

chatbots is similar to training recurrent neural networks. The objective is to maximize 

the probability of generating the correct target sequence given the source sequence. 

Both RNNs are trained simultaneously. SGD will be used as optimistic technique to 

send back the error, their weight will optimize. Beam search decoding technique used 

in this paper, breadth-first search and a greedy approach to build a state-space tree. It 

identifies the most likely sequences by expanding reasonable next steps and retaining 

the top n sequences based on probabilities. At each level, it generates successors, sorts 

them by heuristic values, and stores only a predefined number of the best states for 

further expansion. If no response is found, the process repeats with an expanded beam. 
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The paper by [12] proposed development of healthcare system chatbot using machine 

learning techniques to help users regarding minor health information. Figure 2.2.1 

shows the system architecture of the proposed chatbot. 

 

Figure 2.2.1 System architecture of proposed chatbot 

 

The system implemented preprocessing step such a tokenization, removal of stop word 

for user query that receive through the user interface. Also, technique such as n-gram, 

TF-IDF, cosine likeness for feature extraction. The answer to the question that used to 

answer user query will be stored in the knowledge database. While domain expert is 

present in this system to answer the question of users if the answer of user query is not 

included in the knowledge database. The project aims to save users time in consulting 

doctor or experts for healthcare solution. N-gram and TF-IDF are used to extract and 

assign weights for user queries. A web interface is developed for users to input their 

queries and receive responses. 

 

The text processing pipeline begins with tokenization, where text is split into individual 

words and punctuation is removed. Next, stop words (e.g., "an," "a," "the") are 

eliminated to highlight significant keywords, thus reducing computational complexity. 

Feature extraction employs N-gram TF-IDF, which ranks document features based on 

term frequency and inverse document frequency, emphasizing rare terms. N-grams help 

in text compression and keyword extraction. Finally, cosine similarity is used to 

measure the similarity between sentences, with values ranging from 0 to 1, facilitating 

the comparison of document relevance. The answer of the user query obtained after 

undergoes above process are retrieved and displayed to the user interface.  
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The paper by [13] aimed to develop a chatbot called "HSchatbot" to predict the intent 

classifications of high school students' inquiries. Utilizing Multinomial Naive-Bayes 

and Random Forest classifiers, the researchers improved performance through feature 

extractions, with Random Forest, Multinomial Naive-Bayes. Both classifiers 

achieved high accuracy scores exceeding 90% in all metrics. Recognizing the 

importance of providing instant support to high school students for their future career 

decisions, the study integrated advanced chatbot technology to categorize users' 

requests based on their intentions using Natural Language Processing (NLP). 

 

The research builds on various studies showing chatbots aiding in software 

development, customer service, and education, particularly for learning languages and 

sciences, motivating student engagement, and answering frequently asked questions. 

The dataset comprised 505 inquiries collected from academic advisors and university 

websites. Essential NLP preprocessing steps included tokenization, lowercasing, stop 

words removal, and lemmatization, while feature extraction techniques like 

CountVectorizer and TfidfTransformer enhanced classifier performance. The 

CountVectorizer tokenized text to select the most frequent words, converting text to 

structured data, whereas TfidfTransformer weighed tokens to emphasize infrequent, 

valuable words. Future work will analyze the results to determine factors affecting the 

Multinomial Naive-Bayes classifier's performance and evaluate the model with a larger 

corpus of students' inquiries. The study underscores the potential of chatbots in 

supporting high school students through intent classification, leveraging key NLP 

techniques and machine learning algorithms.  

 

The paper [14] discusses the development and implementation of a chatbot system 

using NLP to assist the new student admissions committee for university. The chatbot 

uses TF-IDF and Dice Similarity algorithms to match and respond to inquiries from 

prospective students. The evaluation of the chatbot involved posing 42 questions to 

measure its effectiveness. The results demonstrated a recall rate of 100% and a 

precision of 76.92%, indicating the chatbot's capability to accurately address questions. 

The study underscores the importance of integrating advanced technology in 

educational institutions to enhance service quality and improve customer satisfaction. 

Preprocessing of the text data involves several steps to make it suitable for analysis by 
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machine learning algorithms. These preprocessing stages include case folding, 

tokenization, stop word removal and stemming. 

 

Paper by [15], proposed system is an interactive chatbot designed to handle university-

related FAQs. It starts with the user greeting or asking a general question. The chatbot 

processes the inquiry to see if it matches any AIML scripts, which are predefined 

templates for common questions. The process involves three main steps: the user posts 

a query, the chatbot processes it to match predefined formats set by developers and then 

performs pattern matching between the query and its knowledge base to generate a 

relevant response.  

 

This chatbot is specifically designed for the educational sector, allowing students or 

parents to ask about college admissions, university information, and other academic 

topics. It provides information on university rankings, available services, campus 

environment, and updates on campus activities. Implemented using AIML for Manipal 

University, the chatbot helps students access various types of academic information, 

improving their ability to get updates and details about the university. This method 

ensures that the chatbot can effectively address common queries by using pattern 

matching techniques and predefined templates. 

 

For future work, the author suggested that we can develop a chatbot that combines 

AIML and Latent Semantic Analysis (LSA). This will enable users to interact with 

the chatbot more naturally. Improve the chatbot by adding and updating patterns and 

templates for general queries using AIML, while LSA ensures the correct responses are 

given more often. Table 2.2.1 show the AIML tag explanation. 

 

Table 2.2.1 Tag explanation for AIML techniques 

AIML Tag Explanation 

< aiml > tag:  Root tag for AIML files, includes encoding 

and version attributes. 

< category > tag:  Encloses knowledge units and contains 

pattern and template tags. 
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< pattern > tag Defines user query patterns within a 

category. 

< template > tag:  Contains the response to the user's query. 

< srai > tag:  Targets multiple patterns for a single 

template to handle similar user inputs 

efficiently. 

< random > and < li > tags:  Generate random responses for varied 

interactions. 

< set > and < get > tags:  Manage variables to store and retrieve user 

data. 

< that > tag:  Refers to the last response given by the 

chatbot for maintaining conversation 

context. 

< topic > tag:  Groups related categories to maintain 

coherent conversations about specific 

subjects. 

< think > tag:  Processes data internally without displaying 

it to the user. 

< condition > tag:  Displays responses based on specific 

variable values. 

< bot > tag:  Retrieves and displays chatbot properties 

during a conversation. 

 

This paper [16] focuses on developing an advanced deep learning chatbot designed to 

provide comprehensive first aid guidance. The objective of the paper is to develop a 

chatbot that effectively understands and generates human-like responses by utilizing 

NLTK for enhanced language processing and Keras for constructing a neural network 

model to improve conversation comprehension and response generation.  

 

Leveraging technologies such as the Natural Language Toolkit and the Keras deep 

learning framework, the chatbot utilizes the first aid dataset from Kaggle, which 

includes intents, patterns, and responses related to various medical conditions. The 

dataset is meticulously preprocessed through tokenization, removal stopword and 

sequence padding to standardize input data, with an Embedding layer used to transform 
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categorical input into dense vectors. Dense layers with ReLU activation facilitate 

feature extraction, and a softmax activation layer handles multi-class classification. The 

models, including LSTM networks, GRU, Bidirectional LSTM, and Dense Neural 

Networks, are compiled using dropout for regularization which could reduce 

overfitting, sparse categorical crossentropy loss function and the Adam optimizer for 

efficient optimization on parameter, all model trained over 150 epochs with a batch size 

of 16 except for DNN model which trained over batch size of 5 with 150 epochs. 

Accuracy, F1-score, recall and precision and user feedback is collected to evaluate the 

performance to assess real-world effectiveness. The implementation involves Python 

and TensorFlow for development, with a user-friendly web interface created using 

HTML, CSS, and JavaScript. 

 

The chatbot, built using Dense Neural Networks (DNN), has effectively provided first 

aid information. Future enhancements include integrating advanced NLP techniques 

like BERT or GPT for better language understanding, implementing a context-aware 

system for more personalized interactions, and expanding the dataset. Additional 

improvements involve adding real-time assistance, collaborating with UX/UI 

designers, offering multilingual support, and ensuring robust security.  

 

This paper [17] emphasis on FAISS-based Retrieval-Augmented Generation (RAG) 

methodology for medical assistance enhances large language model (LLM) response 

generation by integrating external knowledge sources. Specifically, the system 

leverages The Gale Encyclopedia of Medicine as its foundational knowledge base, 

which is extracted from PDF documents and segmented into 500-token chunks with a 

25-token overlap to preserve context across sections. These text chunks are embedded 

using the all-MiniLM-L6-v2 sentence-transformer model from Hugging Face, 

enabling the creation of high-quality vector representations that are stored in a FAISS 

vector datastore for efficient similarity search operations. 

 

When a user submits a query, the system conducts a similarity search on the FAISS 

datastore to retrieve the three most relevant text chunks. These retrieved chunks, 

combined with the user’s query and existing chat history, are then provided as input to 

the Mistral NeMo Instruct model for response generation. This retrieval-augmented 



CHAPTER 2 

22 
Bachelor of Information Systems (Honours) Business Information Systems 

Faculty of Information and Communication Technology (Kampar Campus), UTAR 
 

approach improves the accuracy, relevance, and efficiency of medical information 

retrieval by grounding LLM outputs in verified external knowledge sources, thereby 

enhancing the overall quality of responses in a medical assistance context. 

 

This paper [18] focus on a cancer-specific Retrieval-Augmented Generation (RAG) 

system, gathers data from medical and academic sources. Using an API key, PubMed 

was searched for cancer-related papers, resulting in the collection of 100 full-text PDFs 

covering diagnosis, treatments, advancements, and clinical trials. Additionally, seven 

books on cancer treatment, prevention, and patient care were sourced via Google to 

provide a more comprehensive knowledge base. Figure 2.2.2 show the architecture of 

the RAG powered CancerBot.  

 

Figure 2.2.2 Architecture of the Proposed RAG-powered CancerBot 

 

To preprare this data, LangChain’s ReadTheDocsLoader was used for document 

processing. The texts were segmented into 800 characters chunks using 

RecursiveCharacterTextSplitter to maintain coherence. The sentence transformer 
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(all-mpnet-base-v2) model was applied to generae embedsings, enabiling the system 

to retrieve contextually relevant information. 

 

Pinecone Vector Database is utilized to efficiently store and retrieve text embeddings, 

enabling fast similarity searches across large datasets. To configure the database, an 

index with a dimensionality of 384 was created, matching the embeddings from the 

sentence-transformers (all-mpnet-base-v2) model. Cosine similarity was used as the 

metric to compare text embeddings based on semantic content. The system first checked 

for an existing index and created one if necessary, ensuring it was fully initialized 

before use.  

 

The Llama-2-13B model, part of Meta’s Llama-2 family, is a pre-trained generative 

model using a transformer architecture. It employs self-attention mechanisms to 

understand contextual relationships, with an encoder-decoder structure where the 

encoder processes input tokens and the decoder generates responses. The multi-head 

attention mechanism enhances its ability to recognize complex patterns. To optimize 

deployment on limited-memory hardware, quantization techniques were used, reducing 

model size while maintaining performance.  

 

For the cancer chatbot, RAG enriches the knowledge base by extracting relevant 

information from medical literature stored in a vector database. This approach enables 

real-time updates without the need for costly model retraining, allowing the chatbot to 

expand its cancer-related knowledge as new data becomes available. At last, Gradio is 

used to build the web interface with local hosted. 
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Table 2.2.2 Summary on Literature Reviews 

Paper  Chatbot Usage Technique used Future 

Improvement 

[9] Healthcare 

Chatbot  

Machine learning 

• NLP Technique  

(Tokenization, Removal of 

stop word, Lemmatization) 

 

• Algorithms/Library/Others 

MLP, NLTK 

 

Adding features 

such as voice chat, 

doctor consultation, 

diagnosis via image 

 

[10] Health Chatbot Machine learning 

• NLP Technique 

Lancaster Stemmer 

algorithm 

 

• Algorithms/Library/Others 

Tensorflow, TFLearn, 

Numpy, NLTK, JSON, 

Pickle file 

 

 

- 

[11] Deep Learning 

Chatbot  
Machine learning 

• NLP Technique 

Bag of Word 

 

• Algorithms/Library/Others 

Random Forest Algorithm, 

Sequence2sequence Model, 

RNN, SGD, Beam Search 

Decoding 

 

 

Using voice-based 

query recognition 

[12] Healthcare 

Chatbot 
Machine learning  

• NLP Technique 

(Tokenization, Removal of 

- 
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stop word, Removal of 

punctuation) 

 

• Feature Extraction 

Technique 

N-gram TF-IDF 

 

• Algorithms/Library/Others 

Cosine similarity 

 

[13] High School 

Chatbot 
Machine learning  

• NLP Technique 

(Tokenization, Removal of 

stop word, Lowercasing, 

Lemmatization) 

 

 

• Feature Extraction 

Technique  

CountVectorizer, 

TfidfTransformer 

 

• Algorithms 

Multinomial Naïve-Baiyes, 

Random Forest Classifier 

 

Using Deep 

Learning Algorithm 

[14] University 

Chatbot for New 

Student 

Admission 

Machine learning 

• NLP Technique 

Case folding, Tokenization, 

Removal of stop word, 

Stemming 

 

• Feature Extraction 

Technique 

TF-IDF 

- 
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• Algorithms 

Dice Similarity algorithm 

 

[15] University-

related FAQs 

Chatbot 

AIML Technique Combine AIML and 

Latent Semantic 

Analysis together 

for chatbot 

development to 

enhance naturally 

 

 

[16] First-aid chatbot  Machine & Deep learning  

• NLP Technique 

Tokenization, Removal of 

Stopword, Sequence 

Padding 

 

• Algorithms/Library/Others 

NLTK, Keras, LSTM, 

Bidirectional LSTM, GRU, 

DNN 

 

• Frontend Technique 

Flask, HTML, CSS, 

Javascript 

 

 

Integrate BERT or 

GPT as advanced 

NLP technique for 

chatbot 

development  

 

Expand dataset, 

Multilingual 

support 

[17] Medical Chatbot LLM and RAG technique 

• RAG 

• LLM 

Sentence transformer 

- 

[18] Cancer Chatbot LLM and RAG technique 

• Pinecone Vector Database 

• LLM 

• RAG 

- 
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• Sentence transformer 

• Cosine similarity 

 

• Frontend Technique 

Gradio 

 

 

Table 2.2.3 Vector Representation Method 

Vector Transformer  Description 

TF-IDF [19] TF-IDF is a way used to measure the significance of a word in 

a document compared to a collection of documents (corpus). It 

involves two key components: 

• Term Frequency (TF) quantifies how often a word 

appears in a document. The formula is: 

 

• Inverse Document Frequency (IDF) can reduce the 

weight of common words from multiple documents and 

gives more importance to less frequent terms. The 

formula is: 

 

 

Combining TF and IDF allows TF-IDF to emphasize words that 

are more in document but rare in the corpus, making it an 

effective tool for identifying important terms while disregarding 

common, less informative words. 

 

Sentence Transformer 

[20] 

Sentence Transformers are deep learning models in Natural 

Language Processing (NLP) that convert entire sentences into 

high-dimensional vectors, also known as embeddings. Unlike 

traditional word embeddings like Word2Vec or GloVe, which 
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only represent individual words without full context, sentence 

transformers capture the complete semantic meaning of a 

sentence. This makes them highly effective for tasks such as 

semantic search, sentence similarity, and text clustering. Their 

ability to preserve context and meaning has greatly improved the 

accuracy and effectiveness of various NLP applications, making 

them a valuable tool for deeper and more meaningful text 

analysis.  

 

 

Llama index 

LlamaIndex is a framework that can enhances Large Language Models (LLM) by 

enabling them to access private data. While LLMs are pre-trained on vast public 

datasets, their functionality is limited without personalized data. LlamaIndex solves this 

by allowing data ingestion from sources like APIs, databases, and PDFs through 

flexible connectors. It then indexes this data into optimized intermediate 

representations for LLMs. With query engines, LLM-powered agents and chat 

interfaces, users can perform natural language searches and conversations with their 

data without retraining the model, making large-scale private data interpretation 

seamless [21]. 

 

RAG Workflow 

Data Collection – Gather relevant data. Data Chunking – Process of breaking large 

documents into smaller, topic-focused sections to improve retrieval efficiency. 

Document Embeddings – Convert text chunks into numerical vector (embedding) 

representations to capture semantic meaning. Handling User Queries – Transform 

user queries into embeddings and retrieve the most relevant document chunks using 

similarity measures. Generating Responses with LLM – Feed retrieved information 

and the query into a language model to generate an accurate and contextually relevant 

response [22]. 
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Figure 2.2.3 RAG workflow 
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CHAPTER 3: System Methodology 

CRISP-DM is an open standard process model that provides organizations with a 

structured framework to navigate the complexities of data science projects, resulting in 

deeper insights, better decision-making, and ultimately, business success [23]. Figure 

3.1 show the Crisp DM methodology which included six major phases which are 

Business Understanding, Data Understanding, Data Preparation, Modeling, Evaluation 

and Deployment. 

 

Figure 3.1 CRISP-DM Methodology 

Business understanding 

This phase involves analysing the current business problems and identifying the 

project’s goals. As stated in Chapter 1, section 1.1 the problems have been identified, 

and the objectives have been clearly defined in section 1.2 to guide the development of 

a solution. The focus now is on aligning the project direction with these objectives to 

ensure the proposed system effectively addresses the key challenges and delivers 

meaningful improvements to healthcare access and service delivery.  The data mining 

goal for the models used on chatbot development is to achieve an accuracy of minimum 

80%.  
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Data understanding  

The focus of this phase is on collecting, exploring and understanding about the data that 

will be used for the following phase such as data preparation and modelling. The 

primary tasks emphasis on process of gathering the data sources for the project. 

Understanding the structure of the dataset is also a crucial part for data understanding, 

which involves identifying data patterns and insight via visualization that could provide 

value information to undergo following phase. The data will collect from UTAR 

hospital flyer, UTAR hospital and clinical websites. The data is used to form sentences 

and used as dataset for model training and used in RAG for transformer model usage. 

In this section, some insight regarding dataset will show.  

 

Data Preprocessing 

The focus of this phase is to transform the initial dataset into the final dataset that will 

be used in the modelling phase. This includes various text preprocessing tasks such as 

removing noise and stop words, expanding contractions, converting text to lowercase, 

and applying lemmatization (an NLP technique). Besides, sentence embedding 

transformer will also use for data preprocessing. For the RAG dataset, the question and 

answer pairs will have their labels removed, retaining only the words themselves 

without any associated tags. 

 

Modeling 

The modeling phase involves several iterations to identify the most effective approach 

for disease prediction using text-based data. The final dataset will be separate into train 

and test set. Some machine learning classification algorithms such as Random Forest, 

Logistic Regression, and Naïve Bayes will be applied to training on data. These models 

are initially trained using default parameters, and GridSearchCV is used to tune defined 

hyperparameters to improve performance of the model. Cross validation will do 

combining with GridSearchCV. Oversampling method would implement to handle 

class imbalance issue and prevent model overfitting.  

 

While transfer learning was attempted using the Qlora method for transformer-based 

LLaMA model to improve response generation related to dataset provided. However, 

the fine-tuning process was not successful due to the limited size of the dataset. 
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Evaluation 

This phase is focus on using the success criteria that define in Business Understanding 

phase to evaluate is the model build achieves the business objectives. The measurement 

metric on classification model such as accuracy, confusion matrix could be a success 

criterion on evaluating the model achievement. While the model can achieve 

approximately 80% accuracy result mean that the classification model has the ability 

on making disease category prediction task. The model has ability to achieve the 

objective that declare. 

 

Deployment 

The creation of a model does not mark the end of the project. It is important to present 

the results in a way that customers can understand and use effectively. Since most users 

are not data analysts, the deployment phase focuses on making the model accessible 

and user-friendly. Depending on the project’s needs, deployment can range from simple 

report generation to the development of a full web application. In this project, a website 

will be developed to serve as the user interface, with separate access for administrators 

and general users. The website will include chatbot page and some key features of 

hospital such as an appointment management page (for booking and cancelling 

appointments), admin dashboard page to monitor and manage system activities, 

chatting with doctor page and related disease information page. This approach ensures 

that both users and administrators can easily interact with the system and benefit from 

the model’s capabilities. 
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3.1  System Design Diagram 

3.1.1  System Architecture Diagram 

Figure 3.1.1.1 show the system architecture diagram. There are 3 main roles for this 

system. Admin has the highest authority (can access all page), Doctor (can access all 

page except dashboard page) and User (can access the page that listed below). PHP is 

the language used for the interface and MYSQL database is used to store and retrieve 

data. 

 

Figure 3.1.1.1 System Architecture Diagram 
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3.1.2  Use Case Diagram 

Figure 3.1.2.1 show the use case diagram, the feature included in the system 

 

Figure 3.1.2.1 Use Case Diagram 

The system is designed to support three key user roles: users, doctors and administrators 

(admins), each with distinct functionalities tailored to their needs. 

 

Users are the primary individuals who interact with the system through a web interface. 

One of the main features provided to users is the ability to submit queries by describing 

their symptoms. The system then uses a machine learning model to analyse these 

symptoms and predict the most likely disease category from ten predefined health 

conditions. Based on the predicted disease, the chatbot recommends suitable doctors 

from the UTAR Hospital TCM Centre who can assist with the user’s condition.  
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In addition to querying, users can manage their medical consultation appointments 

through the system. Users could schedule new appointments, view existing bookings, 

and cancel appointments if needed. Each appointment, along with relevant details such 

as date, time, and assigned practitioner, users who make appointment or cancel 

appointment would get email notification, reminder notification will send to user if the 

booked appointment date is current date. For doctor side, doctor is allowed to view who 

have made appointment with him/her, if session done. The record can be removed from 

the database. 

 

Furthermore, the users could view the disease list (more information about the disease 

with link provided). Report printing is supported by the system as well. Users could 

print the report regarding the question asked to the chatbot.  This could benefit users 

from the perspective if they want to do manual booking at UTAR hospital with the 

chatbot response. The admission can be based on the report to identify what problem 

are the users faced and provide more suitable doctor for them. The system included 

with the chat feature allows the communication between the users and doctors. 

Therefore, any update can be made directly among the users and his/her doctor. 

 

Admins are typically staff or representatives from the organization responsible for 

overseeing and managing the backend of the system. They are granted access to an 

administrative dashboard that presents various analytics and operational insights. For 

example, admins can view reports that highlight which diseases are most frequently 

mentioned in user queries based on the chatbot’s predictions. They can also monitor 

how often the chatbot is used and identify which doctors are in highest demand for 

appointments, allowing them to make data-driven decisions about resource allocation 

and service planning. 

 

Furthermore, the system supports the export of key data including user queries, chatbot 

responses, and predicted disease categories—in a structured JSON format. This 

exported data can be used further enhance and retrain the underlying machine learning 

model, ensuring continuous improvement of the chatbot’s accuracy and relevance over 

time. 
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3.1.3  Use Case Description 

 

Table 3.1.3.1 Use case description 1: Enquire symptom for disease prediction 

and doctor recommendation 

Use Case Name: Enquire 

symptom for disease 

prediction and doctor 

recommendation 

ID: 1 Important Level: High 

Primary Actor: User Use Case Type: Detail, Essential 

Stakeholders and Interests: 

User – Make disease diagnosis using chatbot 

Brief Description: 

This use case describes on how user makes disease diagnosis and doctor recommendation 

from the chatbot 

Trigger: User wants to make disease diagnosis  

Type: External 

Relationships: 

Association: User 

Include: -  

Extend: - 

Generalization: - 

Normal Flow of Events: 

1. User input some symptoms about what they are facing. 

2. System passes user input to machine learning model to make prediction 

3. System response back user with predicted disease category along with the doctor 

recommendation. 

 

Sub Flows: - 

Alternate/Exceptional Flows: 

1. The system display “I did not understand” if the chatbot cannot predicted any patterns 

that related to user enquires. 
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Table 3.1.3.2 Use case description 2: View Disease List 

Use Case Name: View 

Disease List 

ID: 2 Important Level: High 

Primary Actor: User Use Case Type: Detail, Essential 

Stakeholders and Interests: 

User wants to know more information about disease  

Brief Description: 

This use case describes on how to view more information  

Trigger: User wants to know more information about disease performance 

Type: External 

Relationships: 

Association: User 

Include: -  

Extend: - 

Generalization: - 

Normal Flow of Events: 

- User selects disease category 

- System display link regarding the disease 

- User clicks on link to redirect to page related to the link to gather more information 

Sub Flows: - 

Alternate/Exceptional Flows: -  
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Table 3.1.3.3 Use case description 3: Schedule Appointment 

Use Case Name: Schedule 

Appointment 

ID: 3 Important Level: High 

Primary Actor: User Use Case Type: Detail, Essential 

Stakeholders and Interests: 

User – Schedule appointment using chatbot 

Brief Description: 

This use case describes on how user schedule appointment using chatbot 

Trigger: User wants to schedule appointment 

Type: External 

Relationships: 

Association: User 

Include: Make appointment 

Extend: Cancel appointment 

Generalization: - 

Normal Flow of Events: 

- User login using email and password 

1. User makes appointment 

a. User enters name 

b. System used login email 

c. User selects doctor to consult 

d. User selects date, time available 

e. User enters reason for appointment 

f. User clicks book appointment button 

g. User’s booking information store in MYSQL database 

h. System sends booking information to user’s email 

2. User cancels appointment 

a. System display appointment booked after user login 

b. User click cancel button to cancel appointment 

c. System sends cancel information to user’s email 

d. Appointment deletes from MYSQL database 

Sub Flows: - 
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Alternate/Exceptional Flows: 

1. The system will display ‘Appointment booked by others’ to user if the dates, time 

for the respective doctor already booked by other person. 

2. The system will display ‘Invalid email/password’ if the authentication account for 

login does not exist. 

 

Table 3.1.3.4 Use case description 4: Print Report 

Use Case Name: Print 

Report 

ID: 4 Important Level: High 

Primary Actor: User Use Case Type: Detail, Essential 

Stakeholders and Interests: 

User wants print report that been chat with the chatbot   

Brief Description: 

This use case describes on how to print the report that been chat with the chatbot  

Trigger: User wants print report that been chat with the chatbot   

Type: External 

Relationships: 

Association: User 

Include: -  

Extend: - 

Generalization: - 

Normal Flow of Events: 

- User login using email and password 

1. Print whole report by disease category 

- User selects the disease category and click the print button to print the report  

2. Print report for search input 

- User inputs query he/she chats before with the chatbot and click the print button to 

print the report  

Sub Flows: - 

Alternate/Exceptional Flows: The system will display ‘No record found’ if user inputs 

query is no found for report printing. 
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Table 3.1.3.5 Use case description 5: Chat 

Use Case Name: Chat ID: 5 Important Level: High 

Primary Actor: User, Doctor Use Case Type: Detail, Essential 

Stakeholders and Interests: 

User wants to chat with doctor   

Brief Description: 

This use case describes on how user chat with doctor  

Trigger: User wants to chat with doctor 

Type: External 

Relationships: 

Association: User, Doctor 

Include: -  

Extend: - 

Generalization: - 

Normal Flow of Events: 

User Side 

- User login using email and password 

- User selects the doctor want to chat with 

- User queries input to chat with doctor 

Doctor Side 

- Doctor logins using email and password 

- Doctor receives notification and user query 

Sub Flows: - 

Alternate/Exceptional Flows: User and Doctor side can click on end session button to clear 

all message they typed. 
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Table 3.1.3.6 Use case description 6: View Appointment Booked by User 

Use Case Name: View 

Appointment Booked by 

User 

ID: 6 Important Level: High 

Primary Actor: Doctor Use Case Type: Detail, Essential 

Stakeholders and Interests: 

Doctor wants to view his/her time slot that booked by user   

Brief Description: 

This use case describes on how doctor view his/her time slot that booked by user   

Trigger: Doctor wants to view his/her time slot that booked by user   

Type: External 

Relationships: 

Association: Doctor 

Include: -  

Extend: Completed Appointment Session 

Generalization: - 

Normal Flow of Events: 

- Doctor logins using email and password 

- Doctor view booked user details with time 

- After done session with respective user, doctor can click done button 

Sub Flows: - 

Alternate/Exceptional Flows: - 
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Table 3.1.3.7 Use case description 7: View Dashboard 

Use Case Name: View 

Dashboard 

ID: 7 Important Level: High 

Primary Actor: Admin Use Case Type: Detail, Essential 

Stakeholders and Interests: 

Admin – want to investigate on the user query, predicted disease category, peak time on 

chatbot usage, popular disease and doctor booked by user via the usage of chatbot and 

appointment system 

Brief Description: 

This use case describes on visualization of data the ingest from chatbot interface and 

appointment system 

Trigger: Admin want to analyse the data via the graph visualization 

 Type: External 

Relationships: 

Association: Admin 

Include: -  

Extend: Filter Year, Month, Date 

Generalization: - 

Normal Flow of Events: 

- Admin login using email and password 

1. System displays few tabs for admin 

2. Admin select tabs 

a. When the admin selects Tab A, a bar chart is displayed showing the most 

common diseases predicted based on user queries. 

b. When the admin selects Tab B, a line chart is displayed illustrating the 

frequency of user interactions with the chatbot for inquiries. 

c. When the admin selects Tab C, a pie chart is displayed showing the 

distribution of doctors booked by users through the chatbot. 

d. When the admin selects Tab D, a table is displayed listing the symptoms 

described by users that were predicted by the chatbot, which may correspond 

to multiple disease categories. 

 

 

Sub Flows: Admin can select filter such as select year, month, date to look into more 

specific graph display 
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Alternate/Exceptional Flows: -  

 

Table 3.1.3.8 Use case description 8: Export Predicted Dataset 

Use Case Name: Export 

Predicted Dataset 

ID: 8 Important Level: High 

Primary Actor: Admin Use Case Type: Detail, Essential 

Stakeholders and Interests: 

Admin – extract dataset from database that make based on user query and model prediction 

Brief Description: 

This use case describes on how to export predicted dataset  

Trigger: Admin want to extract dataset for further model training to increase model 

performance 

Type: External 

Relationships: 

Association: Admin 

Include: -  

Extend: - 

Generalization: - 

Normal Flow of Events: 

- Admin login using email and password 

- Admin click the extract button  

- System extracts the information from database and format into question, answer 

and category into JSON file. 

- JSON file download into Admin computer. 

Sub Flows: - 

Alternate/Exceptional Flows: -  
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3.1.4  ERD Diagram 

Figure 3.1.4.1 show the ERD diagram, the table used for the system 

 

Figure 3.1.4.1 ERD diagram for Database in Mysql 

Figure 3.1.4.1 show six table which are user_appointments, chat_history, users, doctors, 

password_resets and messages. The user_appointments table include attributes such as 

ID, Name, Doctor, Appointment Date, Appointment Time, Reason of booking, 

Reminder_sent. These informations are required for user to make appointments. The 

reminder sent attribute is used to send reminder to user. The chat_history table include 

attributes such as Input Type (text), Message (user query from chatbot interface), 

Response (all chatbot engine responded answer), Doctor By Category (Combination of 

recommended doctor and disease categories), Retrieved_contexts (the retrieve text that 

get when the chatbot response for generating response to user), Rag_response (part of 

chatbot engine responded answer), All_disease_categories (disease category predicted 

by the chatbot engine). These informations will be used for the dashboard visualization, 

report generation.  
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The users table include attribute such as ID, Name, Email, Password, Admin (number 

to identify role). The doctors table include attribute such as ID, Name (Doctor Name), 

Specialization (Doctor Specialist). The password reset table includes attribute such as 

ID, Email, Token, Expires, Used. This table is used for password reset purpose. Last, 

the message table include ID, sender_ID, receiver_ID, Message attribute. This table is 

to store the query made when communication between users and doctor. 

 

Figure 3.1.4.2 show the ERD diagram, the table that store the link of ngrok API link 

 

Figure 3.1.4.2 ERD Diagram for Database in Supabase 

Figure 3.1.4.2 show a table name ngrok_urls, the table consist of attributes ID, and Url. 

The purpose of this table is used to store the Url that generated from ngrok API which 

allowing to connect Google Colab to local machine. 
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CHAPTER 4: System Design 

4.1 System Block Diagram 

Figure 4.1.1.1 show the system architecture diagram of the system. Include what tool 

is used and what page included.  

 

Figure 4.1.1 System Block Diagram 

The Google Colab will on the Ngrok server to connect to local user interface. As free 

Ngrok account user cannot create sub domain with specific name, whenever restart the 

Ngrok server, a new sub domain will be provided. Therefore, supabase is used to store 

the sub domain. After that, at local machine run xampp server to run PHP, connected 

supabase to retrieve the Ngrok API sub domain, so that can run the RAG process on 

the Google Colab. The reason not running the RAG process on local machine is because 

not enough GPU. Then, user can provide input via the local machine interface and then 

the user query will send to Google Colab to do disease prediction using the model and 

underdo RAG process and return response to user. Besides that, user could also navigate 

manage appointment page (book/cancel appointment), user-doctor chatting page (chat 

with doctor), disease list page (more information about disease with link). Doctor can 

see the appointment booked by user. All the data will be store and retrieved from the 

Mysql database. 
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4.2  System Components Specifications 

4.2.1  RAG Development Flow 

Figure 4.2.1.1 show the diagram of RAG flow 

 

Figure 4.2.1.1 RAG Development Flow Diagram 

The process for this set of RAG is help with the usage of llama index framework. The 

JSON dataset is loaded and doing on the data preprocessing such as chunking and 

embedding. Chunking means the process of making large dataset to smaller dataset with 

nodes that have respective id for the smaller dataset. For this chunking process, the 

JSON NodeParser is used chunking the dataset into smaller set with respective id. 

Embedding means the process of converting the text representation word to numeric 

vector representation that can easily understand by the computer. In this case, the 

sentence transformer () is used to convert the word to numeric vector representation. 

After that, the datasets that have done chunking and embedding are store in a vector 
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store. VectorStoreIndex is used to make the process of storing, indexing and embedding 

using the predefined embedding model (the sentence transformer). Then, when the user 

makes a query, the user query will also turn into vector numeric representation using 

the sentence transformer, based on the user query find the most relevant response from 

the vector store and fed both user query and retrieval response based on user query to 

the large language model (llama3 med42 8b). Then, the large language model will be 

based on the prompt template format to response to user query. 

 

4.2.2  Classification Model Development Flow 

Figure 4.2.2.1 show the diagram Classification Model Flow 

 

Figure 4.2.2.1 Classification Model Development Flow Diagram 

Figure 4.2.2.1 shows the machine learning pipeline for building and evaluating four 

models. The workflow begins with data processing, text cleaning (such as re, spaCy, 

and contractions). The dataset, containing medical-related questions and their 

categories, is loaded from a JSON file. Each question undergoes a cleaning process: 

expanding contractions, converting to lowercase, removing noise, and lemmatizing 

using spaCy to reduce words to their root form. 

 

The cleaned data is then split into features (X) and labels (y), and stratified sampling is 

applied to maintain the original class distribution in both training and test sets. 
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ADASYN is used to handle class imbalances in the training set by generating more 

samples for underrepresented classes. 

 

For feature extraction, both TF-IDF vectorization and SentenceTransformer 

embeddings (all-MiniLM-L6-v2) are implemented. These features are passed into four 

classifiers: Random Forest Classfier, Logistic Regression, and Complement Naive 

Bayes, XgBoost Classifier. Each model is fine-tuned using GridSearchCV to find better 

hyperparameter, and the outputs are calibrated using sigmoid scaling for better 

probability interpretation. 

 

To evaluate model, cross-validation is applied using StratifiedKFold, ensuring that each 

fold maintains the original class distribution. The oversampling method is applied to 

only the training folds when cross validation test. Five folds is undergone and four be 

training folds and one be test fold and iteration is made. The models are assessed using 

accuracy scores, classification report with the mean accuracy and standard deviation 

providing insights into their stability. This is followed by visualizations such as 

confusion matrices to help interpret model performance. After model evaluation, the 

models will be saved. 
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4.2.3  Flow on connection between Google Colab and PHP Web Application 

Figure 4.2.3.1 illustrates the system architecture for integrating a chatbot module built 

on Google Colab with a PHP web application. 

 

Figure 4.2.3.1 Connection Diagram on two platforms 

The chatbot is built using a Flask app that provides a /chat API endpoint. Since Google 

Colab does not provide a permanent public URL, Ngrok is used to expose the Flask app 

to the internet by generating a temporary public URL. This URL changes every time 

the Colab environment is restarted. To handle this, the latest Ngrok URL is 

automatically stored in a Supabase database. 

 

On the PHP web application side, the system first fetches the most recent Ngrok URL 

from the Supabase database. It then uses this URL to send user messages to the /chat 

API endpoint hosted in Colab. After receiving the response from the chatbot, the PHP 

application stores the processed response in a MySQL database. Finally, the stored 

response is displayed to the user through the PHP web interface. This setup allows 

seamless communication between the PHP frontend and the Flask-based chatbot 

module building that running in Google Colab, while also managing the dynamic nature 

of the Ngrok URL. 
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4.2.4  Chinese-English Translation Module Flow 

Figure 4.2.4.1 illustrate on the translation module working flow 

 

Figure 4.2.4.1 Chinese-English Translation Module Flow Diagram 

When the user input Chinese language, Language detection module will detect it is 

Chinese or English. If the English language detected. The user input will direct pass to 

making text retrieved from the vector storage and based on the top similar node score 

sentence feed together the user input and retrieved text to the llama model. Then, the 

llama transformer model will generate output based on the input given. On the other 

hand, if Chinese language user input, the user input undergoes Chinese segmentation 

to make the translation more accurate when passed to the deep translator API for 

translation on Chinese to English language. Then, remaining flow will be same as above 

mentioned flow. Then, the output from the llama model will be transform to the Chinese 

Language with the deep translator API.  
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CHAPTER 5: System Implementation 

5.1  Hardware Setup 

Laptop is the hardware used throughout the project to develop system for UTAR 

hospital. 

Table 5.1.1 Specifications of laptops 

Description Specifications 

Model Nitro AN515-43 

Processor AMD Ryzen7 3750H 

Operating System Windows 11 

Graphic NVIDIA GeForce GTX 1650 

Memory 20GB DDR4 RAM 

Storage 512GB SSD 

 

5.2  Software Setup 

The software and technology that will be used for this project is Visual Studio Code, 

XAMPP, MYSQL database, Supabase, Google Colab. The programming languages are 

PHP and Python. Below table show description on the software used. 

Table 5.2.1 Tool 

Tool Used Description 

Visual 

Studio 

Code 

[24]  

Visual Studio Code serve as a code editor that seamlessly blends simplicity 

with powerful developer tools like IntelliSense code completion and 

debugging. It is available on macOS, Linux, and Windows. Visual Studio 

Code will be used as the editor for development of chatbot by using python 

language.  

XAMPP 

[25] 

 

XAMPP is a popular PHP development environment that offers a free and 

easy-to-install Apache distribution, which includes MariaDB, PHP, and Perl. 

As an open-source package, XAMPP is designed for ease of use, making setup 

and development straightforward. 

Google 

Colab 

Google Colab is platform by Google allowed write and execute Python code 

in your browser. Specifically, it enables you to run Jupyter notebooks without 
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[26] the need to worry about hardware requirements or software installations on 

your computer. 

 

Ngrok 

[27] 

Ngrok is a cross-platform tool that allows developers to easily make their 

local development server accessible on the Internet. It does this by creating a 

secure tunnel to your local server and assigning it a public URL under the 

ngrok.com domain. This means you don’t need a public IP address or your 

own domain name to share your local server online. While similar results can 

be achieved using Reverse SSH Tunneling, ngrok offers a much simpler 

setup without the need for managing a remote server. 

 

 

Table 5.2.2 Programming Language 

Programming Language Description 

Python  

[28] 

Python is used as development programming 

language for this project. Python offer some 

useful library such as Tensorflow, Numpy, 

NLTK which help in the process of 

development of chatbot.  

 

PHP 

[29] 

PHP is a language commonly used in web 

development. Renowned for its speed, 

flexibility, and efficiency, it supports a wide 

range of applications from personal blogs to 

some of the world’s most heavily trafficked 

websites. 

 

 

Table 5.2.3 Python Library    

No Framework/Library 

1 Llama-index 

2 Transformers 

3 Torch 
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4 Deep Translator 

5 Jieba 

6 Spacy 

7 Flask 

8 Pyngrok 

9 Joblib 

10 Supabase 

 

Transformer model  

• Llama 3 med42 8b 

Table 5.2.4 Specification of Transformer model [30] 

Specification Value 

Model name Llama3-Med42-8B 

Developer  M42 Health AI Team 

Base model Llama3 - 8B 

Model Type Clinical large language model (LLM) 

Parameter 8 billion 

Context length 8k token 

Intended use • Medical question answering 

• Patient record summarization 

• Aiding medical diagnosis 

• General health Q&A 

 

 

 

 

 

 

 

 

 

 

 

 

https://huggingface.co/m42-health/Llama3-Med42-8B
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Figure 5.2.1 show the transformer model loading method from Hugging Face using 

AutoTokenizer function and a token is needed for authentication purpose. 4-bit 

quantization is used to reduce the GPU usage when model loading. 

 

Figure 5.2.1 Load Llama 3 med42 8b model 

 

5.3 Business Understanding  

In Malaysia’s multicultural society, elderly patients who speak Chinese or dialects often 

face language barriers when seeking healthcare, leading to miscommunication, 

misdiagnosis, and delayed treatment. Patients also struggle to identify the right 

healthcare provider due to unclear practitioner roles, increasing the risk of inappropriate 

consultations. Additionally, UTAR Hospital’s current appointment system lacks clarity 

and usability, with many patients abandoning digital scheduling due to inefficiencies. 

These challenges highlight the need for a solution that improves communication, 

guidance, and access to medical services. 

This project aims to develop a bilingual (English and Chinese) chatbot for UTAR 

Hospital’s T&CM Centre that predicts possible diseases based on user-described 

symptoms, recommends suitable doctors, and streamlines appointment scheduling with 
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automated email notifications. An admin dashboard will also be implemented to 

visualize user interactions and appointment data, supporting better healthcare 

management. The chatbot targets a minimum disease prediction accuracy of 80%, with 

the overall goal of enhancing patient experience and service delivery in a multilingual 

environment. 

 

5.4 Data Understanding 

The dataset is collected from UTAR hospital website, flyer and Cleveland clinic 

website. The dataset from the flyer is extracted using OneNote, Google Len. The flyer 

(Appendix A-1, Appendix A-2) has column Practitioners, Category and Details. The 

Practitioners column shows the name of the practitioners. The Category column shows 

the main disease, for example Internal Disease, ENT, Lung System Disorder. The 

Details column show the keyword on disease or symptoms for the main disease that the 

practitioner can diagnose.  

 

From the UTAR hospital flyer and website, data such as symptom or sub disease of 

disease category and doctor for respective disease category can be retrieved. From the 

Cleveland clinic website, the symptom of the sub disease can be found. An example of 

sub disease of muscuoloskeletal disease, kyphosis is place at Appendix A-3. Via the 

symptom of sub disease, sentence is formed as dataset. The dataset formed in format of 

“Question”, “Answer”, “Category”. The question is sentence that will likely ask by user. 

The answer is the sub disease of the category. The category is main disease problem. 

Figure 5.4.1 show the example dataset that used to train model. Figure 5.4.2 show the 

10 disease categories with respective encoded class. Figure 5.4.3 show the example of 

UTAR hospital T&CM centre practitioners with respective disease categories. Figure 

5.4.4 show the dataset quantity. 
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Dataset for machine learning model 

 

Figure 5.4.1 Dataset example 

 

 

Figure 5.4.2 Disease Categories with Encoded class 

 

 

Figure 5.4.3 Practitioners categories by disease 
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Figure 5.4.4 Quantity of dataset based on disease categories 

Figure 5.4.4 show an imbalance in class distribution, which is because the flyer includes 

more sub-diseases under certain categories, while others have fewer sub-diseases listed. 

This bar graph showed dataset before data splitting. 

 

Dataset for RAG process and transformer model usage 

Figure 5.4.5 show the dataset stored in the vector storage. RAG dataset formed using 

the question and answer but not the category. Example datasets are showed in Figure 

5.4.6. The question and the answer tag are not stored.  

 

Figure 5.4.5 RAG dataset 
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Figure 5.4.6 RAG dataset stored example without tag 

 

5.5 Data Preparation 

Data Preparation for machine learning model 

Figure 5.5.1 show the oversampling dataset that using Adasyn for embedding. Figure 

5.5.2 show the oversampling dataset that using Adasyn for TF-IDF. 

 

Figure 5.5.1 Oversampling dataset (Embedding) 

 

Figure 5.5.2 Oversampling dataset (TF-IDF) 
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Figure 5.5.1 and Figure 5.5.2 show datasets. Left side is the original dataset while right 

side is the dataset are oversampling using Adasyn method to make the class dataset 

balance, this can ensure that during model training can prevent the model overfitting to 

class that have more data. 

 

Figure 5.5.3 show the example of dataset that preprocessed. The technique used for data 

preprocessing included removing noise and stop words, expanding contractions, 

converting text to lowercase, and applying lemmatization. Figure 5.5.4 show sentence 

with tokenize. Token ID will be given to each word. Figure 5.5.5 show the embedding 

example of sentence using the sentence transformer. Figure 5.5.6 show TF-IDF vector 

representation sentence. 

 

 

Figure 5.5.3 Dataset preprocessed 

The sentence for example, ‘my hamstring always feel tight even when I stretch’ is 

convert to lowercase ‘My’ to ‘my’ and ‘,’ is removed. While for the sentence ‘I have 

noticed a hump forming in my upper back’ is convert from ‘noticed’ to ‘notice’ and 

‘forming’ to ‘form’ 
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Tokenization 

 

Figure 5.5.4 Tokenization Example 

Figure 5.5.4 show sentence like back pain when standing. The token is assigned to 2067 

as back, 3255 as pain.  

 

Embedding 

 

Figure 5.5.5 Embedding Example 

Figure 5.5.5 show examples of sentence embeddings, which are numerical 

representations of the meaning of entire sentences. For each sample, the image displays 

the first 5 values of the embedding and notes that the embedding shape is (384,), 

meaning each sentence is converted into a vector with 384 numbers. These embeddings 

help machines understand and compare the meanings of sentences. 
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TF-IDF vector representation 

 

Figure 5.5.6 TF-IDF Vector Representation Example 

Figure 5.5.6, each sample contains a preprocessed sentence followed by a list of its top 

TF-IDF features. These features include word or phrase combinations like "be loud", 

"my tinnitus", or "experience irritation", each paired with a numerical value that 

represents its importance. Higher values indicate terms that are more relevant to the 

individual sample and less common in the other samples, making them useful for 

identifying key topics or symptoms being described. 

 

5.6 Modeling 

Figure 5.6.1 show data splitting function, Figure 5.6.2 show the adasyn oversampling 

function on training data set, Figure 5.6.3 show the best cross validation score on 

gridsearchcv test on original dataset, Figure 5.6.4 until Figure 5.6.7 show the functions 

of classification model 

 

Figure 5.6.1 Data splitting 

The data set is split into X and Y, X is the question and Y is the categories. 80% is the 

training dataset and 20% is the test set. Stratify is used to ensure all class is distributed 

equally. 
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Figure 5.6.2 Adasyn oversampling on training dataset 

After the dataset is undergo embedding of TF-IDF, convert into vector representation, 

the training dataset undergoes oversampling. 

 

 

Figure 5.6.3 GridSearch CV result without oversampling 

Figure 5.6.3 show the best cross validation accuracy with 5 folds set. The range are 

between 0.77 until 0.79, the random forest classifier done the best over other two 

classifier model. While logistic regression classification model also done quick well 

compared to naïve bayes. XGboost classifiers not applied with Gridsearch CV because 

the session always crashes when using Google Colab to find best hyperparamter.  

 

 

Figure 5.6.4 Random Forest Classifier  
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The best parameter is trained on the randomforest classifier for two cases, Embedding 

and TF-IDF. The calibratedclassiferCV is used to adjust predicted probabilities to better 

reflect the true likelihood of each class.  

 

 

Figure 5.6.5 Logistic Regression 

The best parameter is trained on the logistic regreesion classifier for two cases, 

Embedding and TF-IDF. The calibratedclassiferCV is used to adjust predicted 

probabilities to better reflect the true likelihood of each class.  

 

 

Figure 5.6.6 Complement Naïve Bayes 

The best parameter is trained on the the complement naïve bayes for two cases, 

Embedding and TF-IDF. The complement naïve bayes is used because it can handle 

better for imbalance class compared to multinomial naïve bayes. 
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Figure 5.6.7 Xgboost Classifier 

The best parameter is trained on the xgbosst classifier for two cases, Embedding and 

TF-IDF. The calibratedclassiferCV is used to adjust predicted probabilities to better 

reflect the true likelihood of each class. Above code also shows the hyperparameter 

used for the model training. 
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5.7 Evaluation 

Random Forest Classifier (Embedding)  

Figure 5.7.1 show the classification report and top 3 accuracy evaluation. A Random 

Forest machine learning model was used to predict different types of diseases based on 

patient information. It applied word embeddings to better understand symptom-related 

terms. Tested on 806 samples, the model achieved 82% accuracy in correctly 

identifying unseen dataset.  

 

Figure 5.7.1 Evaluation on Random Forest Classifier (Embedding) 

The classification report shows an overall accuracy of 82%, with a high top 3 accuracy 

of 96.3%, indicating the model often ranks the correct class within its top three 

predictions. The weighted F1-score of 0.81 suggests balanced performance across 

classes, while the macro F1-score of 0.76 reveals that some classes, particularly those 

with fewer samples, are less accurately predicted. High-performing classes include skin 

disease (F1-score: 0.94) and musculoskeletal problems (F1-score: 0.91), reflecting 

strong precision and recall. In contrast, the model struggles with kidney, heart, and lung 

diseases. Kidney disease shows perfect precision (1.00) but low recall (0.44), meaning 

many true cases were missed. Heart and lung problems also show low F1-scores 

(around 0.56–0.60), suggesting confusion with other classes.  
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Figure 5.7.2 show the test set and model stability evaluation. The model perform stable 

as the standard deviation is low and test set is displayed with prediction result. 

 

Figure 5.7.2 Evaluation on Test case and Stability 

The Random Forest model with embeddings demonstrates in classifying disease-related 

symptoms. In the top 3 predictions for test samples, the correct label appeared within 

the top 3 suggestions in all cases and was ranked first in four out of five samples. This 

highlights the model’s reliability in suggesting accurate diagnoses, even if the top 

prediction isn't always correct. Misclassifications occurred between musculoskeletal, 

kidney, and gynaecological diseases, likely due to overlapping symptoms but still 

predicted in top 3 classes. Additionally, cross-validation using adasyn on training folds 

results show a mean accuracy of 81.2% with a low standard deviation of 0.017, 

indicating consistent performance across different data splits. The accuracy ranged 

from 77.9% to 84.5%, confirming the model’s robustness and making it suitable for use 

in medical decision-support systems where multiple suggestions can guide further 

examination. 
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Figure 5.7.3 Confusion Matrix of Random Forest Classifier 

Figure 5.7.3 show the confusion matrix evaluation on the random forest classifier model. 

The model performs quick well for ENT disease (56/62), skin problem disease (77/79), 

gastrointestinal disease (19/25), gynaecological disease (192/215) and musculoskeletal 

problem (139/150). However, lung problem disease and kidney problem disease show 

more confusion. For instance, lung disease is often misclassified as heart disease (11 

times) and kidney problem disease suffers from misclassification as gynaecological 

disease (9 times) across several classes due to its small sample size. The confusion 

between kidney disease, heart, and lung issues suggest overlapping features that the 

model struggles to separate. This can be due to the reason; similar symptoms exist 

between the classes cause misclassification.  
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Random Forest Classifier (TF-IDF)  

Figure 5.7.4 show the classification report and top 3 accuracy evaluation. A Random 

Forest machine learning model using TF-IDF features was used to predict different 

types of diseases based on patient information. Tested on 806 samples, the model 

achieved 80% accuracy in correctly identifying unseen dataset.  

 

Figure 5.7.4 Evaluation on Random Forest Classifier (TF-IDF) 

The classification report shows an overall accuracy of 80%, with a high top 3 accuracy 

of 94.3%, indicating strong performance in ranking the correct disease within the top 

three predictions. The model performed particularly well for classes with more samples, 

such as skin, gynaecological and musculoskeletal problems, both achieving high recall 

and F1-scores (above 0.85). However, performance dropped for less represented or 

more symptomatically overlapping classes, such as heart and lung diseases, with F1-

scores of 0.44 and 0.55, respectively. The macro average F1-score of 0.75 suggests 

moderate performance across all classes, while the weighted average of 0.80 reflects 

the model's overall balance in handling class imbalance. This shows the model is 

reliable for many classes but struggles with some minority or ambiguous cases. 
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Figure 5.7.5 show the test set and model stability evaluation. The model perform stable 

as the standard deviation is low and test set is displayed with prediction result. 

 

Figure 5.7.5 Evaluation on Test case and Stability  

The Random Forest model with TF-IDF feature extraction demonstrates in classifying 

disease-related symptoms. In the top 3 predictions for test samples, the correct label 

appeared within the top 3 suggestions in 4 cases except for sample 5. Misclassifications 

occurred in sample 5 may be due to the reason TF-IDF vector representation not based 

on the whole sentence but rare word or common word causing the model cannot catch 

the pattern well on identifying disease. Additionally, cross-validation using adasyn on 

training folds results show a mean accuracy of 79% with a low standard deviation of 

0.019, indicating consistent performance across different data splits. The accuracy 

ranged from 75.2% to 82.7%.  
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Figure 5.7.6 Confusion Matrix of Random Forest Classifier  

Figure 5.7.6 show the confusion matrix evaluation on the random forest classifier model. 

The model performs quick well for skin problem disease (72/79), gynaecological 

disease (199/215) and musculoskeletal problem (136/150). The confusion between 

classes suggest overlapping features that the model struggles to separate. This can be 

due to the reason; similar symptoms exist between the classes cause misclassification. 

This proves that the project could have improvement in data preparation and containing 

similar symptoms in different diseases is also possible. 
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Logistic Regression (Embedding)  

Figure 5.7.7 show the classification report and top 3 accuracy evaluation. A Logistic 

Regression machine learning model was used to predict different types of diseases 

based on patient information. It applied word embeddings to better understand 

symptom-related terms. Tested on 806 samples, the model achieved 78% accuracy in 

correctly identifying unseen dataset.  

 

Figure 5.7.7 Evaluation on Logistic Regression  

The classification report shows an overall accuracy of 78%, with a high top 3 accuracy 

of 93.7%, indicating the model often ranks the correct class within its top three 

predictions. The weighted F1-score of 0.78 model performs well overall, especially on 

frequent diseases, while the macro F1-score of 0.73 reveals that some classes, 

particularly those with fewer samples, are less accurately predicted. High-performing 

classes include skin disease (F1-score: 0.92) and musculoskeletal problems (F1-score: 

0.90), reflecting strong precision and recall. In contrast, the model struggles with heart, 

and lung diseases. Heart and lung problems also show low F1-scores (around 0.47–

0.53), suggesting confusion with other classes. 
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Figure 5.7.8 show the test set and model stability evaluation. The model perform stable 

as the standard deviation is low and test set is displayed with prediction result. 

 

Figure 5.7.8 Evaluation on Test case and Stability  

The Logistic Regression with embeddings demonstrates in classifying disease-related 

symptoms. In the top 3 predictions for test samples, the correct label appeared within 

the top 3 suggestions in all cases. This highlights the model’s reliability in suggesting 

accurate diagnoses. Cross validation using adasyn on training folds results show a mean 

accuracy of 78.9% with a low standard deviation of 0.01, indicating consistent 

performance across different data splits. The accuracy ranged from 76.9% to 81%. 

However, even test set is fully predicted but the overall accuracy does not meet 80%, 

improvement can be made by adding the dataset.  
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Figure 5.7.9 Confusion Matrix of Logistic Regression 

Figure 5.7.9 show the confusion matrix evaluation on the logistic regression model. The 

model performs quick well for skin problem disease (78/79) and musculoskeletal 

problem (136/150). The confusion between classes suggests overlapping features that 

the model struggles to separate. This can be due to the reason; similar symptoms exist 

between the classes cause misclassification. For example, the model missclassificate 10 

gynaecological disease cases into liver disease, this could be due to the reason of disease 

like hormone imbalance symptom such as fatigue and numbness. This proves that the 

project could make improvements in data preparation as containing similar symptoms 

in different diseases is also possible. 
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Logistic Regression (TF-IDF)  

Figure 5.7.10 show the classification report and top 3 accuracy evaluation. A Logistic 

Regression machine learning model using TF-IDF features was used to predict different 

types of diseases based on patient information. Tested on 806 samples, the model 

achieved 80% accuracy in correctly identifying unseen dataset.  

 

Figure 5.7.10 Evaluation on Logistic Regression (TF-IDF) 

The classification report shows an overall accuracy of 80%, with a high top 3 accuracy 

of 92.7%, indicating the model often ranks the correct class within its top three 

predictions. The weighted F1-score of 0.79 model performs well overall, especially on 

frequent diseases, while the macro F1-score of 0.74 reveals that some classes, 

particularly those with fewer samples, are less accurately predicted. High-performing 

classes include skin disease (F1-score: 0.96) and musculoskeletal problems (F1-score: 

0.91), reflecting strong precision and recall. In contrast, the model struggles with heart, 

and lung diseases. Heart and lung problems also show low F1-scores (around 0.47–

0.56), suggesting confusion with other classes. 

 

 



CHAPTER 5 

76 
Bachelor of Information Systems (Honours) Business Information Systems 

Faculty of Information and Communication Technology (Kampar Campus), UTAR 
 

Figure 5.7.11 show the test set and model stability evaluation. The model perform stable 

as the standard deviation is low and test set is displayed with prediction result. 

 

Figure 5.7.11 Evaluation on Test case and Stability  

The Logistic Regression with TF-IDF extraction demonstrates in classifying disease-

related symptoms. In the top 3 predictions for test samples, the correct label appeared 

within the top 3 suggestions in all cases and was ranked first in four out of five samples. 

This highlights the model’s reliability in suggesting accurate diagnoses, even if the top 

prediction isn't always correct. Misclassifications occurred between musculoskeletal, 

kidney, and gynaecological diseases, likely due to overlapping symptoms but still 

predicted in top 3 classes. Additionally, cross-validation using adasyn on training folds 

results show a mean accuracy of 80% with a low standard deviation of 0.02, indicating 

consistent performance across different data splits. The accuracy ranged from 75.9% to 

84%, confirming the model’s robustness and making it suitable for use in medical 

decision-support systems where multiple suggestions can guide further examination. 
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Figure 5.7.12 Confusion Matrix of Logistic Regression 

Figure 5.7.12 show the confusion matrix evaluation on the logistic regression model. 

The model performs quick well for skin problem disease (78/79) and musculoskeletal 

problem (140/150). The confusion between classes suggests overlapping features that 

the model struggles to separate. This can be due to the reason; similar symptoms exist 

between the classes cause misclassification. This proves that the project could have 

improvement in data preparation and containing similar symptoms in different diseases 

is also possible. 
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XGBoost Classifier (Embedding)  

Figure 5.7.13 show the classification report and top 3 accuracy evaluation. A Xgboost 

Classifier machine learning model was used to predict different types of diseases based 

on patient information. It applied word embeddings to better understand symptom-

related terms. Tested on 806 samples, the model achieved 84% accuracy in correctly 

identifying unseen dataset.  

 

Figure 5.7.13 Evaluation on Xgboost Classifier (Embedding) 

The classification report shows an overall accuracy of 84%, with a high top 3 accuracy 

of 93.2%, indicating the model often ranks the correct class within its top three 

predictions. The weighted F1-score of 0.83 suggests balanced performance across 

classes, while the macro F1-score of 0.80 performs consistently across all disease types, 

treating each equally. It shows balanced classification, even for less common classes. 

High-performing classes include skin disease (F1-score: 0.94) and musculoskeletal 

problems (F1-score: 0.91), reflecting strong precision and recall. In contrast, the model 

struggles with heart, and lung diseases. Heart and lung problems also show low F1-

scores (around 0.59–0.64), suggesting confusion with other classes.  
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Figure 5.7.14 show the test set and model stability evaluation. The model perform stable 

as the standard deviation is low and test set is displayed with prediction result. 

 

Figure 5.7.14 Evaluation on Test case and Stability 

The Xgboost Classifier model with embeddings demonstrates in classifying disease-

related symptoms. In the top 3 predictions for test samples, the correct label appeared 

within the top 3 suggestions in all cases and was ranked first in four out of five samples. 

This highlights the model’s reliability in suggesting accurate diagnoses, even if the top 

prediction isn't always correct. Misclassifications occurred between musculoskeletal, 

heart, and internal diseases for sample 4, likely due to overlapping symptoms especially 

the sentence ‘feel very tight especially around my neck’ cause the misclassification to 

‘musculoskeletal problem’, the possible reason can be due to the dataset is still not 

enough. Additionally, cross-validation using adasyn on training folds results show a 

mean accuracy of 80.8% with a low standard deviation of 0.019, indicating consistent 

performance across different data splits. The accuracy ranged from 77.1% to 84.6%, 

confirming the model’s robustness and making it suitable for use in medical decision-

support systems where multiple suggestions can guide further examination. 
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Figure 5.7.15 Confusion Matrix of XgboostClassifier 

Figure 5.7.15 show the confusion matrix evaluation on the xgboost classifier model. 

The model performs quick well for skin problem disease (76/79), gastrointestinal 

disease (20/25), gynaecological disease (193/215), kidney problem disease (21/25) and 

musculoskeletal problem (140/150). The confusion between classes suggests 

overlapping features that the model struggles to separate. This can be due to the reason; 

similar symptoms exist between the classes cause misclassification. 
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XGBoost Classifier (TF-IDF)  

Figure 5.7.16 show the classification report and top 3 accuracy evaluation. A Xgboost 

Classifier machine learning model using TF-IDF features was used to predict different 

types of diseases based on patient information. Tested on 806 samples, the model 

achieved 73% accuracy in correctly identifying unseen dataset.  

 

Figure 5.7.16 Evaluation on Xgboost Classifier (TF-IDF) 

The classification report shows an overall accuracy of 73%, with a high top 3 accuracy 

of 90.1%, indicating the model often ranks the correct class within its top three 

predictions. A macro F1-score of 0.68 means the model’s performance across all classes 

is moderate, with some classes likely performing poorly. The weighted F1-score of 0.73 

shows slightly better overall performance, mainly because the model does better on 

common classes. This suggests the model is not well-balanced and struggles more with 

less frequent or harder-to-classify diseases. High-performing classes include skin 

disease (F1-score: 0.90). In contrast, the model struggles with heart, and lung diseases. 

Heart and lung problems also show low F1-scores (F1-score: 0.43), suggesting 

confusion with other classes.  
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Figure 5.7.17 show the test set and model stability evaluation. The model perform stable 

as the standard deviation is low and test set is displayed with prediction result. 

 

Figure 5.7.17 Evaluation on Test case and Stability  

The Xgboost Classifier model with TF-IDF extraction demonstrates in classifying 

disease-related symptoms. In the top 3 predictions for test samples, the correct label 

appeared within the top 3 suggestions in all cases and was ranked first in four out of 

five samples. This highlights the model’s reliability in suggesting accurate diagnoses, 

even if the top prediction isn't always correct. Misclassifications occurred between 

musculoskeletal, heart, and liverdiseases for sample 5, likely due to overlapping 

symptoms especially the sentence ‘I notice that my leg look puffy than usual’ cause the 

misclassification to ‘musculoskeletal problem’, the possible reason can be due to the 

dataset is still not enough. Additionally, cross-validation using adasyn on training folds 

results show a mean accuracy of 77.5% with a low standard deviation of 0.016, 

indicating consistent performance across different data splits. The accuracy ranged 

from 74.4% to 80.7%. 
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Figure 5.7.18 Confusion Matrix of Xgboost Classifier 

Figure 5.7.18 show the confusion matrix evaluation on the xgboost classifier model. 

The model performs quick well for skin problem disease (70/79). The confusion 

between classes suggests overlapping features that the model struggles to separate. This 

can be due to the reason; similar symptoms exist between the classes cause 

misclassification. 
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Naïve Bayes (TF-IDF)  

Figure 5.7.19 show the classification report and top 3 accuracy evaluation. A Naïve 

Bayes machine learning model using TF-IDF features was used to predict different 

types of diseases based on patient information. Tested on 806 samples, the model 

achieved 72% accuracy in correctly identifying unseen dataset.  

 

Figure 5.7.19 Evaluation on Naïve Bayes (TF-IDF) 

The classification report shows an overall accuracy of 72%, with a high top 3 accuracy 

of 92.4%, indicating the model often ranks the correct class within its top three 

predictions. A macro F1-score of 0.68 means the model's performance across all classes 

is moderate, with some classes likely performing poorly. The weighted F1-score of 0.73 

shows slightly better overall performance, mainly because the model does better on 

common classes. This suggests the model is not well-balanced and struggles more with 

less frequent or harder-to-classify diseases. Heart and lung problems show low F1-

scores (around 0.42 - 0.43), suggesting confusion with other classes. And suprisely, for 

the skin problem disease, recall is 1.0 which mean all test case is predicted correctly. 
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Figure 5.7.20 show the test set and model stability evaluation. The model perform stable 

as the standard deviation is low and test set is displayed with prediction result. 

 

Figure 5.7.20 Evaluation on Test case and Stability  

The Xgboost Classifier model with TF-IDF extraction demonstrates in classifying 

disease-related symptoms. In the top 3 predictions for test samples, the correct label 

appeared within the top 3 suggestions in all cases. This highlights the model’s reliability 

in suggesting accurate diagnoses. Cross validation using adasyn on training folds results 

show a mean accuracy of 74.2% with a low standard deviation of 0.023, indicating 

consistent performance across different data splits. The accuracy ranged from 69.7% to 

78.8%. 
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Figure 5.7.21 Confusion Matrix of Naïve Bayes (TF-IDF) 

Figure 5.7.21 show the confusion matrix evaluation on the naïve bayes model. The 

model performs well for skin problem disease (79/79), kidney problem disease (24/25) 

and gastrointestinal disease (21/25). This insight are meaningful as even when the 

training set and test set is not that much, Naïve bayes have the ability to identify correct 

class for disease. However there still existed confusion between classes which 

overlapping features that the model struggles to separate. This can be due to the reason; 

similar symptoms exist between the classes cause misclassification. 
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5.8 Deployment 

Figure 5.8.1 show the chatbot interface. The user input ‘sometime got ringing sound in 

my ear but not sound is around’. The chatbot reply with the help of RAG and 

transformer model. The disease ‘ENT disease’ that show to user is based on the machine 

learning model and display respective practitioners. User is enabled to click the link to 

navigate to appointment page to make appointment, and the link for related disease is 

based on the keyword extracted from the transformer model rag response.  

 

Figure 5.8.1 Show case for English Language Chatbot Interaction 
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Figure 5.8.2 show the chatbot interface. The user input ‘why my eye ball is yellow’. 

The translation module will trigger to display Chinese response to user. 

 

Figure 5.8.2 Show case for Chinese Language Chatbot Interaction 

 

Figure 5.8.3 to Figure 5.8.14 are the function/page regarding hospital system. The 

chatbot can interaction with the page developed.  

 

Figure 5.8.3 Home Page 
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Figure 5.8.4 Sign Up Page 

User could sign up with the name, email and password. If the confirmation password is 

not correct as password. Error messages will prompt. 

 

 

Figure 5.8.5 Login Page 

After sign up, user allows to login. If login details not existed in database, the users are 

not allowed to login, error message will prompt. 
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Figure 5.8.6 Forgot Password Page 

If user forgot password, they could enter their email, and a reset password email will 

send to the user for password reset purpose. 

 

 

Figure 5.8.7 Book appointment page 
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User could make appointments after they login. The name and email will auto fill up 

by the system, user can select doctor, date, time and state reason to make appointment, 

and an email notification will send to user. Reminder will send to the user, if the current 

date is the booked appointment date. In other hands, if the timeslot is not available, non-

successfully booked message will prompt to user. 

 

 

Figure 5.8.8 View/Cancel appointment page 

User could view and cancel their appointment if they login. If they cancel their 

appointment, the cancel email will send to user as well. 
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Figure 5.8.9 Dashboard on disease predicted by category 

The admin can view the bar graph for the disease category, see the trend of disease. 

Besides that, admin can also filter based on year, month and date to display respective 

graph based on selected slot. The Export JSON file button can reduce the workload of 

finding dataset, as RAG method can use the dataset to generate output. So, using user 

query and monitoring on the answer and category by professional can make the chatbot 

generate more user accurate result to user. 

 

 

Figure 5.8.10 Dashboard on user engagement with chatbot 

The admin can view the line chart on the user engagement with chatbot. 
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Figure 5.8.11 Dashboard on doctor appointments distribution 

The dashboard allows the admin to view the number of appointments made by users 

with each respective doctor. 

 

 

Figure 5.8.12 User-Doctor chatting page 

This feature enables easy communication between the user and doctor for convenient 

follow-up and further access. 
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Figure 5.8.13 Print Report Page 

The chat history report allows users to print a record of all previous interactions with 

the chatbot. Users can also search for specific queries they made to include in the report. 

This makes it easier for the admission team to find suitable practitioners for the user 

during physical admission. 

 

 

Figure 5.8.14 Disease List Page 

User can get more information about respective disease, the link is provided to user for 

the disease list page 
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Figure 5.8.15 View Appointments Booked by user (Doctor Side) 

The doctor enables to see who have booked with him/her. Once session done, doctor 

can click on the done button to remove the record. 
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CHAPTER 6: System Evaluation And Discussion 

6.1  System Testing and Performance Metrics 

6.1.1 Classification model evaluation 

For the classification model evaluation, metrics such as accuracy, top-3 accuracy, 

classification report (precision, recall, f1-score), cross validation score and confusion 

matrix are used. Table 6.1.1.1 show summary on the accuracy, cross validation score 

(5 folds, using training dataset - unseen data) and top-3 accuracy (top 3 predicted classes 

containing the true classes). More detail evaluation explanations can refer to Chapter 

5 – Section 5.7 Evaluation. 

 

Table 6.1.1.1 Summary on Classification Model Performance 

Classification 

Model 

Accuracy Cross Validation 

Score 

Top-3 accuracy 

Random Forest 

Classifier 

(Embedding) 

82% 81.2% 96.3% 

Random Forest 

Classifier  

(TF-IDF) 

80% 79% 94.3% 

Logistic Regression 

(Embedding) 

78% 78.9% 93.7% 

Logistic Regression  

(TF-IDF) 

80% 80% 92.7% 

Xgboost Classifier 

(Embedding) 

84% 80.8% 93.2% 

Xgboost Classifier  

(TF-IDF) 

73% 77.5% 90.1% 

Naïve Bayes (TF-

IDF) 

72% 74.2% 92.4 % 
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From all the trained models, only three classification models (which is almost 80% or > 

80%) are used for making prediction [Random Forest Classifier (Embedding), Logistic 

Regression (TF-IDF), Xgboost Classifier (Embedding)]and combine with RAG. The 

insight get from the model training are TF-IDF work better in Logistic Regression 

Classification, while the Embedding work better in Random Forest and Xgboost 

Classification.  

 

6.1.2 Chatbot Response Testing 

The testing is to evaluate the chatbot responses whether are relevant to retrieve text, 

and the response show should include the disease diagnosed, doctor recommendation 

and respective disease link. Besides, also testing on whether the chatbot response could 

be in bilingual language (English/Chinese). The testing results shows the information 

displayed are relevant to the retrieve text, and others information also display correctly 

as well. Therefore, the response from chatbot feature meet the expectation. 

Test Case 1: 

 

Figure 6.1.2.1 Chatbot Test Case 1 
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Table 6.1.2.1 show the top 5 retrieve texts from vector storage that feeded to the llama 

transformer model. 

Table 6.1.2.1 Top 5 retrieve texts 

"text":"My 

vaginal discharge 

has turned 

yellowish. A 

yellow or green 

discharge may be 

a sign of 

abnormal 

leucorrhoea, 

often due to an 

infection." 

 

"text":"My 

discharge has 

changed to a 

yellow color. 

Yellow discharge 

may be an 

indication of 

abnormal 

leucorrhoea, 

often due to an 

infection." 

 

"text":"I have 

yellow, thick 

discharge and 

feel discomfort. 

Thick yellow 

discharge may 

indicate bacterial 

vaginosis or 

trichomoniasis, 

both forms of 

abnormal 

leucorrhoea. " 

 

"text":"I have 

yellow, thick 

vaginal discharge 

that causes 

discomfort. Thick 

yellow discharge 

can be a sign of 

infection, such as 

bacterial 

vaginosis or 

trichomoniasis, 

both of which are 

types of 

abnormal 

leucorrhoea." 

"text":"My 

vaginal discharge 

is pale yellow 

with a noticeable 

odor and I feel 

discomfort while 

sitting. A pale 

yellow discharge 

with odor and 

discomfort may 

indicate abnormal 

leucorrhoea due 

to an infection. " 

 

Figure 6.1.2.2 show disease prediction based on the classification model. The top 

predicted disease will be get from the three models and combined with RAG response 

with keyword detection. Based on the tcm doctors list, output doctor for user. 

 

Figure 6.1.2.2 Model Prediction Result  
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Test Case 2: 

 

Figure 6.1.2.3 Chatbot Test Case 2 

 

Table 6.1.2.2 show the top 5 retrieve texts from vector storage that feeded to the llama 

transformer model. 

Table 6.1.2.2 Top 5 retrieve texts 

"text":"My eyes 

water too much, 

even though they 

feel dry. 

Excessive tearing 

despite feeling 

dry may indicate 

dry eye." 

"text":"My eyes 

feel dry and 

irritated all the 

time. Persistent 

eye dryness could 

be a symptom of 

dry eye." 

"text":"I feel like 

I need to blink a 

lot to see clearly. 

Frequent blinking 

to clear vision 

can be a sign of 

dry eye." 

"text":"My eyes 

feel worse in dry 

or low-humidity 

environments. 

Low humidity 

levels can trigger 

or worsen dry eye 

symptoms." 

"text":"I feel like 

my eyes are 

always watery, 

but they still feel 

dry. Excess 

tearing with a dry 

sensation may be 

related to dry 

eye." 
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Figure 6.1.2.4 show disease prediction based on the classification model. The top 

predicted disease will be get from the three models and combined with RAG response 

with keyword detection. Based on the tcm doctors list, output doctor for user. 

 

Figure 6.1.2.4 Model Prediction Result  

 

Test Case 3: 

 

Figure 6.1.2.5 Chatbot Test Case 3 

 

Table 6.1.2.3 show the top 5 retrieve texts from vector storage that feeded to the llama 

transformer model. 

Table 6.1.2.3 Top 5 retrieve texts 

"text":"My back 

looks lopsided 

when I wear 

fitted clothes. 

Lopsided back 

appearance could 

"text":"People 

tell me I look like 

I'm hunching 

over. A hunching 

appearance may 

"text":"My waist 

looks uneven, 

and one side 

appears higher 

than the other. 

An uneven waist 

"text":"My 

clothes do not 

seem to fit evenly 

on both sides. 

Uneven clothing 

"text":"My upper 

body seems to 

lean slightly 

forward. Forward 

leaning may 

suggest scoliosis-
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indicate 

scoliosis." 

be due to 

kyphosis." 

may suggest 

scoliosis." 

fit might indicate 

scoliosis." 

related posture 

issues." 

 

Figure 6.1.2.6 show disease prediction based on the classification model. The top 

predicted disease will be get from the three models and combined with RAG response 

with keyword detection. Based on the tcm doctors list, output doctor for user. 

 

Figure 6.1.2.6 Model Prediction Result  

 

6.1.3 Testing on functionality module 

Table 6.1.3.1 Test Case on Admin Dashboard Module 

Admin 

Dashboard 

Module 

Test Scenario Expected 

Output  

Actual Output Evaluation 

Filter function Filter based on 

year, month, 

date 

Dashboard 

Visualization for 

all tabs change 

depend on 

selected filter 

Dashboard 

Visualization for 

all tabs change 

depend on 

selected filter 

Pass 

Extract JSON 

file  

Clicked extract 

JSON file 

button 

Extract data 

from the 

database and 

form JSON file 

content in 

format question, 

answer and 

category 

Extract data 

from the 

database and 

form JSON file 

content in 

format question, 

answer and 

category 

Pass 

 

 

 



CHAPTER 6 

102 
Bachelor of Information Systems (Honours) Business Information Systems 

Faculty of Information and Communication Technology (Kampar Campus), UTAR 
 

Table 6.1.3.2 Test Case on Translation Module 

Translation 

Module 

Test Scenario Expected 

Output  

Actual Output Evaluation 

 User input 

english 

langauge input 

System output 

english 

response 

System output 

english 

response 

Pass 

User input 

chinese 

langauge input 

System output 

chinese 

response 

System output 

chinese 

response 

Pass 

 

Table 6.1.3.3 Test Case on Appointment Module 

Appointment 

Module 

Test Scenario Expected 

Output  

Actual Output Evaluation 

Book 

Appointment 

User fill in 

details and 

clicked send 

button 

Success 

booking, and 

send email with 

booked details 

to user  

Success 

booking, and 

send email with 

booked details 

to user 

Pass 

User fill in 

details which 

the slot booked 

by others and 

clicked send 

button 

Failed to book Failed to book Pass 

User book 

appointment for 

next day 

Success 

booking, and 

send email with 

booked details 

to user. At the 

next day, send a 

reminder email 

to the user 

Success 

booking, and 

send email with 

booked details 

to user. At the 

next day, send a 

reminder email 

to the user 

Pass 

Cancel 

Appointment 

User click 

cancel button to  

Success cancel 

appointment, 

Success cancel 

appointment, 

Pass 
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cancel 

appointment 

and send cancel 

email with 

booked details 

to user 

and send cancel 

email with 

booked details 

to user 

 

Table 6.1.3.4 Test Case on User-Doctor Chat Module 

User-Doctor 

Chat Module 

Test 

Scenario 

Expected 

Output  

Actual Output Evaluation 

Notification  User no 

clicked the 

user tab 

Raise 

notification 

Raise 

notification 

Pass 

User clicked 

the user tab 

No Raise  

notification 

No Raise  

notification 

Pass 

User A chat 

with User B, 

User A no 

clicked User 

B tab 

Raise 

notification and 

notification 

number increase 

Raise 

notification and 

notification 

number increase 

Pass 

Chat User A chat 

with User B 

Message 

sending between 

users within 5 

second 

Message 

sending 

between users 

within 5 second 

Pass 

End Session User clicked 

end session 

button 

All message 

clean from chat 

All message 

clean from chat 

Pass 

 

6.2 Project Challenges 

1. Google Colab Limitation with Local Database 

Google Colab cannot directly connect to local databases such as MySQL from XAMPP. 

This becomes a barrier to the interaction between the Flask API hosted in Colab and 

the local PHP web application. To get around this, Supabase as a cloud service is used 

to store and retrieve the latest Ngrok URL so that the local PHP system can consume 

the Flask API through a public URL. 
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2. Hardware Limitations 

Running and fine-tuning large language models, including transformer-based models 

or Retrieval-Augmented Generation (RAG), requires high-performance GPU resources. 

Local machines lack the computational power to handle the tasks efficiently. Therefore, 

the model is executed in Google Colab, and the local application sends requests through 

a publicly exposed API using Ngrok. 

 

3. Scalability Issues 

Handling multiple user queries is challenging with limited hardware, especially when 

relying on a single local GPU. While cloud platforms like AWS or Azure offer scalable 

resources, they often come with additional costs, which may not be suitable for all 

projects. 

 

4. Quality of Retrieved Information 

RAG models depend heavily on document retrieval. Sometimes, irrelevant or 

contextually incorrect documents are fetched, leading to inaccurate or misleading 

responses from the model. This issue requires additional tuning during development, 

such as implementing node re-ranking and filtering techniques to improve the quality 

and relevance of the retrieved content. 

 

6.3 Objectives Evaluation 

The project successfully achieved its four main objectives, integrating machine learning, 

multilingual support, and healthcare service features into a comprehensive chatbot with 

system for Universiti Tunku Abdul Rahman (UTAR) Hospital’s Traditional and 

Complementary Medicine (T&CM) centre. 

 

Objective 1: To develop a bilingual (English and Chinese) chatbot for UTAR 

Hospital that utilizes machine learning to predict potential diseases based on 

symptom described by users. 

The project developed a bilingual (English and Chinese) chatbot for UTAR Hospital 

that uses a combination of machine learning models to predict potential diseases based 

on user-described symptoms, achieving an approximate accuracy of 80%. The models 
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work together to identify the most likely disease for the user. A translator API and a 

Chinese segmentation library were integrated to handle language processing challenges. 

This enhances the chatbot's accessibility in Malaysia, where both languages are 

commonly spoken. 

 

Additionally, the chatbot integrates Retrieval-Augmented Generation (RAG) approach 

with the Llama Transformer model to refine disease predictions. This combination 

improves accuracy and generates more human-like, supportive responses, providing 

better overall user experience. 

 

Objective 2: To implement doctor recommendations from UTAR Hospital’s 

T&CM Centre based on the disease category predicted. 

The project successfully integrated a doctor recommendation feature into the chatbot. 

The disease category is predicted using machine learning techniques, combined with 

RAG (Retrieve and Generate) response keyword extraction. Based on the predicted 

disease category, the system automatically recommends the most appropriate 

Traditional Chinese Medicine (TCM) practitioner at UTAR Hospital. This personalized 

approach simplifies the process for patients to find the right specialist, eliminating the 

need for manual searching. It also reduces waiting times and enhances efficiency by 

quickly matching patients with the right doctor based on their condition. Therefore, this 

objective is considered achieved. 

 

Objective 3: To design an online appointment scheduling system for UTAR 

Hospital T&CM Centre that allows patients to book and cancel appointments, 

with email notifications for confirmations, cancellations, and reminders. 

The project introduced appointment scheduling system, allowing patients to book and 

cancel appointments. Once an appointment is booked, an email notification is sent with 

the booking details, while reminders and cancellation notifications are also sent as 

needed. This feature enhances user convenience by automating appointment 

management and reducing the administrative workload on hospital staff. Therefore, this 

objective is considered achieved. 
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Objective 4: To develop a dashboard that allows administrators to monitor user 

engagement with the chatbot, visualize the diseases predicted by the chatbot using 

a bar chart that displays their frequency and present a pie chart showing the 

number of appointments made by users for each doctor. 

The dashboard features a line graph to track user engagement with the chatbot over 

time, a bar chart to visualize the frequency of diseases predicted by the chatbot, and a 

pie chart that illustrates the number of appointments made for each doctor. With these 

components, the objective has been successfully achieved. 
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CHAPTER 7: Conclusion and Recommendation 

7.1  Conclusion 

This project solves several problems in the healthcare sector, such as language barriers, 

misdiagnosis because of unclear symptom descriptions, and inefficient appointment 

scheduling. Through the development of a bilingual chatbot in English and Chinese, 

the system bridges communication by providing preliminary disease predictions based 

on patient-described symptoms. With the model achieving an 80% accuracy rate, the 

goal of efficient disease prediction has been met. The system also improves the referral 

process by recommending appropriate doctors from UTAR Hospital’s T&CM Centre 

based on predicted disease categories. An online appointment system with automated 

email reminders allows for a convenient scheduling of appointments, and an admin 

dashboard gives insights into the rates of engagement, trends in diseases through bar 

charts, and appointment rates per doctor through a pie chart. and present pragmatic 

answers to the communications and business challenges prevalent within the healthcare 

field. 

 

7.2  Recommendation 

To further enhance the UTAR Hospital chatbot system, it is recommended to fine-tune 

a transformer-based model such as Llama, which can significantly improve the 

chatbot’s ability to understand complex medical inquiries and provide more accurate 

and personalized responses. Additionally, incorporating a voice chat feature would 

make the system more accessible to a wider range of users, including those who may 

have difficulties typing or prefer speaking. Implementing a report analysis system 

would allow the chatbot to interpret and provide feedback based on users’ submitted 

reports, offering a more comprehensive and supportive healthcare experience. Finally, 

continuously expanding the dataset with the assistance of healthcare professionals and 

domain experts can ensure that the chatbot remains up-to-date with the latest medical 

knowledge and provides reliable and high-quality support to users. 
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