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ABSTRACT

Content Delivery Network (CDN) is an intermediate layer of existing internet infrastructure that helps to efficiently deliver the increase of multimedia content from content provider to a large number of geographically located clients (or end users). However, CDN providers have a limitation on geographically located surrogate servers, setup and maintenance of new surrogate because it is costly and inefficiently. Therefore a peered network has to form among CDN providers to increase the coverage to serve the increasing number of clients. Request Routing is an essential component for the peered CDNs because it enables the client’s request to be rerouted to another CDN which may serve the client more efficiently. However, the current algorithm does not address the performance of request routing in peered CDN with Video on Demand (VoD). In this paper we propose a hierarchical architecture for peered CDNs to handle failure of intermediate nodes in between CDNs by having a backup of intermediate nodes and a request routing algorithm which makes decision on directing the request to the peered CDN or to be handled by the local CDN. The propose algorithm will depend on the bandwidth (connectivity) between the surrogate server and the client, the workload on the surrogate server and the content availability in the surrogate servers to determine the most suitable surrogate server to serve the client. The concept for peered CDN is to maximize the chance to serve the client. When one of the CDN receives a client’s request about content that it does not has, it will redirect the request to another surrogate server which may or may not be in another CDN to serve the client rather than discard it. Apart from that, from the peering between CDNs, the number of surrogate servers would be increased, hence the workload could be shared among the surrogate servers and the chance to have closest surrogate servers to serve the client would be higher. In this project, we had performed some simulations where we vary the number of clients or surrogate servers and observe the change on performance based on the workload balance and closest surrogate server policy. In conclusion, workload balance policy is suitable to handle peak hour traffic and closest surrogate server policy is suitable to handle non peak hour traffic.
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1.0 Introduction

Since the widespread adoption of broadband access, everyone is able to access the Internet easily at any place, any time and on any devices. With this trend of Internet growth [7], comes the demand of delivery services of multimedia content. This demand shifted from the traditional way of delivery video content technologies to video delivery through Internet such as video conference over IP, IPTV and Video-on-Demand (VoD).

With easy access of broadband technology, the number of Internet users skyrocketed. However, this leads to the increase of latency over the Internet. This proves to be a challenge for the delivery of video content over the existing Internet as most of them are in real-time transmission.

In this project, our main focus is on VoD. Firstly, what is VoD? VoD is an interactive multimedia service which delivers video content to the end user/subscribers [6]. The video will be delivered to the users with low start up delay and full interactivity. It provides end user with the possibility of watching the videos of their choice at any time and controlling them, such as pause, rewind, fast forward and etc. Users are able to pause and start the video any time as they want and fast forward/reverse search of hot scenes.

Formerly, a VoD system requires one to set up a set top box from a television to a digital video recorder, portable media player that is provided by the services provider. The video contents will then be delivered to the user through cables and satellites. The contents were downloaded whilst the users were watching the video and interacting with the video content. With the growth of broadband users, VoD were then opened up to possibility of being IP based.
There are a few issues that need to be addressed in the implementation of VoD services. Firstly there should be a huge storage capacity to accommodate the vast amount of media contents. Secondly, the bandwidth required for deliver the video content should be large enough to support delivery to multiple users at the same time. Not only on the provider's side, should users also have a minimum requirement of bandwidth. Thirdly, the video should be able to stream at any time and any place. Users that subscribed to the services should be able to watch the video at any time they want at any place that has a broadband connection. Lastly, users should be able to interact with the media content. However, existing providers don't provide most of them.
1.2 Background

As the Internet grows, so does the unmanageable amount of traffic which causes the loss of end user requests in the Internet. Then in 1998, Content Delivery Network (CDN) was proposed [1]. CDN is a network with the concept of geographically and strategically placing the surrogate servers (which is also known as proxy server) which has replicas of the same contents or services to various surrogate servers which could act as the origin server to deliver the contents. This aims to reduce the issue of overloads at the origin server and to increases the performance (efficiently, availability, reliability and accessibility) and scalability of the network.

Each end user request will be redirected to the best surrogate server. The best surrogate server is determined by calculating certain metrics, such as the bandwidth availability, connection availability and so on. A CDN consists of surrogate servers (which act as replica of the origin server), a distribution system (which handle the replication of the contents and services), a request routing system (which will redirect the end user request to the best surrogate server) and accounting system (which use to record down the usage of end users).

There are few request routing methods that is used by existing CDN providers to redirect the user’s request to the best surrogate server. These include DNS based Request Routing, Transport Layer based Request Routing, Application layer based Request Routing, Content layer based Request Routing and NAT based Request Routing [3]. The first and second Request Routing is most commonly used by CDN providers [8]. DNS based Request Routing operate just like a normal DNS server. However, it takes several parameters into account, such as the availability of server as consideration to select the most appropriate server to serve the user. In Application based request routing, the request routing algorithm will redirect user’s request URL address to the appropriate surrogate server to serve the user by considering several parameters that will affect the performance. Commonly these two types of approaches are used to perform request routing redirection.
With the ongoing growth of Internet Technology, the delivery of contents and services can include text, voice, video and multimedia. The contents and services in the Internet become increasingly important and complex, especially for multimedia contents which requires real-time transmission. With the amount of congestion faced by the Internet, real-time guarantee is not easy. It requires an efficient and continuous delivery of contents. Therefore, most of the content and service providers turn to CDN providers for the delivery of their contents. However, CDN providers (such as Akamai) are not able to cover the whole world. Hence, end users who are out of coverage but have requests for content, they will have to be redirected to the suitable surrogate server even if the surrogate is far from the end user. This would then affect the performance. On the other hand, setting up more surrogate servers to increase coverage is not rational, due to it being very costly to do so.

To overcome this problem, CDN peering was proposed by some researchers, such as IETF proposed CDI, which stand for Content Delivery Internetworking [10] and proposed VO (Virtual Organisation)-based peering CDN [1]. In peering CDN, each of the existing CDN providers is connected to other existing CDN providers to increase the

Figure 1-2-1: Example of CDN architecture
coverage of a single CDN. The end user’s request will be redirected by the origin CDN to the CDN that could provide best delivery of content to the end users.

To reduce response time and achieve workload balance among the surrogate servers, request routing algorithm is important for a CDN. However, most of the request routing algorithm proposed did not focus on peering CDN or VoD service. For VoD, it requires interactive function during real-time streaming. However with existing request routing in CDN, such functionality is not there.
1.3. Scope and Objectives

The project aims to come up with a hierarchical network architecture and a request routing algorithm that supports VoD in terms of peering CDNs. The outcomes would provide a much more suitable approach to select the most appropriate CDN to deliver the service. Furthermore, the selection on CDN/CDNs would be base on the same request routing algorithm to select appropriate surrogate servers to deliver the VoD services to users.

The algorithm would consider the availability of contents and connections of the server to determine the appropriate surrogate servers. The end user request would be redirected to a few of the appropriate surrogate servers within a single CDN and also their peering CDN to provide delivery of video. The selected surrogate servers will handle the delivery of video content.

Before proposing the algorithm, e would study and analyse the existing algorithms in term of performance. From there, we would proceed to improve any weaknesses found with the existing algorithm. After that, we would look into further modification that could be done on to the current approach/algorithm in order to suit peering CDN and VoD. We would then propose an algorithm that would perform under both CDN and inter-CDN to support the delivery of VoD.

We would simulate the proposed algorithm in term of delivering video content to show that the algorithm is able to improve the performance of VoD on peering CDN.

The project scopes include:

1. Understanding the performance of current algorithm in request routing system.
   a. Study the existing design of the request routing system
   b. Analyse the existing request routing algorithm.

2. Propose a new algorithm for request-routing system
a. Study the peering system/algorithm for VoD services
b. Analyse the strength/improvement of the proposed approach.

3. Study and analyse the performance of the proposed approach
   a. Simulate different scenario for video delivery using the approach.
   b. Analyse the result of (a)
   c. State the improvement of the (b)
2.0 Literature Review

In [2], the authors proposed a fuzzy-based decision approach for supporting multimedia content request routing in CDN. The fuzzy-based decision is used to determine the appropriate replica server based on the bandwidth availability, hard disk availability and connection availability of the replica server. The author proposed this approach to overcome the other two request routing algorithms which are Random Choice (RC) and Round Robin (RR). As the authors point out, the previous two approaches have high amount of drop rate because they overlook bandwidth availability. The proposed approach by the authors required the request routing system to perform three steps in order to collect reliable information about the surrogate servers.

A Crisp Value was calculated by taking into account several parameters such as bandwidth availability, hard disk availability, and connection availability of the replica server. The CV is a combination of the current status of the replica server to determine whether the server is able to serve the requested task. For example when bandwidth availability, hard disk availability and connection availability is high, the attached value will be strongly recommended (Y). However, in the above paper the authors did not clearly addressed how the proposed approach is able to help enhance the performance of a CDN toward delivery multimedia content such as video. The authors merely stated the proposed approach is able to help enhance the selection of the most appropriate replica servers. Furthermore, the author merely improved drop rate rather than the performance of the CDN in term of delivery content.

TE (Traffic Engineering)-Friendly Content Delivery Request Routing was proposed in [5], the authors proposed a solution which consists of request routing by using anycast address and Multi-protocol Label Switching packet forwarding system. The authors proposed the use of MPLS to achieve TE objectives of the network. In TFRR system, the client address is treated as a network prefix network to achieve scalability. The client request was sent by MPLS label switching to an anycast address that represented a whole CDN and then the CDN server. The anycast is used for the purpose of load balancing
among the surrogate server with a round robin order. Other than request routing mechanism, the author proposed TFRR algorithm to take traffic load value as input for server selection to achieve load balancing among the servers. However the proposed algorithms had an overhead request within the CDN due to use of anycast addresses to forward the request into the CDN for selection of surrogate server. Furthermore, the authors assumed that the contents were fully replicated within every surrogate servers that is in the CDN which did not support the fair use of storage.

In [8], the authors had proposed architecture for large scale of CDN and a scheme designed for content routing and content query. The proposed architecture is used to form a star-based connection among large-scale of CDNs. A few surrogate servers were grouped as a CDN cluster and one of the servers as the representative of the cluster. Each of the clusters is connected to form a star based architecture for the delivery of service/content. Requests are routed to other cluster of CDN surrogate servers and if the request fails to serve the local cluster. The request routing scheme proposed by the authors also discusses about using semi-hashing instead of hashing or directory based. Compared to hash and directory based schemes, the authors’ proposed scheme had the advantages of smallest routing overhead and fully distributed without any central directory server. However the proposed architecture did not address the problem of failures on the representative server. The whole cluster would lose connection with the neighbour’s cluster if the representative server was down.

In [9], the author had proposed a draft idea about use of ALTO (Application Layer Traffic Optimization) to improve the performance of CDNi request routing. ALTO is an approach for guiding the selection of resources providers to retrieve a requested resource. The ALTO server will provide sufficient information to guide the process of selection of resource providers. ALTO server is usually used in P2P application which provides the service provider the information when making selection on retrieving a resource. The author believes that the ALTO can potentially improve the performance of the existing
request routing by reducing the steps in resolving the request in both DNS based and Application based. The upstream CDN will determine the best entry point of a downstream CDN based on the cost map from the downstream CDN and the upstream CDN, the ALTO map in upstream CDN and the location of the requested client. However, the author did not provide any evidence for improvement that can be achieved on existing scheme.
3.0: DESIGN AND ANALYSIS

3.1 Methods/Technologies Involved

First, we would simulate the proposed approach by using different kind of scenarios for request routing for video on demand services to show that the contribution of the proposed algorithm toward the video on demand service. In order to show differentiates/improvements from the previous approaches and algorithms, we would also simulate the previous approaches and algorithms as a comparison with our proposed approach. By doing the simulation of the previous approaches and algorithms, we could further understand the potential room to improve. However, there is few type of simulator (simulation software) in the commercial are available for this projects, which are OPNET and OMNeT++.

The parameters which would determine the network performance includes throughput, delay, latency and respond time. Throughput is a measurement of how much amount of packets in term of bytes had been flow in or out the network per second. Secondly, delay is a measurement of the time of packet to reach a destination after it sent out. Latency is a measurement about the condition of a network, whether the congestion is high or low. With higher latency (higher congestion) in a network, the packets travelled through the network would have higher delay. Respond time is the time used to receive the response packet after the request packet is sent. This could be affected by the latency of the network, the respond time of the server and etc. The simulation will base on this few measurements to observe the differences between each scenario in the simulated networks.
3.2 Request Routing Algorithm for Peer CDN

The ideal of the algorithm is to route the requests from the users to the most suitable surrogate server based on the proposed three parameters: (1) content availability; (2) workload of the server; (3) the bandwidth availability. We apply these three parameters to determine which surrogate server would be selected to be the most suitable to serve the users. The performance of the surrogate server is taken into consideration rather than consider the physical distances in between the serving surrogate servers and the users. Even when there exist a short physical distance in between the surrogate servers and the users; it would not be able to guarantee an efficient delivery of content. This is due to the conditions of the surrogate server, i.e. with a busy conditions, it would not be able to serve the users efficiently compared to other surrogate servers located further away from the users, though not busy. Therefore, this could be done by taking the workload of the surrogate server as one of the parameter. With the slower response time, the surrogate servers could be considers as though they are in busy condition.

Another parameter included is the availability of the content in the surrogate server. When the requested content did not contained in the surrogate server, we will assume that that particular surrogate server did not have the ability to serve the request (users). Therefore, the algorithm would skip the particular surrogate servers and search for the next surrogate server. The last parameter for this algorithm is the availability of bandwidth for the surrogate server. There would have two kinds of scenario: (1) surrogate server would be considers as slow response time when it is busy or; (2) the bandwidth in between the surrogate server and the user is inefficient (low bandwidth that might cause by the user is downloading from other resources currently). The first scenario will be taken care by the workload parameter of the proposed algorithm. On the other hand, the second scenario is refers to the availability of the bandwidth of the client site and surrogate server site. When the bandwidth is not enough for transfer the content, it would route the request to another surrogate server that have better bandwidth. This might be caused because of the surrogate server is transmitting content. Therefore it would affect the available bandwidth.
When the user’s request arrived at the CDN side, the proposed algorithm will take the above three parameters as criteria to find the most suitable surrogate server and forward the request to that particular surrogate server. However, if there did not have any surrogate server that fulfills the requirement on these three parameters, the proposed algorithm will seek further for the suitable surrogate server on another CDN. The algorithm will repeat the above process again until it obtained the most suitable surrogate server. Therefore, when there did not exist any suitable surrogate server that able to serve the request, the request would be forward to its peer CDNs to look for most suitable surrogate server. Figure 1 shows the concept of peer CDN.

![Figure 3-2-1: The Concept of Peer CDN](image)

Besides that, the proposed algorithm would treat the peered CDN(s) as part of its network. The peered CDN provider would bring a group of surrogate servers to join into another CDN. In another words, there would be a big CDN that containing more than one CDN and each of them would have one request routing system but they work together and appear transparent to the end users. There would be an agreement about sharing resources in between those CDN providers before they merge their CDN together. It will taken care about the request routing within a CDN and also inter CDN. When the request could not
able to serve by its intra CDN, it will work with the request routing system in another CDN to seek for the suitable surrogate server in the peer CDN. For request routing between CDNs, the request routing system in each CDNs will join as a request routing bond to serve the request that need to pass beyond a single CDN. It is likes few group of people that join/work together for a project and each of them elected a leader to deal with others group leader to achieve the goals. The request routing system in each CDN is just like the leader in the above example.
3.3 CDNsim

CDNsim is an open-source, modular and open-architecture of parallel discrete-event trace-driven CDN simulation system which based on OMNET++ simulation environment and the INET framework. INET framework is an extension of OMNET++ to provide basic network protocols functionality such as TCP/IP to build up a network. Furthermore, CDNsim uses OMNET++ for simulate the network operation such as TCP/IP transmission between nodes and discrete-event scheduling to control the event start and end time. CDNsim is developed to solve the limitations of previous simulators that just able to simulate real-world implementation with limited details in controlling such as use of static estimate for the network transfer time which is not realistic to represent the real time scenario. CDNsim is developed to provide realistic simulation for CDNs by simulate the event between surrogate server, the transmission using TCP/IP protocol and the main functionality of CDN. The TCP/IP protocols are taken out from INET framework and had been modified by the authors of CDNsim to suit CDN behaviors. The main purpose of CDNsim is to provide a testbed for research community and CDN developer to perform CDN evaluation and experimentation.

![Figure 3-3-1: Sample of the options in CDNsim bottle wizard](image)

In our project, we choose CDNsim as the simulation tool is due to: (1) it is open-sources; (2) it comes with the basic simulation model for CDN and; (3) it provides the flexibility
to modify the simulation model. Therefore, we could use it to suit its network topology into our project. CDN sim had already provided the base simulation model for CDN comparing to OMNET++ which need to build the simulation model start from the ground. With CDN sim, we just need to change the parameters such as the number of surrogate server and the number of clients. Moreover, we are also able to control the number of objects and the content in each surrogate servers for the simulation. Therefore, we are able to assume the amount of content in each CDN. With these flexibilities, we could able to control the content (objects) within each CDN. Hence, during the simulation when the request reached CDN that does not have the requested object, the request would be re-routed to others peered CDN. Besides that, we are able to modify the simulation topology to suit our case. For instance, we can adjust the placement of the network devices such as clients unit, servers unit (origin and surrogate) and routers by editing the network diagram configuration file. Furthermore, CDN sim is much flexible in controlling the parameters and modification of the network topology comparing to OPNET++. With OPNET++ IT guru edition, we do not have much flexibility to change the parameters due to limited features are offered in IT guru edition. Furthermore, OPNET++ IT guru edition just offered some trial functionalities which might not be able to suit into this project situation. Extra functionalities required addition payment which will be costly to this project due to budget limitation.

Figure 3-3-2: Processes of CDN sim model
To make the simulation model to suit the project case, we have to adjust part of the network topology. From the topology build from execute the CDNsim topology builder, we found that it is possible and flexible to make modification on the topology setting such as relation between all of the nodes, the amount of objects in the network, and the content that should be in the surrogate servers. With these flexibilities, we could modify the network topology to suit whatever case that we needed. Furthermore, CDNsim provided few policies on surrogate server management which are cooperative closest surrogate server, non-cooperative closest surrogate server, cooperative random surrogate server and cooperative workload balance among surrogate server. Cooperative mean the surrogate server will send the request to others surrogate server when it does not have the content more than send the request to the origin server and vice versa for non-cooperative. With closest surrogate server policy, the request will be forward to the nearest surrogate server for the clients. With workload balance policy, the system will balance the workload of each surrogate server and forward to the surrogate server that is in least workload. Random surrogate server policy is just forward the request randomly to a surrogate server. To suit our parameters, we would use cooperative surrogate server policy and cooperative workload balance among surrogate server as our policy for all of the simulations in this project.

![Sample of Server Content before the simulation](image)

**Figure 3-3-3**: Sample of Server Content before the simulation
**Figure 3-3-4:** Example of the network graph

**Figure 3-3-5:** Example of the Network Topology for CDNsim

**Figure 3-3-6:** Example of the Cache Setting for Surrogate Server
However, we should make some assumptions before the simulation process. Firstly, we should make assumptions for each simulation case that how many surrogate servers is under each CDN. For instance, server 1 to server 5 are under CDN 1 and server 6 to server 10 are under CDN 2 to able us to simulate that there are request is flowing between 2 CDNs when the client request cannot be serve by the single CDN, in another words the single CDN does not have the object that requested by the client and the request will not serve by the origin server (this is due to CDN is aimed to reduce the workload for the origin server). Furthermore, we should also assume that the CDN providers have to sign up an agreement that indicate each of their CDN is joining together and will be working together to serve much more users before the peering between CDN started. The agreement is to agree up on the two CDN providers have to merge into a single CDN. There will have a request routing system normally running in single CDN but it will treat two of the CDNs as one CDN and providing the request routing service in between both CDNs. In CDNsim, there is a central unit node that controlling all of the surrogate servers and route the request from the client. The central unit will treat the peer CDN as part of its CDN and serve the controlling and routing service. Following is a summary of the assumptions that should be make for each of the simulation case.

1. Assume range of server ids are for each CDN.
2. Assume that each peer CDN will be joined together and under control by a single central unit.
By using CDNsim, we able to obtain the requests flow between surrogate servers from the stats file under the stats folder and also the STDOUT file. Inside stats and STDOUT files contained the time client completely received the object (or failed to received), the time that surrogate server received the request and checking the content available and the next server that that previous content missed surrogate server forward the request. From these two files, we able to observe the requests were forwarded from the surrogate server to another surrogate server that under different or same CDN. Furthermore, we could also
obtain the connections that have opened by each of the servers from the STDOUT file. Besides that, by modifying the files in dataset folder allow us to change the request time and the requested objects by each of the client. Therefore, we would able to control the flow of requests to each of the surrogate servers to suit our simulation scenario. For instance, we might need to burst the workload of a particular surrogate server or we want to force a client to request an object from a surrogate server that did not having it. Furthermore, by modifying the files inside cache folder allow us to control the availability of contents in each of the surrogate server. This is one of the approach of CDN (push based) to reduce the requests that will send to the origin servers and the surrogate act as the origin server to serve the users. By the flexibilities of CDNsim, we able to simulate the case which one of the surrogate server is serving multiple user at the same time by forcing customer to generate request to the same surrogate server (in same CDN) at the same time. This is to observe the request will be flow to the surrogate server in another CDN when the nearest surrogate server (in another CDN) is in busy condition.
4.0 Simulation and results

4.1 Case Study 1: Closest surrogate server

For this scenario case, a network topology with 46 nodes and links of 10Mbit/s were adopted. In addition, we used closest surrogate server policy for this scenario. We placed the origin server randomly at any part of the network due to origin server was not our main concern. The topology has two CDN with each CDN has 5 surrogate servers, 10 clients and 25 routers as the backbone network for the simulation. In this scenario, we assumed that server 36 till server 40 as CDN 1 and server 41 till server 45 as CDN 2. Moreover, there are only 10 objects in the simulation to let the simulation result has more clear view of the request flow from each CDN. We used both push-based and pull-based outsourcing strategies in this scenario. Before the simulation start, we had pushed certain objects into each surrogate server by editing the files inside the cache folder. This is to simulate the client request will be router to another CDN when the current CDN did not have the object based on closest surrogate server policy. The description of the pushed objects and the network topology are as below.

<table>
<thead>
<tr>
<th>CDN 1: 0, 1, 2, 3, 4, 5, 6, 8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Server 36 with object id – 0, 1, 2</td>
</tr>
<tr>
<td>Server 37 with object id – 1, 2, 3</td>
</tr>
<tr>
<td>Server 38 with object id – 4, 5, 6</td>
</tr>
<tr>
<td>Server 39 with object id – 1, 6, 8</td>
</tr>
<tr>
<td>Server 40 with object id – 3, 5, 6</td>
</tr>
<tr>
<td>CDN 2: 0, 1, 2, 4, 7, 8, 9</td>
</tr>
<tr>
<td>Server 41 with object id – 1, 2, 4</td>
</tr>
<tr>
<td>Server 42 with object id – 4, 7, 9</td>
</tr>
</tbody>
</table>
Server 43 with object id – 0, 8, 9
Server 44 with object id – 0, 1, 4
Server 45 with object id – 1, 2, 7

Figure 4-1-1: Description of the contents in each server

Figure 4-1-2: the network topology for this scenario

Figure 4-1-3: Concept of closest surrogate server
The following are the result for this simulation scenario. By referring to both STDOUT and stats files, we able to observe that there are request flowed from CDN 1 to CDN 2 when CDN did not have the result. From the result below, we can observe that at time 3, surrogate server 39 get a request of content 0 from the client. However, server 39 did not have the content. It had further requested the content from server 43 which from another CDN due to the closest surrogate first policy. Furthermore, the throughput value for this simulation is $54.3674\text{Mbps}$ and having a 1% of failure rate.

![Traffic result: (a) stats file, (b) STDOUT file, (c) object file](image-url)
4.2 Case Study 2: Workload balance

For this case study, a network topology with 46 nodes and links of 10Mbit/s that similar with Case Study 1, were adopted. However, we used workload balance policy for this scenario. It is based on the workload of the surrogate server when determining the most suitable surrogate server to serve the client. As mentioned in Case Study 1, we placed the origin server randomly at any part of the network due to origin server was not our main concern. And again, we assumed that the network topology consist of two CDN with each CDN has 5 surrogate servers and it contained 10 clients and 25 routers as the backbone network. In this scenario, we again assumed that server 36 till server 40 as CDN 1 and server 41 till server 45 as CDN 2. Moreover, as similar to previous scenario, there are only 10 objects in the simulation to let the simulation result has more clear view of the request flow from each CDN. We used both push-based and pull-based outsourcing strategies in this scenario. Before the simulation start, we had pushed certain objects into each surrogate server by editing the files inside the cache folder. This is to simulate the client request will be router to another CDN when the current CDN did not have the object based on workload parameter of the surrogate server. The description of the pushed objects and the network topology are same as Case Study 1.

Figure 4-2-1: Concept of workload parameter
The following are the result for this simulation scenario. By referring to both STDOUT and stats files, we able to observe that there are request flowed from CDN 1 to CDN 2 when CDN 1 did not have the result or vice-versa. From the result below, we can observe that at time 2, surrogate server 44 which having the least workload get a request for content object 3 from the client. However, server 44 did not have the content and its CDN did not have object 3. Therefore, it had further requested the content from server 40 which from another CDN due to server 40 had the least workload and with the request object. Furthermore, the throughput value for this simulation is **62.5019Mbps** and the failure rate is **0.5%**.

![Stats](image1.png)

![STDOUT](image2.png)

![Object List](image3.png)

Figure 4-2-2: Traffic results: (a) state file, (b) STDOUT file, (c) object list
4.3 Case Study 3: Based on number of clients

For this Case Study, several simulations were simulated to observe the performance against the increasing of amount of clients. There are 50 routers as the backbone of the network, 10 surrogate servers which we assumed each CDN have 5 surrogate servers and 10Mbps for every connection between each of the nodes. Furthermore, there are only 10 different objects in this simulation and we pushed part of the objects to the surrogate servers from each CDN. The objects are partially assigned to each CDN. This is to enable the requests to be flow from CDN 1 to CDN 2 or CDN 2 to CDN 1 when they could not serve the requests.

CDN 1: 0, 1, 2, 3, 4, 5, 6, 8
CDN 2: 0, 1, 2, 4, 7, 8, 9

Figure 4-3-1: Content for each CDN of this Case Study

The following is the network topology that used in this Case Study. It shows the placement of the surrogate servers of each of the CDN. The clients was randomly placed in the network due to the client location is not important for this Case Study and the number of clients was increased in very simulation in this Case Study.
For simulation 1, there are 2 sets of objects requests randomly assigned to the 10 clients for two different scenarios which are closest surrogate server and balance workload among surrogate servers. For simulation 2, which similar to simulation 1 using closest surrogate servers and balance workload as parameters and the number of clients increased to 20 with 3 sets of objects requests randomly assigned to the 20 clients. Thirdly, the number of clients increased to 30 and their objects requests is randomly assigned and the simulation will be done under closest surrogate servers and balance workload parameters. The number of clients increased 10 for each simulation until simulation 6 with 60 clients. All of the simulations are done under two different scenarios which are closest surrogate servers and balance workload among the surrogate servers. The following are the results for the throughput and delay for the two scenarios.

![Throughput level versus number of clients](image)

Figure 4-3-3: Throughput level versus number of clients

From figure 4-3-3, we able to observe the relationship in between the number of clients with the throughput level for the network. The increase of clients will pull down the throughput for both scenarios. However, it seems to have least decrease when the client number reached 30 clients and above. The throughput is remained around 8Mbps. From figure 4-3-3, we also able to observe that the throughput performance for closest surrogate servers are better than balance workload when the number of clients are least.
From figure 4-3-4, we able to observe that the failure rate for workload balance is higher than closest surrogate server. For closest surrogate server, the failure rate was not stable during the client number in between 10 to 30. However, it changed to an increase form when the number of clients reached 30 and above with a slightly low increasing rate. On the others side, the failure rate is in an increasing form start for 10 clients. However, it reached a much more stable form when the client number was around 30 to 50 clients. After that it increased dramatically. Therefore, from this figure, we can observe that the increase on number of clients will affect the failure rate when the number of surrogate server is fixed. However, closest surrogate server gave a much better performance compared to workload balance.
4.4 Case Study 4: Based on number of surrogate servers

For this case study, there are 50 routers serve as backbone of the network, 30 clients and 10 objects for the network topology for this Case Study. We had increased the number of the surrogate servers to observe the change of performance. For first simulation, we adopted 10 surrogate servers and the objects are randomly pushed to each surrogate servers for each CDN before the start of simulation. However, we specific the objects contained for each CDN as following.

| CDN 1: 0, 1, 2, 3, 4, 5, 6, 8 |
| CDN 2: 0, 1, 2, 4, 7, 8, 9 |

Figure 4-4-1: Content for each CDN of this Case Study

The following is the backbone of the network and the area of each CDN that used in this Case Study. The clients was randomly placed in the network due to the client location is not important for this Case Study. The surrogate servers were placed in the two areas shown in the following figure. This is to differentiate the surrogate servers for each CDN.

Figure 4-4-2: Network topology and area of each CDN for this Case Study
In the first simulation, we assume that 5 surrogate servers are from CDN 1 and 5 surrogate servers are from CDN 2. In simulation 2, the number of surrogate servers is increased to 20 surrogate servers with each CDN having 10 surrogate servers each. The number of surrogate for the following simulation were increased 10 for each simulation until it reached amount of 60 surrogate servers which are simulation 6. The following are the result for throughput level and delay for each of the simulation under two scenarios which are closest surrogate server and balance workload among the surrogate servers.

![Figure 4-4-3: Throughput level versus number of surrogate servers](image)

From figure 4-4-3, we observe the relationship in between throughput level and the amount of surrogate servers in both scenarios. In balance workload scenario, the throughput level remained slightly constant when the number of surrogate servers was increased. In another words, the increase of surrogate servers not much affected the throughput when balance workload is used. On the other hand, the throughput level increased rapidly when the amount of surrogate servers is increased under closest surrogate server scenario and started to be dropped when the number of surrogate servers increased to a number of 50. In another word, the throughput reached to the peak when there are 50 surrogate server serving 30 clients. Moreover, the throughput for closest surrogate server scenario is affected by the number of surrogate servers.
From figure 4-4-4, with 30 clients the failure rate is not stable for both policies. When the surrogate servers increased, the failure rate increased until the number of surrogate servers reached 20 and started to drop till 40 surrogate servers. After that it increased again when 40 surrogate server and started to drop when 60 surrogate servers for workload balance. However, the peak failure rate was not over 17%. This might be caused by the placement of clients and surrogate server. We did not fix the location of clients and the surrogate servers, the placement of both nodes are randomly placed for every simulation experiment. Therefore, this might be the issue that affected the result. On the other hand, the failure rate slightly same with the workload balance for closest surrogate server. The failure rate slightly increased when 20 surrogate servers but after that it started decrease when 30 surrogate servers. After 30 surrogate servers, it changed back to increasing form till 50 surrogate servers and slightly decreased when 60 surrogate servers. For overall, the increase and decrease rate were not high. It reached a peak of 3% and having a plus or minus of 1 % increase or decrease rate.
5.0 Discussion and Conclusion

5.1 Discussion

The following section will discuss about the analysis on the data collected from the simulation experiments in the chapter 4. From Case Study 4.1 which used closest surrogate server policy, the data shown that there are traffic flowed in between surrogate servers that from different CDN. This is useful when the client on CDN 1 did not have the client’s deserved content, it able to forward the request to its peer CDN to serve the client. This able to increase the success rate of serving client rather than discard the request. Besides that, the throughput of $54.3674\text{Mbps}$ is quite high because in Case Study 4.1, the client request is separately for each of the client to observe the traffic in between surrogate server from different CDN. Therefore, surrogate server able to fully utilize the bandwidth of the connection in between surrogate server, backbone and the client to transfer the requested object. Besides that, it had a failure rate of 1% due to the frequency of requests from the clients was not high. Thus, surrogate servers able to serve the client by handle the request to the closest surrogate server without much workload problem.

From Case Study 4.2 which used workload balance policy, the data shown that the traffic able to flowed to another surrogate server that have lesser workload in different CDN when the first CDN that received the request did not have the content. Thus, the workload from the clients is able to share among the surrogate servers which joined from two or more CDNs. The throughput is $62.5019\text{Mbps}$ which is higher than Case Study 4.1 which have the similar network topology but different policy. This is due to the client request is sent in different time and the frequency of received request is not high. Thus, with balance workload among the surrogate server able to serve the client with higher utilize of bandwidth compared to closest surrogate server policy. Furthermore, the failure rate of this Case Study is 0.5% is much lesser than the failure rate in Case Study 4.1. This is due to the requests is forwarded based on workload of surrogate server. This could be much lower the failure rate when the requests is not huge.
From the Case Study 4.3 which used 10 surrogate servers with change on number of clients under two scenarios, closest surrogate server and balance workload. From the throughput graph, the increasing of client will affect the throughput value of the performance of CDN. This is due to the simulation is done based on every single connections in between each node is 10Mbps, therefore when the number of clients increase, the amount of request would be increased as well. Furthermore, we had assumed that the part of the client were sent request at the same time. Thus, when the backbone network is full with others data traffic, then the available traffic to serve a particular client will be lesser. Therefore, the overall throughput would be slightly equal to the average bandwidth of all of the connection in between nodes when the bandwidth in between were fully been used. On the other word, when the number of client is increased over the ability of the bandwidth the average throughput will be lesser than the average bandwidth of the connection in between backbone, surrogate server and the client. From figure 4-3-3, with 30 clients and 10 surrogate servers is the starting point of the throughput become lesser decrease and it is the point that the throughput still slightly above the average bandwidth of the connection for both scenarios. Besides that, the failure rate is increased gradually for closest surrogate server scenario when the number of clients is increased. When the number of clients increased, the number of request is increased as well. Furthermore, in this case study we assume that the scenarios is happened during peak hour, we fixed most of the client sent request for same object at the same time to observe the behavior of surrogate server when high traffic flowed in. Therefore, with closest surrogate server policy, the client requests were forwarded to the nearest surrogate server and the surrogate server did not able to serve the huge number of request at the same time. This is the main reason that caused the failure rate increased when number of client increased. On the other hand, the failure rate for workload balance policy is much lesser compared to closest surrogate server and had much more stabile rate. This is due to the requests is forwarded equally to the surrogate servers based on the workload of the surrogate server.
From the Case Study 4.4 which used 30 clients on 50 routers as backbone to test the performance of both scenarios, closest surrogate server and workload balance. In addition, we want to simulate request traffic that is in peak hour, there would be most of the clients request same object at the same time. From figure 4.4.3, the throughput is increased when the number of surrogate server is increased. This is due to the available of closest surrogate server is increased while the number of client is fixed. On the others words, there are much more surrogate servers to serve a constant amount of request. Therefore, the bandwidth in between surrogate server and client is fully utilized with serving of fewer object compared to case study 4.3. However, with workload balance policy, the throughput is mainly remained the same while the surrogate servers is increased. This is due to the request is forwarded to surrogate server that with lesser workload but in much further logical distance. Therefore, with congestion in backbone network had caused the transfer of data become slower or lower. Besides that, closest surrogate server scenario having lesser failure rate compared to workload balance scenario due to there are much more surrogate server to serve less number of client. On the other hand, workload balance scenario have higher failure rate due to the request are equal forwarded to surrogate server that are further away but with less workload. This might cause the issue of high response time and thus the packet or object does not able to reach the client in time.


### 5.1.1 Simulations Scenario Comparison

<table>
<thead>
<tr>
<th>Case Study 1</th>
<th>Case Study 2</th>
<th>Case Study 3</th>
<th>Case Study 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Closest Surrogate Server</td>
<td>Workload Balance</td>
<td>Based on number of client</td>
<td>Based on number of surrogate server</td>
</tr>
<tr>
<td>1. Efficiency</td>
<td>Throughput of 54.3674Mbps</td>
<td>Throughput of 62.5019Mbps</td>
<td>Number of surrogate server increased,</td>
</tr>
<tr>
<td></td>
<td>Less clients and requests</td>
<td>Less clients and requests</td>
<td>throughput for closest surrogate server decreased in higher rate compared to workload balance</td>
</tr>
<tr>
<td></td>
<td>Bandwidth shared with nearby clients</td>
<td>Requests equally distributed</td>
<td>workload balance</td>
</tr>
<tr>
<td>2. Failure rate</td>
<td>1% of failure</td>
<td>0.5% of failure</td>
<td>Number of surrogate server increased,</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>failure rate for closest surrogate server increased in higher rate compared to workload balance</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>failure rate for closest surrogate server much more stable than workload balance</td>
</tr>
</tbody>
</table>

![Figure 5-1-1-1: Comparison on simulation scenario](image)

Referring to figure 5-1-1-1, for the case study 1 and 2, it was found that with workload balance policy had better performance when number of clients is lesser and the backbone traffic not congested. For case study 3 and 4, it was found that closest surrogate server policy had better performance when the client requests is huge and workload balance policy had better performance when the number of surrogate server is greater than number of client. When the number of client increased, the peer CDN with closest surrogate server policy serve the client with better throughput and lowest failure rate. Besides that, when there are much more surrogate server than number of client (non peak hour), peer CDN with balance workload policy serve the client better than peer CDN with closest surrogate server policy.
5.1.2 Limitation

Due to the CDNsim had stopped update since year 2009; the GUI part of CDNsim does not able to work. Therefore, we failed to display the source code and also the network topology during the simulation. With lack of GUI platform, we faced several difficulties during the designation process. For instance, when we want to modify the network topology after generated by CDNsim we just able to view the source code of the network topology one by one from the network topology achieve file to adjust the topology to suit our case. The version of OMNET++ is outdated and been modified by the developers of CDNsim. The newest version of the GUI software that needed by the old version of OMNET++ did not support old version of OMNET++ anymore and we not able to found the old version of GUI software that needed by CDNsim. Therefore, we failed to install the old version of OMNET++ that provided by CDNsim developers which lead to no GUI during the modification and display of the source code. Furthermore, the OMNET++ and INET provided by the CDNsim developers had been modified by CDNsim developers, we could not able to move CDNsim to newest version of OMNET++ and also INET. Without GUI part of CDNsim, modification of network topology and simulation model become very time consume.

On the other hand, we also lack of skills and time to modify the whole CDNsim to greatly suit our object case. For instance, we are able to simulate the parameter separately to observe the change of performance of the system we not able to combine few parameters together to observe the more suitable result for our algorithm. Furthermore, the original CDNsim did not provide much information about the traffic flow inside the network during the simulation. It just provided little information of the simulation result. Furthermore, the result log file contained in the simulation result also did not provided much information such as there do not have the details of the time the client sent request and the time the client get the response from the server site. This is very important when we are talk about performance of the network such as delay. Without this information, there will be much more difficult to obtain deserved result.
5.2 Conclusion and future recommendation

In this project, we found that there are no such algorithms that specific in provide content request routing in CDN that suit for VoD. Besides that there are not much algorithms that provide request routing in peered CDN and specific the backup intermediate node in between each CDN when the primary intermediate node which provides the request routing to others CDN is down. The aim of this project is to propose a design of peered CDN architecture and algorithm to specific the request routing in peered CDN to provide request routing for VoD. The proposed algorithm is simulated by used of CDNsim on two policies, which are workload balance and closest surrogate server in four different case studies. From the simulation result, we could conclude that peered CDN is useful to increase the serving rate for a network system. This will also increase the VCR liked feature of VoD become much more reliable. However, the algorithm used for request routing should consider the peak hour and non peak hour when route the request. From the simulation results, workload balance policy is useful during peak hour due to its stability on throughput and failure rate compared to closest surrogate server policy. Besides that, during non peak hour closest surrogate server policy able to provide higher throughput and lower failure rate compared to workload balance policy. With higher throughput and stability of transfer data only able to provide much more reliable VCR liked VoD service. However, further research should be done on combination of these two policies, such as how to switch between policies and what kind of information the algorithm should be determine before the switch of policies. Furthermore, development and upgrade of CDNsim should be done to have much more related and detailed result when simulate case studies that related to CDN. The current version of CDNsim did not provide much information on the traffic result such as latency of the network, delay of the network and etc and the GUI of CDNsim had out of date.
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