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ABSTRACT

During the COVID-19 pandemic, Capital A Berhad, previously known as AirAsia, encountered
substantial financial difficulties. This raised concerns about its financial health and PN17
classification status. Hence, this study examines the company’s financial distress by combining
sentiment analysis with financial data using time-series methods. It investigates how market
sentiment, drawn from news outlets and customer reviews, influences financial performance
and highlights discrepancies between the Altman Z-score and the government’s PN17
classification. Furthermore, the study analyzes the effects of restructuring announcements and
market expansion efforts on the company’s financial outcomes. Therefore, three forecasting
approaches are compared: time-series analysis of market indices, company-specific financial
data, and market sentiment analysis. In this stage, advanced techniques such as LSTM networks
for financial data and market indices, alongside BERT model for sentiment analysis, are
utilized to construct predictive models. The study follows the CRISP-DM framework, with
performance assessed through metrics like mean squared error (MSE) and confusion matrices.
This is to evaluate the model's accuracy and robustness. Thus, by outlining the strengths and
weaknesses of each approach, this research offers valuable insights to internal auditors and
decision-makers at Capital A Berhad, supporting enhanced risk management and financial

forecasting practices.

Area of Study (Minimum 1 and Maximum 2): Deep Learning-Driven Business Forecasting,

Financial Risk Analytics

Keywords (Minimum 5 and Maximum 10): Financial Distress Prediction, Risk Management,

Sentiment Analysis, Time Series Forecasting, PN17 Classification, LSTM Networks
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CHAPTER 1

Chapter 1

Introduction

In this chapter, the background and motivation of the research, our contributions to the
field, and the outline of the study shall be discussed.

1.1 Problem Statement and Motivation

As highlighted in the abstract, Capital A Berhad, formerly known as AirAsia, faced
significant challenges during the COVID-19 pandemic. Hence, this study examines the
company’s financial distress by combining sentiment analysis with financial data using
time-series analysis. The primary goal is to predict financial distress, as reflected in the
government’s PN17 status, and to analyze the impact of market sentiment—sourced

from news outlets and customer reviews—on the company’s financial performance.

Although the Altman Z-score consistently identifies Capital A Berhad as being in
financial distress, its PN17 status suggests a contrasting perspective. This research aims
to investigate this discrepancy by considering not only the company’s financial metrics
but also how announcements regarding PN17 status, restructuring initiatives, and

market expansion efforts during the pandemic influence its performance.

The first motivation for this study stems from the importance of Capital A Berhad as a
major player in Malaysia’s aviation industry and its significant contribution to the
regional economy. Its financial stability directly affects various stakeholders, including
investors, employees, and the broader economic ecosystem. The second motivation
arises from the observed discrepancy. This underscores the fact that traditional financial
metrics often fail to account for non-financial factors. For instance, market sentiment,
that can shape financial outcomes. Finally, the third motivation is the need to
understand how sentiment correlates with financial performance. Thus, this will offer a

more comprehensive view of financial distress.

By quantitatively analyzing changes in market sentiment and their correlation with the

company’s financial data, this study seeks to develop a predictive model for forecasting
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CHAPTER 1

financial distress. The findings aim to provide deeper insights into the factors
contributing to financial risk and offer a holistic perspective on financial health.

1.2 Objectives
The first two objectives are addressed in final year project 1, while the remaining two
are tackled in final year project 2 which is the current project.

The first objective focuses on scraping and cleaning relevant data related to Capital A
Berhad. This is to prepare it for subsequent data analysis. In fact, this involves
collecting historical financial data, market indices, and sentiment-related textual data
from various sources such as customer reviews. Therefore, the goal is to ensure that the
dataset is clean, reliable, and structured to facilitate effective analysis using time-series

and sentiment analysis techniques.

The second objective aims to investigate the financial risk of Capital A Berhad by
employing both time-series analysis and sentiment analysis models. For instance,
models like Long Short-Term Memory (LSTM) networks for time-series analysis and
TextBlob for sentiment analysis. These models will help evaluate how market

sentiment and financial data correlate to predict financial  risk.

The third objective involves comparing the models used for time-series and sentiment
analysis. This is to determine which approach provides the most accurate predictions
of financial distress. Hence, this will include evaluating the performance of the models
and their ability to handle different types of data, offering a deeper understanding of

their strengths and limitations.

Finally, the fourth objective seeks to combine the results of the time-series and
sentiment analyses to interpret the broader business implications of financial distress.
Thus, by integrating insights from both models, the study will explore how sentiment
and financial data together can offer a more comprehensive view of a company’s

financial health and its potential for recovery or further distress.
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1.3 Project Scope and Direction

The scope of this study encompasses the collection and analysis of three main types of
data. The first is market index data, including historical financial information for
Capital A Berhad and related market indices. The second involves financial data, such
as Capital A Berhad’s financial statements, including balance sheets, income
statements, and cash flow statements. At the same time, sentiment data will be gathered.
For instance, these sentiment data shall consist of customer reviews, news articles, and
other textual content which are related to Capital A Berhad. Next, all data will undergo

preprocessing to ensure high-quality, reliable datasets.

Additionally, the study focuses on developing and applying time-series analysis
models, such as LSTM. This is to analyze market index and financial data, alongside
implementing sentiment analysis techniques like Text Blob for textual data. It is also to
be noted that the analysis period spans from 2004 to 2024. Thus, covering the time
before, during, and after the pandemic. Next, the processed data from Capital A Berhad
will be used with these models to evaluate their effectiveness in predicting past financial
distress or stability. In fact, this evaluation will rely on metrics like Mean Squared Error
(MSE) and a confusion matrix, classification report to assess the models' performance
in forecasting future financial health. Lastly, the study will explore the correlation
between sentiment data and economic performance to create a more accurate picture.
Furthermore, it is important to note that the scope does not include optimizing the real-
time implementation of the developed models or creating a fully automated forecasting

system.

1.4 Contributions

This research contributes to understanding the financial health and performance of
Capital A Berhad, particularly in the context of the challenges faced during the COVID-
19 pandemic. By focusing on this prominent company in Malaysia’s aviation sector,
the study provides valuable insights into how external factors, such as market sentiment
and public perception, interact with traditional financial data to affect its stability. This
is because Capital A Berhad plays a significant role in the regional economy, coupled
with its status under financial distress as indicated by the Altman Z-score and its PN17

classification. Thus, this presents a unique case for exploring the limitations of
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conventional financial metrics and the importance of incorporating non-financial data

sources into predictive models.

Besides, this study contributes to the broader body of knowledge regarding Capital A
Berhad’s financial strategies and challenges, especially during the pandemic. This
includes its efforts in restructuring and expanding into new markets. Therefore, by
analyzing news articles, customer reviews, and how these efforts influenced the
company’s financial trajectory, the study sheds light on the complex factors that drive
a company's performance in times of crisis. This offers insights into how sentiment
analysis can complement traditional financial analysis in assessing a company’s risk
and stability. Hence, these findings have practical implications for investors, financial
analysts, and policymakers who are interested in understanding the multifaceted nature
of financial distress and recovery. This is essential in industries significantly impacted

by global disruptions, such as the aviation sector.

Lastly, this study contributes to the field of financial distress prediction by performing
a comparative analysis of time series analysis using market indices, time series analysis
with financial data, and market sentiment analysis. Therefore, by examining these three
approaches side by side, financial distress indicators and their significance can be
identified. Besides, this comparison also fills a gap in existing research. For example,
previous studies either focus on individual methods or compare market index-based

predictions across sectors without targeting specific companies.

1.5  Report Organization

The details of this research are organized in the following chapters. In Chapter 1, the
problem statement, objectives, scope, and contributions of the study are introduced. In
Chapter 2, a literature review, covering Capital A Berhad formerly known Air Asia’s
background, financial distress metrics, and past studies on time series and sentiment
analysis, along with a comparative analysis of strengths and weaknesses is provided. In
Chapter 3, an overview of the system model, including diagrams, equations, and a
timeline is provided. This illustrates the integration of time series and sentiment
analysis for financial performance evaluation. Next, Chapter 4, focuses on

implementing system design, featuring block diagrams, hardware and software
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specifications, and machine learning workflows for decision trees, LSTM forecasting,
and sentiment analysis using TextBlob, FInBERT, and BERT. In Chapter 5, the
experimental setup, data extraction, preprocessing, imputation, and analysis, followed
by time-series and sentiment modeling, combined results, and implementation
challenges are described. In Chapter 6, the system’s performance is evaluated, testing
results are discussed, and project challenges, and objectives are assessed whether they
are met. Finally, Chapter 7 concludes the research, summarizing key findings and
providing recommendations for future improvements. Therefore, this structured
approach ensures a comprehensive exploration of financial distress prediction through
combined analytical methods.
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Chapter 2

Literature Review

2.1 Capital A Berhad/Air Asia

2.1.1 Capital A Berhad/Air Asia Overview

Capital A Berhad, formerly AirAsia Group Berhad, is a Malaysian holding company.
In fact, the company transitioned into a low-cost carrier in 2001 under Tony Fernandes's
leadership. In general, the company primarily invests in and manages a diverse range
of travel and lifestyle businesses [1]. It is to be noted that this introduction shall provide
some context on the significant events that occurred during the period for a more

comprehensive analysis.

During pre-pandemic 2019, AirAsia had established itself as the largest airline in
Malaysia by fleet size and destinations with an operation of over 166 routes across 25
countries [1]. Regardless, AirAsia faced challenges in late 2019 due to rising
operational costs and increasing competition within the aviation sector. Hence, the
company is reported to have suffered net losses of approximately $66 million and have

its liabilities exceeded its assets by $430 million [2].

As for during the pandemic in March 2020, the airline had to suspend most of its flights.
Thus, it leads to substantial revenue losses. As a result, the company took steps to
reduce costs. For instance, implementing layoffs and cutting compensation.
Meanwhile, the company also accelerated its shift toward digital transformation and
expanded its operations into e-commerce, logistics, and food delivery [2]. Fortunately,
by 2023, the airline experienced a strong recovery in passenger traffic, surpassing pre-
pandemic load factors. For instance, from January to June 2023, AirAsia Philippines

achieved a 92% load factor, demonstrating robust demand for air travel [3].

In the post-pandemic period, as this report is being written, the company is in the
process of selling its aviation business to AirAsia X Bhd (AAX) for RM6.8 billion to
fortify both businesses and improve their financial situation. In fact, the goal of this
action is to enable the business to leave Malaysia's PN17 category and improve it’s

balance sheet. The company is reportedly intended to concentrate on its non-aviation
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endeavors after the sale, including digital services and logistics, with its logistics
division, Teleport, already showing notable development [4].

2.1.2 Past Studies on Capital A Berhad

The studies done on Capital A Berhad/Air Asia, can mainly be divided into 2 categories.
The first category consists of recent studies that had been done on the financial impact
of the COVID-19 pandemic on Capital A, focusing on revenue losses, restructuring

efforts, and recovery strategies.

For instance, during the COVID-19 pandemic, a study from Indonesia analyzed
AirAsia Group Berhad's business decisions using SWOT (Strengths, Weaknesses,
Opportunities, Threats) and PEST (Political, Economic, Social, Technology)
frameworks. The study's focus was on the company's strategy to diversify digitally
through its "AirAsia Digital™ brand. This includes SuperApp, Teleport logistics, and
BigPay fintech. In fact, the study explored how the pandemic significantly reduced
airline revenues. For instance, AirAsia incurred losses of RM992.89 million in Q2 2020
and RM5.87 billion in Q4 2020. In contrast, by late 2020, AirAsia Digital is said to
have contributed 42% to overall revenue. For instance, the AirAsia App reported a 15%
increase in revenue, generating RM12 million, while BigPay reduced losses by 41%,
and Teleport recorded an EBITDA of RM17 million. This highlights the success story
of the company on diversifying its revenue. Unfortunately, while the study highlights
AirAsia’s ability to adapt and respond to challenges, it does not fully explore the broader

effects of restructuring on the company’s overall performance or market confidence

[5].

Another analysis by Simply Wall Street in 2024, done after the pandemic, had studied
how Capital A Berhad, formerly AirAsia Group Berhad, recently saw its stock rise by
29% in a single month. The study reviewed that the quick jump suggests renewed
interest from investors and the impressive 94% revenue increase which uncovers the
company’s strong short-term performance. Thus, offering an insightful analysis on the
company's current growth. However, it is notable that the stucy lacks a comprehensive

evaluation of the company's broader financial health. Instead, the study focuses on
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short-term revenue improvements and the company's stocks without assessing the
sustainability of AirAsia Digital and its competitiveness against established players [6].
The second category of studies done on the company consist of sentiment analysis using
surveys which are related to Capital A Berhad's customer service, satisfaction, loyalty
and price.

For instance, an Indonesian study provides a more advance survey on the impact of
service quality, price, and customer satisfaction on customer loyalty among AirAsia
airline customers. Despite surveying a total of 206 respondents using a traditional
questionnaire, the data were analyzed using Structural Equation Modeling (SEM) with
Lisrel 22 software. In fact, the study found that price was identified as the most
influential factor in customer satisfaction. On the other hand, customer satisfaction
itself had the most significant effect on customer loyalty. However, the data collected
represents a snapshot at a single point in time. At the same time, it also limits insights
into long-term customer behavior or changes in loyalty over time. Hence, this study can
be further expanded by investigating the impact of all this towards the company’s

financial performance [7].

Besides, a Malaysian study examined how Capital A Berhad faced significant financial
distress due to liabilities exceeding assets, declining flight demand, and border closures.
Then, it provides an analysis on customer sentiment based on the survey of 100
Malaysians before and during this challenging period. Thus, highlighting the efforts by
the company to secure funding through loans and the public perceptions towards the
strategies. However, the study does not offer an in-depth analysis of long-term recovery

strategies or how market sentiment might impact the company’s financial performance

[2].

2.2 Financial Distress Metrics
In this part of the literature review, there will be a brief explanation of the difference

between Altman Z-Score and PN17. In general, the Altman Z-Score and PN17 (Practice
Note 17) are both tools used to assess the financial health of companies. However, they

serve distinctive purposes.
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For instance, the Altman Z-Score is a financial formula developed by Edward Altman
in 1968. It combines five key financial ratios using a weighted formula to produce a
single score that indicates financial health. In terms of interpretation, a Z-Score above
2.99 indicates a low risk of bankruptcy, while a score below 1.81 suggests a high risk
[8]. On the other hand, PN17, or Practice Note 17/2005, is a regulatory framework
established by Bursa Malaysia. It is used to classify listed companies that are
experiencing financial distress. In fact, the companies that fall under this classification
may be at risk of delisting if they do not rectify their financial issues. For context, a
company may be classified as PN17 if it meets any of the following criteria. The first
is if shareholders' equity is less than 25% of total paid-up capital. The next is if
Receivers have been appointed to manage the company's assets. The third is if the
company has defaulted on loan payments. The fourth is when auditors express adverse
opinions on financial statements. Lastly, it happens when the company has ceased

operations or has no significant business activities [9].

The following table below shows a more comprehensive comparison of the two
financial metrics based on the following reference [8][9].

Table 2.2 Comparison Table Between Altman Z-Score and PN-17 Classification

Aspect Altman Z-Score PN17

Classifies Malaysian
companies in financial

Purpose Predicts bankruptcy risk distress
Quantitative score based on 5 Qualitative criteria set
Methodology key financial ratios by Bursa Malaysia

Triggers regulatory
Provides a score indicating risk | actions and

Outcome level requirements
Specific to companies
Used broadly across various listed on Bursa
Applicability markets Malaysia

In the case of Capital A Berhad, formerly known as AirAsia Group, it was classified as
a PN17 company based on three key criteria. Firstly, the company’s shareholders’
equity dropped below 25% of its issued and paid-up capital and was less than RM40
million in 2020. Secondly, Capital A faced payment defaults. This includes the failure
to meet loan and financial obligations, which severely affected its liquidity and
operational efficiency. Lastly, the company’s external auditor, Ernst & Young PLT,
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issued an unqualified audit opinion for the financial year ending December 31, 2019,
signalling potential insolvency. Hence, all these factors combined led to Capital A’s

designation as a PN17 company since July 8, 2020 [10].

2.3 Past Studies on Time Series Analysis

Due to the limited data points, LSTM model and ARIMA model will be applied and
studied. This is because LSTM model can leverage its memory cell to retain important
information overtime. Thus, allowing said model to learn from fewer observations [11].
On the other hand, ARIMA model can effectively model available data by using its
statistical properties while also serving as a benchmark.

For instance, a study proposed predictive models using Ensemble Empirical Mode
Decomposition (EEMD), Time series model such as Long Short-Term Memory
(LSTM) networks, and Facebook's Prophet algorithm, combined with Explainable Al
(XALI) techniques to predict high-risk financial environment much like current study.
However, in this study, they use Boruta feature selection algorithm to identify the
significance of each technical indicators to predict each financial stress variable. Then,
Ensemble Empirical Mode Decomposition (EEMD) is used to decompose complex,
nonlinear, and nonstationary time series into simpler subseries or IMFs. These IMFs
will simplify the method to capture trends. This could be noted as the figure below
shows one of the technical key indicators known as FSI which are undergoing EEMD
to simplify the trends [12].
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Figure 2.3.1 EEMD Application
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Hence, the LSTM model will learn patterns and relationships from historical data to
predict future values. In this study, the LSTM model uses memory cells to retain
relevant information about past financial stress patterns while forgetting irrelevant data
to prevent issues like "vanishing gradient”. Finally, the models are evaluated using both
static (one-day ahead) and dynamic (multi-step ahead) forecasting based on Nash-
Sutcliffe Efficiency (NSE), Index of Agreement (IA) and Theil’s Inequality Coefficient
(TI). Furthermore, the paper conducts a rigorous comparison between EMD-LSTM and
EEMD-Prophet models against traditional predictive models such as ARIMA,
SARIMA, Bayesian Structural Time Series Forecasting (BSTSF), and a simple Multi-
layer Perceptron (MLP) model with EEMD-LSTM being the best in financial
forecasting in original dataset and during pandemic dataset. The comparison could be
seen as below [12].

Table 2.3.1 Performance Comparison between Time Series Model for Financial
Prediction

Table 11 Comparison of predictive performance on the original dataset

ARIMA (1) SARIMA (1) BSTSF (1) MLFP (1) EEMD-LSTM (1) EEMD-PROPHET (1)
ARIMA (2) -
SARIMA (2) 0.235% -
BSTS (2) 0.221% 0.214% -
MLP (2) 4.6296%+* 4.6185%%= A4 58TTHER -
EEMD-LSTM (2) 6.8823%%% 6.8798%+= 6.8580+** 59058 -
EEMD-PROPHET (2) 6.8754%+% 6.8631%#= 6.8544%#* 5.6162%F 0.226% -
#+=Significant at 1% level of significance
*Not significant
Table 12 Comparison of predictive performance during COVID-19 pandemic
ARIMA (1) SARIMA (1) BSTSF (1) MLFP (1) EEMD-LSTM (1) EEMD-PROPHET (1)
ARIMA (2) -
SARIMA (2) 0.209% -
BSTS (2) 0.214% 0.228% -
MLP (2) 4823 #+* 4.8370%*= 4 8042%+% -
EEMD-LSTM (2) T.2198%#* T2201%%# T.1875%%* 6.281 8% -
EEMD-PROPHET (2) T.2014%** T.2093%%= T.1836%** 6.2639*+= 0.232% -

Hence, this study contributed to the combination of two hybrid predictive frameworks.
For example, the combination of Ensemble Empirical Mode Decomposition (EEMD)
for time series decomposition and Long Short-Term Memory (LSTM) networks. The
study had also implemented the use of Explainable Al (XAI), such as Permutation
Feature Importance and LIME (Local Interpretable Model-agnostic Explanations) to
enhance interpretability for LSTM which is crucial for decision making. As mentioned

in the paper, this is something that is not widely used. Besides, the study had also
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validated the robustness of the LSTM model against other time series models making
it one of the most comprehensive studies done on financial distress forecasting [12].

In fact, most studies apply LSTM model and ARIMA model for stock forecasting. For
instance, a study investigates a hybrid forecasting model combining LSTM model and
ARIMA model for algorithmic investment strategies. In fact, the hybrid model, referred
to as LSTM-ARIMA, was tested against standalone LSTM and ARIMA models across
three major equity indices: S&P 500, FTSE 100, and CAC 40. In fact, the models were
evaluated based on their ability to predict the next day’s closing price and generate
profitable buy/sell signals under various investment strategies. In the end, the study
confirms the superior performance of LSTM-ARIMA in most scenarios [13]. Next,
another study evaluates the performance of ARIMA and LSTM models in forecasting
Apple’s stock closing prices over a multi-year period. Once again, the result indicates
that the LSTM model is superior. This is because it achieves higher predictive accuracy
measured by RMSE. However, it is to be noted that both models lack the ability to
incorporate external factors, such as economic or political events which may cause
fluctuations. Therefore, the paper highlights the need for hybrid approaches to improve
predictions in complex financial markets [14]. Additionally, the superiority of applying
LSTM model and ARIMA model in financial forecasting is further cement by the third
paper. For instance, this study aims to compare the predictive capabilities of ARIMA,
LSTM, and Transformer models in forecasting stock prices of three Moroccan credit
companies listed on the Casablanca Stock Exchange known as EQD, LES, SLF. As
usual, the LSTM model outperformed ARIMA and Transformer in forecasting
accuracy, achieving R2 values exceeding 0.99 for EQD and LES, and 0.95 for SLF.
However, it is worth noting that the study affirms that ARIMA model performed
reasonably well for linear relationships but lagged in capturing complex patterns [15].
In conclusion, the three studies here have limited exploration of external economic

factors affecting predictions despite their novelties.

2.4 Past Studies on Sentiment Analysis

Due to time constraints, the Text Blob model and BERT model will be applied and
studied. This is because the Text Blob model is ideal for its quick and simple analysis
which can be used as a benchmark whereas BERT model provides a powerful
framework for complex analysis. For context, Text Blob model returns polarity and
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subjectivity of a sentence. For instance, the polarity score lies between [-1,1], with -1
defines a negative sentiment and 1 defines a positive sentiment. This is because Text
Blob model has semantic labels that help with fine-grained analysis [16]. As for the
BERT model, it processes text sequentially, either from left to right or right to left. This
means that BERT model looks at all the words in a sentence simultaneously [17].

In fact, most studies had applied BERT model to conduct sentiment analysis for the
finance field. For instance, a study explores sentiment analysis in financial markets.
Mostly focusing on analyzing textual financial data such as news articles, earnings
reports, and market commentary. In fact, it combines traditional lexicon-based
sentiment analysis using the Loughran-McDonald dictionary with advanced machine
learning techniques using the BERT model. In the end, the study reaffirms the superior
performance of BERT for financial sentiment analysis, achieving high accuracy (90%)
compared to traditional methods [18]. Finally, another study examines financial
forecasting by comparing sentiment analysis (SA) and technical analysis (TA)
indicators using a genetic programming (GP) algorithm. The goal is to determine
whether sentiment analysis features (derived from the text, titles, and summaries of
articles) can outperform technical analysis. In the end, the study shows that SA
outperforms TA for some companies but not others. Thus, raising questions about

sectoral or contextual influences on the model's performance [19].

2.5 Strength and Weakness Comparison

In conclusion, previous studies focus on either sentiment analysis or time series analysis
for financial distress prediction, with most study on Capital A Berhad directed on
sentiment analysis or from investor’s perspective. The following table below shows the
strength and weakness of each paper mentioned in the literature review in comparison

to current study.

Table 2.5 Strength and Weakness Comparison Table Between Papers in Literature

Review
Past Studies on Capital | Past Studies on Time | Past Studies | Current
A Berhad/Air Asia Series Analysis on Study
Sentiment
Analysis

Bachelor of Computer Science (Honours)
Faculty of Information and Communication Technology (Kampar Campus), UTAR

13



CHAPTER 2
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In this study, the system methodology is based on CRISP-DM. In fact, the first phase
is known as the business understanding phase which is used to understand the business
and formulate critical questions. This phase ensures that forecasting efforts align with
organizational objectives and environment. Therefore, the historical timeline of Capital
A Berhad is investigated by going through its official page, reading its financial
statement and recent news. All the information collected is recorded and simplified in
the literature review. This is crucial to further our understanding of the business

operation of the company.

Next, the second and third phase known as data understanding and data preparation
which can break down to 4 distinct subsections. The first being the data extraction
phase, the pdf file of the finance data such as quarterly income statement, quarterly
balance sheet, quarterly cashflow from Capital A Berhad are downloaded from KLSE
Screener before using OCR scanners to convert them into csv files. In fact, the market
index of the company and the KLSE stock market data is also downloaded from the
Bursa Malaysia as csv file. At the same time, relevant text related to Capital A Berhad
is collected to conduct sentiment analysis by using BeautifulSoup to convert them into
csv files. For example, customer review from Skytrax. This is to ensure that the data

collected is relevant to the study.

During the subsection known as data preprocessing phase, the dataset collected will be
cleaned to handle the missing values, format the date and conduct data analysis. Data
will also be scaled and normalized to ensure that it is suitable for time series analysis.
For instance, financial data from 2004 to 2024 are collected quarterly which made up
of 80 observation points. However, the finance data exists 14 columns with missing
data. Therefore, KNN imputation and FCMI imputation is conducted to find out which
method is the best before using data analysis to compare the results of pre- and post-

imputation using metrics like R-squared, median, and mean.

Next, feature selection is conducted to reduce the number of features by using Decision
tree with max depth =5 to identify the most important features from 306 variables. The

result selects top 5 and top 12 features from the FCMI-imputed dataset for modelling.
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On the fourth phase which is known as modelling. In this case, two parallel approaches
known as sentiment analysis and time series analysis are employed to forecast financial
trends. For sentiment analysis, text data is processed using ROBERTA a type of BERT,
FinBERT, and TextBlob, with the results fed into an LSTM model to integrate
sentiment insights. Meanwhile, pure time series analysis trains a separate LSTM model
exclusively on structured financial data. In fact, both LSTM models share identical
architectures (2 LSTM layers — 1 dense hidden layer — 1 output layer) and training
configurations (Adam optimizer, 100 epochs, batch size 16), with data split via forward-
window cross-validation (test size 10, 5 iterations) to maintain temporal integrity.
Finally, the sentiment-only and finance-only LSTM outputs are compared, before
employing both sentiment and finance data on LSTM to evaluate the impact of text

sentiment on forecasting accuracy. Thus, ensuring robust insights for decision-making.

Figure 3.1.2 Data Splitting Cross Validation Example

Time Series Cross-Validation (n_splits=5, test_size=10)

Training: 31/12/2004 to 31/3/2012 (n=30)

Test: 30/6/2012 to 30/9/2014 (n=10)
Fold 2:

Training: 31/12/2004 to 30/9/2014 (n=40)

Test: 31/12/2014 to 31/3/2017 (n=10)
Fold a:

Training: 31/12/2004 to 31/9/2017 (n=50)

Test: 30/6/2017 to 30/9/2019 (n=10)
Fold 4: _

Training: 31/12/2004 to 30/9/2019 (n=60)

Test: 31/12/2019 to 31/3/2022 (n=10)
Fold 5:

Training: 31/12/2004 to 31/3/2022 (n=70)

Test: 30/6/2022to 30/g/2024 (n=10)

The fifth phase is known as Evaluation. In this case, for time series analysis, MSE
scores and MAE scores are used to evaluate the LSTM model. For sentiment analysis,
confusion matrix and classification report are used to compare between the BERT
model, FINBERT model and the Text Blob Model. To compare the best models between
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the model trained with only text data, the model trained with only finance data and the
model trained with both text and finance data, the average MSE and MAE scores are

compared for each fold as seen in Figure 3.1.1.

The last phase is known as Deployment. In this case, the delivery is the result taken
from the time series analysis and the sentiment analysis using the time series forecasting
model. The combination of both results is used to compare against the PN17
classification to determine if sentiment analysis would truly help leverage a more
competent financial distress signal using business insight learned in the process.

3.2  Equation

The target for forecasting is the Altman Z-score. Here is the original Altman’s Z-score
formula and threshold written as follows [20]:

{=12A+14B+3.3C+ 0.6D + 1.0E

Where:

e Zeta () is Altman’s Z-score

e Aisthe Working Capital/Total Assets ratio

e B s the Retained Earnings/Total Assets ratio

o Cisthe Earnings Before Interest and Tax/Total Assets ratio
o D isthe Market Value of Equity/Total Liabilities ratio

e E isthe Total Sales/Total Assets ratio

Table 3.2.1 Original Z-score Threshold

Z-score range Indications

Z-score < 1.8 Distress Zone
1.8 <Z-score <3.0 Grey Zone

Z-score > 3.0 Safe Zone

However, after certain experimentations that will be further discussed in the paragraphs
that followed, it is found out that a modified Altman’s Z-score formula and threshold
taken from a Malaysian-based financial article works better for financial distress
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prediction for Capital A Berhad because it’s modified Altman Z-scoret is more align
with the PN17 classification as it is localized. The modified formula and threshold are
written as follows [20]:

{=6.56A+3.26B + 6.72C + 1.05D + 3.25

Where:

e Zeta (§) is Altman’s Z-score

e As the Working Capital/Total Assets ratio

e B s the Retained Earnings/Total Assets ratio

o C s the Earnings Before Interest and Tax/Total Assets ratio
o D isthe Market Value of Equity/Total Liabilities ratio

Table 3.2.2 Modified Z-score Threshold

Z-score range Indications

Z-score< 1.1 Distress Zone
1.1<Z-score<2.6 Grey Zone

Z-score > 2.6 Safe Zone

This discrepancy arises because the original Altman Z-score and its thresholds are more
conservative. This means it consistently classified the company in the grey or distress
zones despite the PN17 classification indicating a more positive outlook. As shown in
figure 3.2.1, the original Z-score placed the company in the grey or distress zones from
the December 2005 quarter to the June 2006 quarter, contradicting the PN17

classification during that period.

However, pairing the original Altman Z-score calculation with the modified thresholds
improves accuracy. Notably, the modified Altman Z-score combined with the modified
thresholds aligns closely with the PN17 classification. For context purpose, as

illustrated in the figure, green text indicates correct classifications, while red highlights

misclassifications:

dates modified altman z-score moedified_threshold original_theshold original altman z-score original_threshold meodified_threshold PN17 Classification
31/12/2004 18.59460737 Non-distress Non-distress 7.275355649 Non-distress Non-distress Non-Distress
31/3/2005 23.868120607 Non-distress Non-distress 10.25433421 Non-distress Non-distress Non-Distress
30/6/2005 21.6049896 Non-distress Non-distress 9.028024878 Non-distress Non-distress Non-Distress
30/9/2005 18.75345121 Non-distress Non-distress 7.444580039 Non-distress MNon-distress MNon-Distress

31/12/2005 9.651874074 No Non-distre 2.743601554 Grey Non-distress Non-Distress
31/3/2006 7.880598622 Mo No S5 1.963864369 Grey Grey Non- H
30/6/2006 6.876311985 No I tress Non-distress 1.507593583 Distress Grey Non-Distress

Figure 3.2.1 EV|dence to justify the modification of Altman Z-score and Threshold
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Additionally, the disparity between the original and modified Altman Z-score models
becomes particularly evident when examining the period from September 2019 to
December 2021. This is because while the original Z-score and thresholds prematurely
flagged the company as being in financial distress, the modified version demonstrated
greater alignment with the actual PN17 classification timeline.

For context, in 2019, the company reported net losses due to rising maintenance and
overhaul costs, the adoption of MFRS16 (Malaysian Financial Reporting Standard 16
which increases reported liabilities and share losses from AirAsia India [34] [35] [36].
However, these challenges alone did not necessarily indicate imminent financial
distress. Similarly, in early 2020, the company faced severe revenue declines that
plummeted to RM3.13 billion from RM11.86 billion in comparison to the previous year
[37]. This is due to COVID-19 travel restrictions. In fact, this was also accompanied by
a transition to positive net debt of RM756 million as borrowing increased [37]. And yet,
according to PN17 Classifications, the company only entered the grey zone in
September 2020. Thus, suggesting that its financial deterioration was more gradual than

the original Z-score implied.

Therefore, this discrepancy highlights the original Altman Z-score have a lack of
nuance in distinguishing between temporary setbacks and genuine financial distress. In
contrast, the modified Z-score and adjusted thresholds proved to be more accurate since
it manages to mirror the PN17 classification’s gradual progression from the grey zone
rather than immediately signaling distress. Once again, this underscores the modified

formula and threshold’s superior reliability in reflecting true financial health.

dates _|modified altman z-score modified_threshold original_theshold original altman z-score original_threshold modified_threshold PN17 Classification
30/9/2019 es No tress 0.453919621 Distress Distress

31/12/2019 No tress 0.250754009 Distress Distress
31/3/2020 Grey 0.011615626 Distress Distress
30/6/2020 y Grey -0.259092665 Distress Distress
30/9/2020 1.806126529 Grey Distress -0.306112505 Distress Distress
31/12/2020 0.42963478 Distress Distress -0.760036667 Distress Distress
31/3/2021 0.427696081 Distress Distress -0.652728281 Distress Distress
30/6/2021 -0.158214753 Distress Distress -0.80748671 Distress Distress
30/9/2021 -0.391064235 Distress Distress -0.879707468 Distress Distress
31/12/2021 0.029645639 Distress Distress -0.830708165 Distress Distress Grey
Figure 3.2.2 Second Evidence to justify the modification of Altman Z-score and
Threshold
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Therefore, as seen in the table below, it is more justified to use the modified Altman
Z-score and modified threshold as target for forecasting due to its higher accuracy in

classifying a PN17 classification.

Table 3.2.3 Accuracy Comparison Table for PN17 Classification

Accuracy against PN17 classification (%0)

Using Modified Using Modified Using Original Using Original
Altman Z-score Altman Z-score Altman Z-score Altman Z-score
Calculation Calculation Calculation Calculation
Method and Method and Method and Method and
Modified Original Original Modified
Threshold Threshold Threshold Threshold
93.75 92.50 83.75 85.00
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Figure 3.3.1 Timeline for FYP1
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Figure 3.3.2 Timeline for FYP2
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CHAPTER 4

System Design
4.1 System Block Diagram

Software Hardware

Python ‘ RAM ‘ ‘ GPU ‘

A

Data Pipeline

Dataset Extraction
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Dataset Analysis

Dataset Preprocessing ‘

Text Data Finance Data

!

Feature Selection (Decision Tree)

h.

Sentimental Analysis

| Text Blob |

| FinBERT |

| BERT |

l

Evaluation

Confusion Matrix & Classification
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|

‘ Data Splititng using Forward Window: TimeSeriesSplil(n_splits=5, lest_size=10) ‘
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l Time Series Analysis

LSTM | \ LSTM

l
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Model Comparison between
Sentimental and Time Series Analysis

| Business Insights ‘

Figure 4.1.1 System Block Diagram
Based on the diagram above, this system is a machine learning pipeline designed
for sentiment analysis and time series forecasting. This begins with data

extraction followed by preprocessing, imputation, and analysis to clean and explore the
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data. For sentiment analysis, it employs TextBlob, FInBERT (financial-tuned BERT),
and BERT to gauge sentiment from text. Then, decision trees are used to help select
key features. The system evaluates sentimental data performance using confusion
matrices and classification reports. Simultaneously, an LSTM model analyzes temporal
patterns in time series data to predict Altman Z-score. The data splitting is conducted
using forward window to spil5 the data into 5 folds with each fold has a test set of 10
consecutive observations. In fact, the training data expands with each fold while the test
data move forward in time. The result from the combination of the best from
sentimental and time series analysis model is then used to derive business insights, such
as correlating sentiment with market trends for financial distress forecasting to support
decision-making. Lastly, the entire workflow leverages Python, GPU, and RAM for

efficient computation.

4.2 Hardware and Software Specifications

4.2.1 Hardware

The hardware involved in this project is a standard laptop device. The laptop will be
used to run the dataset and execute the time series algorithms for financial distress
forecasting. Here are the main specifications:

Table 4.2.1.1 Specifications of laptop

Description Specifications
Model IdeaPad 3 15ITL6
Processor 11th Gen Intel(R) Core (TM) i5-1135G7 @ 2.40GHz 2.42
GHz
Operating System Windows 10 64-bit
Graphic Intel® Iris ® Xe Graphics
RAM Samsung 12.0 Micron Tech GB 3200MHz
Storage NVMe SAMSUNG MZALQ256HBJD-00BL?2 256GB
4.2.2 Software

Here are the following software applications required for the system:

Google Colab

Google Colab is a free, cloud-based platform for creating and sharing interactive
notebooks. It comes pre-installed with widely used data science and machine learning
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libraries (e.g., TensorFlow, PyTorch, pandas). This software primarily supports Python
and enables the leverage of GPUs and TPUs for accelerated computation. While it
supports other languages like R, Python will be the primary language used in this case.
Microsoft Excel

Microsoft Excel is powerful spreadsheet software developed by Microsoft that is
widely used for data analysis, reporting, and automation of calculations. Excel provides
a grid-based interface where users can store, organize, and analyze data. This software

will be used to conduct univariate and multivariate analysis.

4.3 Machine Learning Design
4.3.1 Decision Tree (Feature Importance Workflow)

N
True i False
a<b
True True “~._ False
b<c
‘\.//
a C b C

Figure 4.3.1.1 Decision Tree Regressor Diagram
The decision tree algorithm recursively partitions the dataset into subsets by evaluating
feature values, aiming to minimize impurity by using decision rules learned from input
features. Therefore, the process identifies the most discriminative features by reducing

the error in calculating the target variable during each split [38].

In this case, a decision tree regressor is used to identify important financial features for
the modified Altman Z-score. Firstly, the tree recursively splits the data based on
features that minimize prediction error using MSE criterion. After training, the model
calculates feature importance scores using Gini importance to rank variables by their

predictive power,
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4.3.2 LSTM algorithm (Forecasting Workflow)
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Figure 4.3.2.1 LSTM Diagram
Long Short-Term Memory (LSTM) is a specialized Recurrent Neural Network (RNN)
architecture designed to handle sequential data. Thus, making it well-suited for time
series forecasting. In this case, predicting future Altman Z-scores. Unlike traditional
RNNs, LSTMs use memory cellsand three key gates to capture long-term
dependencies effectively. In fact, LSTM requires data input in sequences [39]. For
instance, the model processes data in sequential windows of past observations. Thus,

preserving temporal relationships through careful data splitting.

As seen in Figure 4.3.2, the first component is the forget gate. This is used to determine
which information to discard using sigmoid activation. Next, the input gate is used to
update the cell state using both sigmoid and tanh. Finally, the output gate is used to
filter the updated cell state to produce the hidden state. In short, the cell state maintains
long term dependencies while the hidden state handles short term context. These two
components work together to capture complex temporal patterns in the time series
model [39].

In this project, the LSTM model is built with TensorFlow/Keras. It consists of two
LSTM layers (64 and 32 units) followed by dense layers (16 and 1 unit), using ReLU
activation and Glorot uniform initialization for weights. Lastly, the model is trained
using time-series cross-validation (5 splits) with early stopping to prevent overfitting.
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4.3.3 TextBlob (Sentiment Analysis Workflow)

TextBlob

XED =S * tBlob=TextBlob(Text)

e
.

Subjectivity “T----=-

Figure 4.3.3.1 Text Blob Diagram

Text Blob is just a lexicon-driven tool for quick sentiment analysis. In this case, it used
a predefined sentiment dictionary for sentimental analysis. Its polarity ranges from -1
which is negative sentiment to +1 which is positive sentiment. Then, for each word in
a sentence, a weighted average sentiment score will be applied [40]. However, unlike
FInBERT and BERT, Text Blob’s rule-based approach lacks contextual nuance which

makes it inferior to transformer models.

4.3.4 FInBERT (Sentiment Analysis Workflow)
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Figure 4.3.4.1 FInBERT Diagram
FInBERT is a financial-domain-specific BERT transformer model fine-tuned for
finance domain. This means it retains BERT’s multi-layer bidirectional transformer
encoder, which is used to generate contextual embeddings for input tokens [41].
However, unlike BERT’s original pre-training, FINBERT is pre-trained with six
different self-supervised tasks. Therefore, this allows it to capture richer semantic and
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language knowledge specific to the financial domain [42]. Lastly, it has a SoftMax layer
to predict sentiment as such as negative, neutral, positive [43]. In this study, a pretrained

model from "yiyanghkust/finbert-tone” will be loaded to perform the sentimental
analysis comparison.

4.3.5 BERT (Sentiment Analysis Workflow)

BERT model is a transformer-based language model. It is trained using encoders, which
is used to learn the language and generate embeddings [41].
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Figure 4.3.5.1 RoBERTa Diagram
In this case ROBERTa which is a type of BERT model, is applied in the project. It uses
the uses the standard transformer encoder architecture. This structure consists of
multiple layers of self-attention and feed-forward neural networks. The self-attention
feature lets the model weigh the importance of each word in the context of the entire
input sequence. Thus, capturing nuanced relationships and dependencies. Like BERT,
RoBERTa is pre-trained using dynamically changed masking patterns. During training,
a random subset of input tokens is masked, and the model learns to predict the original
values of these masked tokens using the surrounding context [44]. It is mainly trained
on labeled sentiment datasets such as Twitter. This makes it better at contextual
understanding. So, it can handle negation and complex phrasing. In this study, a

pretrained model from "cardiffnlp/twitter-roberta-base-sentiment™ will be used for
sentimental analysis comparison.
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CHAPTER S

System Implementation

5.1  Hardware Setup

Table 5.1.1 Computing Resources in Google Colab Cloud Environment

Hardware Accelerator

CPU

RAM

12.67 GB (11.39 GB free)

Disk Space

107.72 GB (36.91 GB used)

Runtime Limitations

Colab disconnects after 30 minutes of inactivity (or ~12 hours

for active usage).

Runtime Type Python 3/ R
Table 5.1.2 Local Hardware
CPU Spes Intel (1.64 GHz base)
GPU Specs Intel(R) Iris(R) Xe Graphics
RAM Capacity 11.8 GB (7.9 GB USED)
Storage SSD (RAID)

5.2  Software Setup

Before starting to develop the project, these are the software needed to be installed and

downloaded in my laptop:

1. Google Colab (Python 3.10)

2. Microsoft Excel

Table 5.2.1 Table of Key Libraries

Key libraries related to

Libraries

Deep Learning Models

TensorFlow/Keras

Sentiment Analysis

NLTK, TextBlob, Hugging Face’s transformers (e.g.,
FIinBERT), BeautifulSoup

Data Processing

Pandas, NumPy, scikit-learn

Visualization

Matplotlib, Seaborn, Plotly
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5.3  Setting and Configuration
1. LSTM Model Configuration:
Table 5.3.1 LSTM Model Configuration

Number of LSTM layers 2

Hidden units per layer Layer 1: 64, Layer 2: 32

Dense layers 1 hidden Dense (16 units), 1 output Dense (1 unit)
Batch size 16

Epochs 100

Optimiser Adam (learning_rate=0.001)

Loss function Mean Squared Error (MSE)

Weight initialization Seed (42)

Shuffle False

2. Dataset Configuration:
Data Sources
e Finance data: quarterly balance sheet, quarterly cash flow statement,
quarterly income statement, historical data for Capital A Berhad and the
FTSE Malaysia KLCI index (2004-2024, 80 data points)
e Text data: Skytrax review (2011-2024, 852 data points)

3. Google Colab Settings:

e Mount Google Drive for storing datasets

54  System Operation

5.4.1 Data Extraction

54.1.1  Data Mining

To support financial distress prediction, quarterly financial reports—including the
balance sheet, cash flow statement, and income statement—were collected alongside
historical data for Capital A Berhad and the FTSE Malaysia KLCI index from KLSE
Screener website and Investing.com Website. These datasets are downloaded from their
pdf format before being go through OCR scanning and formatted into csv file. This is
to ensure compatibility, ease of processing, and flexibility for tasks like cleaning,

normalization, and feature selection. This is because they are essential for evaluating a
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company’s financial health and understanding its market environment. For instance,
financial reports allow for the computation of critical metrics, such as the Altman Z-
score, liquidity ratios, and profitability indicators, which signal financial stability. On
the other hand, Capital A Berhad’s historical data provides a detailed view of its
performance, while FTSE Malaysia data offers insights into broader economic trends
for contextual analysis. The data ranges from 31/12/2004 to 31/9/2024, a total of 80
data points. Hence, this integrated approach combines company-specific insights with

market trends to improve the accuracy of financial distress forecasting models.
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Figure 5.4.1.1.1 KLSE Screener Website
A B C D E F G H
Date CAPI_Price CAPI_Oper CAPI_High CAPI_Low CAPI_Vol. CAPI_Change %
1/3/2019 1.82 1.895 1.984 1.783  173.64 3.97
1/6/2019 1.868 1.977 2.005 1.868  156.01 5.54
1/9/2019 1.76 1.8 1.84 1.76  119.98 1.68
1/12/2019 1.7 1.7 1.8 1.64  133.31 0.59
1/3/2020 0.79 1.01 1.13 0.5 1130 21
1/6/2020 0.875 0.695 1.1 0.66 1950 26.81
1/9/2020 0.67 0.66 0.685 0.81  205.43 1.52
1/12/2020 0.885 0.72 1 0.715 1260 24.65
1/3/2021 0.98 0.915 1.27 0.9 1750 7.1
1/6/2021 0.89 0.835 0.995 0.83  360.67 6.59
1/9/2021 1.05 0.925 1.09 0.9 502.77 13.51
1/12/2021 0.79 0.865 0.875 0.765  332.83 10.73
1/3/2022 0.735 0.625 0.765 0.61 639.7 17.8
1/6/2022 0.61 0.65 0.675 0.58 95.22 6.15
1/9/2022 0.625 0.605 0.855 0.6 86.63 3.31
1/12/2022 0.625 0.58 0.65 0.56  110.58 5.93
1/3/2023 0.77 0.72 0.88 0.7 858.16 11.58
1/6/2023 0.81 0.775 0.825 0.75 159.56 3.85
1/9/2023 0.97 0.975 1.05 0.865  474.82 0
1/12/2023 0.825 0.85 0.87 0.82  197.64 5.17
1/3/2024 0.71 0.69 0.725 0.675  123.98 2.9
1/6/2024 0.86 0.84 0.88 0.795 24282 1.78

Figure 5.4.1.1.2 Excel Sample of Capital A Berhad Historical Data
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5412  Text Mining

During this phase, customer reviews were exclusively extracted from the Skytrax

website. Skytrax, as illustrated in the figures, is an international air transport rating

organization based in the UK. A data mining script using BeautifulSoup and HTTP

request was employed to directly extract daily reviews from the website, resulting in a

total of 853 reviews collected from 2011 to 2024. These reviews were organized by

year and stored in a CSV file, as depicted in the figure. The dataset includes columns

such as date, header, rating, content, aircraft, traveler type, seat type, route, date flown,

seat comfort, cabin staff service, inflight entertainment, ground service, Wi-Fi &

connectivity, value for money, recommendation status, and food & beverages.

However, for the purpose of data preprocessing, only the date, rating, and content

columns were utilized for sentiment analysis.

skytrax €9

Airine Reviews Airpart Reviews

741? 7
AirAsia
Customer Reviews
Food & Beverages
Inflight Entertainment
Seat Comfort

staff service

value for Money

e KIRLINE \i; SEAT

"Annoying song played repeatedly”

Chin Yee Meng {United States) 28th Hovember 2024

Witz AReview

Airpart & Airline Rating

Kok
35748 AIBLINE

B,

kxqo2ev

show 10 |20 |50 | 100

3T >

WORLD'S BEST AIRLINES IN 2024

» The Worlds Best Airlines in 2024 are
announced

B Trip Verified | One-hour delay due to the |ate arrval of the aireraft from the pravious sector unii

22:50 hrs. then we took off. Time was wasted by ATC as we were at Gate L13 but had to head over to
short fiight, but

the farther Runw:

Alrraft As20

Type OF Travallsr

saat Type Ecancmy Class

Figure 5.4.1.2.1 Skytrax Website
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A B € D E F G H | J K L M N [0} P Q R
date header rating  content Aircraft Type OfTrzSeatType Route  Date Flowr Seat Comfi Cabin Stafi Inflight Enti Ground Se Wifi & Coni Value For t Recomme! Food & Beverages
24/11/2019 "definitely| 8 &ce...TripVA320 Solo Leisut Economy C Singapore Nov-19 4 5 4 4 4 5 yes
23/11/2019 "seats are 1 ace...Trip Verified | Bel Family Leis Economy € Bengaluru Nov-19 1 3 1 3 2 1 no 1
22/11/2019 "We had to 1 ace...Trip V Airbu Solo Leisut Economy ( SiemReap ~ Nov-19 1 1 1 1no
21/11/2019 "an excelle 9 NotVerified| AirAsia | FamilyLeic Economy ( Hyderabac ~ Oct-19 4 4 2 4 3 4 yes 4
16/11/2019 "no alterna 1 &ce...Trip Verified| De Business Economy(DelhitoGc  Nov-19 1 1 1 1 no 1
13/11/2019 “they said | 1 ace...Trip Verified| I c|Family Leis Economy(Maleto Kot Nov-19 2 2 1 1 no 3
13/11/2019 "we had to 3 dce...Trip Verified| Sir Couple Lei Economy C Singapore Nov-19 3 3 3 2 no

9/11/2019 " most unic 7 NotVerified| Our fligh Couple Lei Economy(Lombokto ~ Nov-19 3 5 4 4 yes 1
9/11/2019 "my last flig 1 ace...Trip Verified | Ku Solo Leisur Economy C Kuala Lum|  Nov-19 1 2 1 2 no 2
6/11/2019 "utterly uny 1 &ce.. Trip Verified| Tag Family Leis Economy ( Tagbilaran ~ Oct-19 1 1 1 1 1 1 no 1
28/12/2019 "recomme 4 Not Verified| Chiang M Family Leis Economy(ChiangMa  Dec-19 3 3 1 2 1 2 no 1
20/12/2019 "notsee ar 1 ace...Trip Verified| Ku Solo Leisur EconomyCKualaLum| Dec-19 1 1 no
16/12/2019 "more com 8 ace...Trip Verified | Ku Solo Leisur Economy(Kuala Lum|  Dec-19 4 4 4 5 4 yes 5
15/12/2019 "a good sel 7 ace...Trip Verified | Jak Solo Leisut Economy ( Jakartatol  Dec-19 3 4 5 4 yes 5
13/12/2019 "good butr 6 ace...TripV A330-300 Solo Leisur Economy(Denpasari  Nov-19 3 2 4 3 yes
1/12/2019 "Significan 3 NotVerified | Bangkok Solo Leisut Economy ( Bangkoktc  Dec-19 3 2 1 4 yes

Figure 5.4.1.2.2 Excel Sheet Sample of Text Mined

5.4.2 Data Preprocessing

The code begins by utilizing a custom class, DriveDatalLoader, to streamline data
ingestion. First, files such as quarterly income statements, balance sheets, cash flow
statements, and market indices are loaded into Google Colab via google drive using
specified file paths.

After loading the datasets, symbols such as commas, percentages, and dashes are
removed or replaced with zeros to standardize numeric columns. This ensures
compatibility with numerical computations. Next, columns, except for dates, are
converted to numeric types, with invalid entries coerced into NaN. This step avoids
errors during calculations. Then, the code filters records based on specific date ranges
(2004-2024) and focuses on quarterly and monthly intervals relevant to financial
reporting cycles. Besides, the date column is standardized into a uniform format,
enabling consistent time-series analysis.
The script separates preprocessing logic for quarterly and monthly data due to
differences in granularity and reporting:
e Quarterly Data: Includes income statements, balance sheets, and cash flows.
Columns with all-zero values are dropped, ensuring only meaningful metrics

remain.

e Monthly Data: Includes stock prices and indices. Special attention is given to
scaling values, such as converting billions to millions. Thus, ensuring uniform
units across datasets. Data is filtered to specific months to align with quarterly
data (e.g. March, June, September, and December) representing key reporting

periods.
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Lastly, the processed data is prepared for deeper financial analysis through feature
engineering. For instance, modified Altman Z-score is calculated to predict financial
distress. Components like working capital, retained earnings, and EBIT are derived
from the balance sheet and income statement. These are combined using a weighted
formula to compute the Z-Score for each date. Aside of that, key Financial Ratios are
also calculated. For instance, liquidity, profitability, solvency, and efficiency ratios are
computed since they offer insights into a company's operational health.

Table 5.4.2.1 Altman Z-Score Formula Table

Variables Acquisition Method Calculation method

Working Capital Calculated total current assets- total current
liabilities [21]

Total Assets Calculated total non-current assets + total current
assets

Retained Earnings Direct

Market Value of Equity Calculated stock price x shares outstanding [22]

Total Liabilities Calculated total non-current liabilities + total
current liabilities

Operating Revenue Direct

As seen in the table below, on average the modified Altman Z-Score from 2019 to 2024
are all under financial distress due to their lower 1.1 score causing a disparity with the
PN17 classification while those during December of 2004 to June of 2019 are under

non-distress which is aligned with the PN17 classification.

Table 5.4.2.2 Altman Z-Score Calculated against PN-17 Classification

Date Altman Z-Score with  |Altman Z-Score with Modified PN-17
Modified Formula Formula and Modified Classification

Threshold [23][24]
30/9/2019 3.548451068 Non-distress Non-Distress
31/12/2019 2.990271279 Non-distress Non-Distress
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31/3/2020 2.540029199 Grey Non-Distress
30/6/2020 1.94354196 Grey Non-Distress
30/9/2020 1.806126529 Grey Grey
31/12/2020 0.42963478 Distress Grey
31/3/2021 0.427696081 Distress Grey
30/6/2021 -0.158214753 Distress Grey
30/9/2021 -0.391064235 Distress Grey
31/12/2021 0.029645639 Distress Grey
31/3/2022 -0.762250194 Distress Distress

Based on the table below, these financial ratios can be used to apply on the financial

data collected from the quarterly report to evaluate financial performance. These

financial ratios will be used with other financial data to go through feature selection.

Table 5.4.2.3 Financial Ratios Formula Table

Financial Descriptions [25] Indicators Formula Source
Ratios
Liquidity The ability of a company to | Current total current [26]
Ratios fulfil its short-term financial | Ratio assets / total
commitments and manage current liabilities
immediate funding needs.
Profitability | The ability of a company to | Operating operating profit/ | [27]
Ratios achieve profitability is Profit revenue
relative to its income and Margin
available resources. Net Profit profit after [28]
Margin taxation / revenue
Return on net profit / total [29]
Assets assets
(ROA)
Return on profit after [29]
Equity taxation and
(ROE) minority interest /
shareholder funds
Earnings Per | profit after [30]
Share (EPS) | taxation / number
of shares
Efficiency The capability of a company | Asset revenue / total [31]
Ratio to meet its long-term debt Turnover assets
obligations
Solvency The capability of a company | Debt-to- total liabilities / [32]
Ratios to meet its long-term debt Assets Ratio | total assets
obligations.
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As for the text data, each text CSV file undergoes preprocessing through a specialized
function that standardizes and cleans the data. This process involves removing
predefined patterns such as URLSs or irrelevant fragments, stripping special characters,
and converting all text to lowercase for uniformity. Once cleaned, the processed text is
organized into a new data frame and saved as a CSV file named cleaned_reviews. The
resulting data frame includes columns for the Timestamp (date and time of the review),
Review/Text (cleaned review content), Source (origin of the review), and Rating
(numerical rating given by the reviewer). The figure below shows the differences

between the original review and the cleaned review

Table 5.4.2.4 Comparison of Original Text and Cleaned Text in Excel File

Original Text Cleaned Text

Timestamp Review,Text | Cleaned_Review Rating Source
840 2011-01-11 HET-BEK. Paid for 20Kgs of bagzage on their sc... 840 hktbkk paid for 2okgs of bagzage on their scal... 8.0 Skytrax
839 2011-01-20 HKT-BEK. Online check-in down for several days... 839 hktbkk online checkin down for several days at... 6.0 Skytrax
838 2011-01-26 Took the inaugural flight from Chiang Mai to S... 838 took the inaugural flizht from chiang maitos... 5.0 Skytrax
841 2011-02-22 BKK to Hat Yai (HDY) and noticed service deter... 841 bkk to hat yai hdy and noticed service deterio... 5.0 Skytrax
842 2011-04-24 RGN-BKK-RGN. Check in at Yangon International ... 842 renbkkregn check in at yangon international air.. 9.0 Skyirax

Timestamp Eeview) Text | Cleaned_Review Rating Source
675 2024-11-03 | Trip Verified| Iwould like to write about ... 675 iwould like to write about the splendid se... 10.0 Skytrax
674 2024-1118 [ Trip Verified| I was forced to check my bag... 674 iwas forced to check my bag in for being s... 1.0 Skyvirax
673 2024-11-28 [ Trip Verified| One-hour delay due to the late... 673 onehour delay due to the late arrival of the ... 9.0 Skytrax
677 2024-12-01 |4 Trip Verified| Iam extremely disappointed ... 677  iam extremely disappointed with airasias h.. 1.0 Skytrax
676 2024-12-21 [ Trip Verified| 1bought a ticket from Airas... 676  ibounghta ticket from airasia for a flight... 1.0 Skytrax

5.4.3 Data Imputation & Analysis
However, for the finance data, there are 14 columns that have missing data that are

required to be inputted. The 14 columns are known as:

Table 5.4.3.1 Missing Columns with Missing Rows

Columns with Missing Rows Missing Rows (%6)

1 | Average stage length (km) 11.25

2 | Unit fuel price (US$/barrel) 15

3 | Total equity 6.10

4 | Prepayment, deposits and other receivables 15

5 | Sales in advance 26.25

6 | Reserves 8.75

7 | Staff costs 31.25

8 | Aircraft fuel expenses 31.25

9 | Maintenance, overhaul, user changes and other related expenses | 31.25
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10 | User charges and other related expenses 33.75
11 | Finance income 31.25
12 | Finance costs 31.25
13 | Number of aircraft at the period 3.75
14 | Debt-To_Equity 6.10

|dates _lavialion rlogistic_rerevenue  staff_cost aircraft_fu fuel_swap maintenaiuser_char logistic_e: technolog other_ope
BEERERRR 0 178633 0 0 0 -12717
31/3/2005 163911 -13103
30/6/2005 199508 -12029
30/9/2005 186277 -15093
BRERERRE 225925 -22065
31/3/2006 201681 -14670
30/6/2006 241683 -18305
30/9/2006 239574 -15526
| RERERERH 400607 -17470
31/3/2007 396179 -25631

cooooooo ool
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oo oo oo oo
oo oo DD oo S

Figure 5.4.3.1 Evidence of Missing Data

5.4.3.1 KNN Imputation

To handle the missing data, K-Nearest Neighbors (KNN) is conducted. First,
the load_data function reads the CSV file, parsing dates as the index and converting all
columns to numeric values, while also turning non-numeric entries such as blank cells
into NaN. It then drops any columns that are entirely NaN. The knn_impute function
then handles missing data by first creating a copy of the DataFrame and identifying
missing values. Next, it standardizes the data using StandardScaler before
applying KNNImputer, which fills NaN values based on neighboring data points. In
this case, the n_neighbours are set to standard 5. This means the missing value will be
imputed with the mean of the 5 closest rows' values for that feature. The imputed data
is then rescaled back to its original range. Finally, the function returns to a DataFrame

where only the originally missing values are replaced, preserving existing valid data.

dates aviation_r logistic_re revenue  staff_cost aircraft_fu fuel_swap maintenaiuser_char
31/12/2004 0 0 178633 -134924 -452893 0 -64458.2 -121533
31/3/2005 0 0 163911 -134924 -452893 0 -64458.2 -121533
30/6/2005 0 0 199508 -134924 -452893 0 -64458.2 -121533
30/9/2005 0 0 186277 -134924 -452893 0 -64458.2 -121533
31/12/2005 0 0 225925 -134924 -452893 0 -64458.2 -121533
31/3/2006 0 0 201681 -134924 -452893 0 -64458.2 -121533
30/6/2006 0 0 241683 -134924 -452893 0 -64458.2 -121533

Figure 5.4.3.1.1 Evidence of Imputed Data using KNN imputation
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Additionally, a scatter plot is used to compare the R-squared (R?) values of
variables before and after imputation, helping assess how imputation affects model
performance. In this case, variables with an absolute R? difference (rsq_diff) greater
than 0.02 will be labelled. This avoids cluttering the plot with minor changes. Thus,
focusing only on variables where imputation had a meaningful impact. Based on the
figure below, most data predictably fall along the diagonal line which means the
imputation had no effect. Those points that cluster above the diagonal lines means the
imputed values strengthened the variable’s relationship with the target. For instance,
the reserves, prepayment_deposits_and_other_receivables and finance_income are the
columns that slightly strengthened relationship with the target. At the same time, the
points that cluster below the diagonal line means imputed values weakened the
variable’s relationship with the target, possibly introducing noise or bias. For instance,
the sales_in_advance, total_equity,
maintenance_overhaul_user_changes_and_other_related_expenses, finance_costs and

average_stage_length_km are the columns that weakened relationship with the target.

Comparison of R? Values Before and After Imputation
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0.0
-0.1

’
’
’
¢
’
v
?
’
’ :
; O
¢
’
¥ -0.2
’
’

sales_in_advance
.

Post-imputation R?

tolal._equny

,
ainténance_overhaul_user_changes_and_other_related_expenses

reserve§'al e s _anc.over_ | B

/rprepayment_deposits_and_other_receivables

g finance_income

finance_costs

’

“ average_stage_length_.km.

).0( 0.25 0.50
Pre-imputation R?

Figure 5.4.3.1.2 Comparison of R Square Values before and after KNN Imputation
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5.4.3.2 FCMI Imputation

In this case, the data is imputed by prioritizing features with the strongest relationships
to the target variable, which in this case is the column with missing data based on an
article [45]. This type of imputation is known as Feature Correlation based Missing
Data Imputation.

For instance, the select_top_correlated_features() function identifies the top-k features
most correlated with a target column wusing only complete cases. The
core fcmi_imputation() function performs feature-correlation-based imputation: it
trains a linear regression model on complete cases using the top-k correlated features
to predict missing values in the target column, first imputing missing values in the
features themselves using mean imputation. Next,
the impute_all_missing_columns() function imputes all columns with missing values
in ascending order of missingness to maximize available data for subsequent
imputations. This approach combines correlation-based feature selection with
regression imputation, making it more sophisticated than simple mean/median
imputation while remaining computationally efficient. The sorting by missing rate
ensures columns with fewer missing values are imputed first. Thus, creating better

anchors for later imputations.

A B © D E F G H | J K L
1 |dates _laviation_r logistic_rerevenue  staff_cost aircraft_fu fuel_swap maintenai user_char logistic_e: technolog other_ope ¢
2 | 31/12/2004 0 0 178633 -244948 -150882 0 -82295.4 -79855.2 0 0 -12717
3 | 31/3/2005 0 0 163911 -244604 -145841 0 -81436.6 -78619.4 0 0 -13103
4| 30/6/2005 0 0 199508 -245532 -157386 0 -834425 -81903.6 0 0 -12029
5 | 30/9/2005 0 0 186277 -245256 -152636 0 -82646.5 -80893.8 0 0 -15093
5 | 31/12/2005 0 0 225925 -246376 -164911 0 -84816.6 -84820.2 0 0 -22065
7| 31/3/2006 0 0 201681 -246447 -152321 0 -82931.3 -84755.9 0 0 -14670
3 | 30/6/2006 0 0 241683 -247359 -166174 0 -85282.1 -88042.1 0 0  -18305
3 | 30/9/2006 0 0 239574 -248107 -160089 0  -84570 -90329.9 0 0  -15526
0| 31/12/2006 0 0 400607 -251961 -214640 0 -93899.8 -104118 0 0 -17470
1| 31/3/2007 0 0 396179 -251600 -214855 0 -938316 -102951 0 0 -25631

Figure 5.4.3.2.1 Evidence of Imputed Data using FCMI imputation

Based on the figure below, most data predictably fall along the diagonal line which
means the imputation had no effect. Those points that cluster above the diagonal lines
means the imputed values strengthened the variable’s relationship with the target. For
instance, the aircraft_fuel expenses and prepayment_deposits_and_other_receivables
are the columns that slightly strengthened relationship with the target. At the same time,

the points that cluster below the diagonal line means imputed values weakened the
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variable’s relationship with the target, possibly introducing noise or bias. For instance,
the sales_in_advance, total_equity,
maintenance_overhaul_user_changes_and_other_related_expenses, finance_costs and

finance income are the columns that weakened relationship with the target.

Comparison of R? Values Before and After Imputation
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Alnance_costs
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Figure 5.4.3.2.2 Comparison of R Square Values before and after FCMI Imputation

5.4.4 Time Series Analysis

5.4.4.1 Decision Tree Modelling for Feature Selection

In this phase, the python script utilizes the Decision Tree Regressor to analyze
financial data, aiming to identify and focus on the most significant features that impact
the modified Altman Z-Score. First, the script separates datetime columns from the
features (X) and assigns the Altman Z-Score as the target variable (y). The data is then
split into training and testing sets using a 70-30 ratio. The parameters of the decision
tree model are set with a max_depth of 5 to prevent overfitting. The model is then feed
with the training data, and extracts feature importance to identify the most influential
features. The model is then retrained using only these important features by filtering
out zero-importance ones to improve efficiency and interpretability. Finally, it
evaluates the model's performance on the test set using Mean Squared Error (MSE) and

R2 score and saves the feature importance rankings to a CSV file.
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Next, the two imputed finance data that are implemented using KNN
imputation and FCMI (Fully Conditional Specification Multiple Imputation) are then
feed to the decision tree model. The results reveal notable differences. Notably, the
finance data using both methods have the period between 31/12/2020 to 31/12/2021
removed since they weren’t aligned with the PN17 classification. This is to ensure that
the decision tree model only select features that follows the PN17 classification by

reducing the noise and retaining only relevant finance data.

Table 5.4.4.1.1 Table of Important Features from KNN Imputed Finance Data

Important Features from KNN Imputed Finance Data Importance

1 depreciation_and_amortisation/_depreciation_of 0.7885931
property plant_and_equiptment
2 debt-to-assets_ratio 0.1751300
3 debt_to_equity 0.0181335
4 purchase_of_property_plant_and_equipment 0.0094325
5 current_ratio 0.0038242
6 cash_and_cash_equivalents_at_end_of the financial_period 0.0023100
7 intercompany_balances 0.0013784
8 share_of results_of jointly_controlled_company_adjustment 0.0003827
9 unrealised_foreign_exchange_plan 0.0003761
10 teleport_(logistics) non_airline_ebitda 0.0002412
11 current_taxation 0.0001379
12 sectors_flown/_no._of flights 0.0000581
13 receivables_and_prepayments 0.0000022
Table 5.4.4.1.2 Table of Important Features from FCMI Imputed Finance Data

Important Features from FCMI Imputed Finance Data Importance

1 depreciation_and_amortisation/_depreciation_of _ 0.7885931
property plant and_equiptment

2 debt-to-assets_ratio 0.1751300
3 debt_to_equity 0.0181335
4 purchase_of property plant_and_equipment 0.0094325
5 current_ratio 0.0038242
6 share_of results_of jointly controlled_company_adjustment 0.0026927
7 intercompany_balances 0.0013784
8 unrealised_foreign_exchange_plan 0.0003761
9 teleport_(logistics) non_airline_ebitda 0.0002412
10 current_taxation 0.0001379
11 sectors_flown/_no._of flights 0.0000581
12 receivables_and_prepayments 0.0000022
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With KNN-imputed data, the model selects 13 important features out of 305, yielding
an MSE of 1.2622 and an R? of 0.9152. While still strong, these metrics are
outperformed by the FCMI-imputed dataset, where only 12 features are deemed
important. Thus, achieving a lower MSE of 0.8231 and higher R? of 0.9447.

Notably, both methods share 13 identical features with closely aligned importance
scores, suggesting these variables are robust predictors regardless of imputation
technique. However, the superior performance of FCMI underscores its effectiveness
in preserving meaningful data relationships during imputation. Besides, both methods
also share the same top five overlapping features with the same R square score of
0.9215 after being further cut from the 13 and 12 features.

Table 5.4.4.1.3 Table of Overlapping Top 5 Important Features from KNN and FCMI
Imputed Finance Data

Overlapping Top 5 Important Features from KNN and FCMI Importance
Imputed Finance Data
1 depreciation_and_amortisation/_depreciation_of 0.7885931
property plant and_equiptment
2 debt-to-assets_ratio 0.1751300
3 debt_to_equity 0.0181335
4 purchase_of property plant_and_equipment 0.0094325
5 current_ratio 0.0038242

For further explanation in the high overlap in important features and the similar
importance scores between KNN and FCMI imputation methods, likely occur because
only 14 of the 305 original columns required imputation. Besides, both methods
introduced comparable adjustments to missing values, as evidenced by their nearly
identical squared errors against the original data's mean (FCMI: 56,859.22 vs KNN:
54,206.44) and median (FCMI: 87,760.25 vs KNN: 88,639.10). This minimal
divergence suggests the imputations preserved the dataset's core statistical
relationships, causing the decision tree model to identify largely the same predictive

features from both versions
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Variable Original_Mean FCMI_Ilmputed_| Mean% SE Mean

staff_costs -293317.9636  -281497.6165 4.029874958 139720601
aircraft_fuel_expenses -697879.7450  -D61628.9641 19.49487462 1850951511
maintenance_overhaul_user_changes_and_other_related_expenses -178561.8909 -154676.912 13.37630266 570492219.4
user_charges_and_other_related_expenses -256191.9811  -208145.6864 18.75401977 230844644
finance_income 25396.23636 39932.56725 57.23813041 211304915.]
finance_costs -107714.0727  -106374.9851 1.243187258 1793155.67]
prepayment_deposits_and_other_receivables 931526.2059 875650.3048  -5.998317675 3122116314
sales_in_advance 878947.2712 748383.934  -14.85451306 1704678501
reserves 495842.4521 541234.2984 8.498043045 179706863
total_equity 1306714.442 1267293.081  -3.016830577 155404369
number_of_aircraft_at_period.year_end 94.58441558 92.55999874  -2.140328116 4.09826354
average_stage_length_.km. 1154.450704 1154.185627  -0.022961314 0.07026584
unit_fuel_price_us..barrel. 110.7631343 109.4972842  -1.142844284 1.60237660]
debt_to_equity 11.73155315 11.41887687  -2.665259052 0.09776645]
MEAN RMSE 56859.2159;
Variable Original_Mean KNN_lmputed_Mean Mean% SE Mean

staff_costs -293317.9636 -243852.54 16.86409623 2446828136
aircraft_fuel_expenses -697879.7455 -622372.975 10.81945291 5701272384
maintenance_overhaul_user_changes_and_other_related_expenses -178561.8909 -142676.145 20.09709111 1287786759
user_charges_and_other_related_expenses -256191.9811 -209288.1125 15.30809396 2199972893
finance_income 25396.23636 29915.4875 17.79496407  20423630.83
finance_costs -107714.0727 -108904.62  -1.105284799 1417402.809
|prepayment_dep0sits_and_other_receivabLes 931526.2059 £858905.1025  -7.795927041 5273824656
sales_in_advance 878947.2712 751748.955 -14.47166632 16179411641
reserves 498842.4521 588428.8 17.95884604 8025713738
total_equity 1306714.442 1307012.163  0.022783933  8B8637.75904
number_of_aircraft_at_period.year_end 94.58441558 92.5575 -2.14296993 4.108386786
average_stage_length_km. 1154.450704 1153.1125  -0.115916966 1.790790549
unit_fuel_price_.us..barrel. 110.7631343 107.870575 -2.611482011  B.366899468
debt_to_equity 11.73155315 1134276893  -3.314004711  0.151153173
MEAN RMSE 54206.44393

Table 5.4.4.1.4 Comparison Between the figure of FCMI imputed mean against

original mean and the figure of KNN imputed mean against original mean.

Variahle Original_Media FCMI_Imputed_I Median % SE Median
staff_costs -220909  -253145.5887  -14.59270048 1039197651
aircraft_fuel_expenses -538143  -456934.6525 15.09047735 6594795704
maintenance_overhaul_user_changes_and_other_related_expenses -72369  -89556.84366  -23.75028487 295421969.7
user_charges_and_other_related_expenses -179900  -136889.5899 23.9079545 1849895381
finance_income 19042 21655.66241 13.72577676  6831231.193
finance_costs -110327  -106761.4464  3.231805134 12713172.83
prepayment_deposits_and_other_receivables 881101.5 793418  -9.951577656 7688396172
sales_in_advance 838819 569229.5  -32.13917424 72678498510
reserves 136897 151763 10.85925915 220997956
total_equity 2853061 2721003 -4.62864271 17439315364
number_of_aircraft_at_period.year_end 80 78.5 -1.875 2.25
average_stage_length_km. 1170 1162  -0.683760684 64
unit_fuel_price_.us..barrel. 95 101.4682993  6.808736053  41.83889519
debt_to_equity 2.330632079 2.342814942 0.52272783  0.000148422
MEDIAN RMSE §7760.25102
Variable Original_Media KNN_Imputed_Mediz Median % SE Median
staff_costs -220909 -159978  27.58194551 3712586761
aircraft_fuel_expenses -536143 -469611.5 1273481212 4696566492
maintenance_overhaul_user_changes_and_other_related_expenses -72369 -64458.2 10.93119982 62580756.64
user_charges_and_other_related_expenses -179900 -121533.2 32.44402446 3406663342
finance_income 19042 28487.5  49.60350803  §9217470.25
finance_costs -110327 -111598.4  -1.152392433 1616457.96
prepayment_deposits_and_other_receivables 881101.5 793418  -9.951577656 7688396172
sales_in_advance 838819 569229.5  -32.13917424 72678498510
reserves 136897 151763 10.85925915 220997956
total_equity 2853061 2721003 -1.62864271 17439315364
number_of_aircraft_at_period.year_end 80 78.5 -1.875 2.25
average_stage_length_.km. 1170 1162  -0.653760684 64
unit_fuel_price_.us..barrel. 95 94.34  -0.694736842 0.4356
debt_to_equity 2.330632079 229405316 -1.569484941  0.001338017
MEDIAN RMSE 85639.09946
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Table 5.4.4.1.5 Comparison Between the figure of FCMI imputed median against
original median and the figure of KNN imputed median against original median.

While both methods yielded 13-12 key features with strong agreement, FCMI's slightly
better performance (lower MSE of 0.8231 vs 1.2622 and higher R? of 0.9447 vs 0.9152)
may reflect its superior handling of multivariate relationships during imputation. The
results validate using these overlapping features, particularly from FCMI for
subsequent forecasting models. This is because they reliably capture the underlying
financial drivers of the Altman Z-Score regardless of imputation technique.

Therefore, the 12 key features from FCMI imputation, along with the top five
overlapping features identified by both methods, will each serve as inputs for an LSTM

model designed to forecast future Altman Z-Scores.

squared_error = 21.66
samples = 100.0%
value = 4.72

True False

[ﬂeprecialion_and_amortisaIionl_deprecialion_of f_property. Jalant_and_equiptment<13130.[]

squared_error = 4.61 squared_error = 4.4
samples = 94.2% samples = 5.8%
value = 3.69 value = 21.41

g

debt_to_equity < 2.24 debt_to_equity < 403.55
squared_error = 0.54 squared_error = 0.79
samples = 76.9% samples = 17.3%
value = 4.64 value = -0.53

debt-to-assets_ratio < 0.94 ’ [curremratio < 5.321

debt_to_equity < 1.24
squared_error = 1.3
samples = 3.8%
value = 22.74

squared_error = 0.0

samples = 1.9%
value = 18.75

squared_error = 0.28 squared_error = 0.25 squared_error = 0.03 squared_error = 0.0 squared_error = 0.0 squared_error = -0.0
samples = 23.1% samples = 53.8% samples = 15.4% samples = 1.9% samples = 1.9% samples = 1.9%
value = 5.46 value = 4.3 value = -0.84 value = 1.94 value = 21.6 value = 23.88

Figure 5.4.4.1.1 Decision Tree Diagram of the Top 5 Overlapping Important Features

5.4.4.2 LSTM Modeling

From the 305 features, the 12 features selected from the FCMI imputed finance data,
and the 5 overlapping features selected from the decision tree shall be used to forecast
the Altman Z-score in two separate LSTM models before comparison. In this case the
code implemented is used to predict quarterly time series data, specifically the Altman

Z-Score.

It starts by setting random seeds for reproducibility and loading the dataset from a CSV
file. The data is preprocessed using StandardScaler to normalize features and split into
sequences with a look-back window of 5-time steps as seen in Table 5.4.4.2.1. The
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LSTM model, built with TensorFlow/Keras, consists of two LSTM layers (64 and 32
units) followed by dense layers (16 and 1 unit), using ReLU activation and Glorot

uniform initialization for weights. The model is trained using time-series cross-

validation (5 splits) with early stopping to prevent overfitting. Predictions are inverse

transformed to their original scale. Additionally, the performance metrics (MAE, MSE)

are calculated for each fold. Finally, the results (actual vs. predicted Z-Scores) are

visualized in a plot.

Here are the figure and table based on the top 12 features using LSTM model:

Table 5.4.4.2.1 MAE and MSE of top 12 Features used in LSTM model

Fold Period Trained Period Tested MAE MSE
1 31/12/2004 - 31/03/2012 | 30/06/2012 - 30/09/2014 0.217 0.070
2 31/12/2004 - 30/09/2014 | 31/12/2014 - 31/03/2017 0.452 0.320
3 31/12/2004 - 31/03/2017 | 30/06/2017 - 30/09/2019 0.501 0.474
4 31/12/2004 - 30/09/2019 | 31/12/2019 - 31/03/2022 3.280 13.608
5 31/12/2004 - 31/03/2022 | 30/06/2022 - 30/09/2024 0.734 0.860

LSTM Prediction of Altman Z-Score Over Time
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Figure 5.4.4.2.1 LSTM diagram of top 12 features used to forecast modified Altman

Z-Score

Here are the figure and table based on the top 5 features using LSTM model:

Table 5.4.4.2.2 MAE and MSE of top 5 Features used in LSTM model

Fold Period Trained Period Tested MAE MSE
1 31/12/2004 - 31/03/2012 | 30/06/2012 - 30/09/2014 0.782 0.862
2 31/12/2004 - 30/09/2014 | 31/12/2014 - 31/03/2017 0.494 0.343

Bachelor of Computer Science (Honours)
Faculty of Information and Communication Technology (Kampar Campus), UTAR

45



CHAPTER 5

3 31/12/2004 - 31/03/2017 | 30/06/2017 - 30/09/2019 0.989 1.871
4 31/12/2004 - 30/09/2019 | 31/12/2019 - 31/03/2022 3.761 16.270
5 31/12/2004 - 31/03/2022 | 30/06/2022 - 30/09/2024 1.012 1.364

LSTM Prediction of Altman Z-Score Over Time
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Figure 5.4.4.2.2 LSTM diagram of top 5 features used to forecast modified Altman Z-
Score

Based on Table 5.4.4.2.3, the LSTM model utilizing the top 12 important features from
FCMI-imputed financial data demonstrates superior performance by achieving average
MAE and MSE scores of 1.0367 and 3.0663, respectively. Coincidentally, both models
perform terribly on the fourth fold. This decline can be attributed to the training data
(31/12/2004 - 30/09/2019) failing to capture the unprecedented patterns present in the
test data (31/12/2019 - 31/03/2022). This is because this period coincides with the
company's first ever period of financial distress, as classified under PN17, which was
caused by the COVID-19 pandemic which is an event with no historical precedent.
Hence, the model's inability to adapt to these novel conditions explains the spike in
errors. However, the subsequent reduction in MAE and MSE during the fifth fold
indicates that the model regained stability once the pandemic's immediate impact
subsided.

Table 5.4.4.2.3 Comparison between Average MAE and MSE of top 12 Features and
top 5 Features used in LSTM model

Average MAE Average MSE
Using the top 12 important features 1.0367 3.0663
Using the top 5 important features 1.4076 4.1419
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5.4.5 Sentiment Analysis

To ensure accurate sentiment analysis, the preprocessed 852 text data from the year
2011 to 2024 will be evaluated using three models: TextBlob, FInBERT, and BERT.
Their performance will be assessed through classification reports and confusion
matrices, with sentiment scores validated against the actual review ratings. Therefore,
the most reliable sentiment scores will then be used as inputs to forecast the Altman Z-
Score which is known as a financial distress metric viaan LSTM model. Hence, making

a more comprehensive financial distress forecasting model for Capital A Berhad.

5.4.5.1 Text Blob Modelling

The preprocessed text data first undergo sentiment analysis by using
add_textblob_analysis function. It is used to calculate two numerical metrics known as
polarity (ranging from -1 for negative to +1 for positive sentiment) and subjectivity
(ranging from O for objective to 1 for subjective text) for each entry in the specified text
column under the name of 'Cleaned_Review'. Additionally, it assigns a categorical
sentiment label known as 'positive’, 'negative’, or 'neutral’ based on the polarity score.
Next, The function returns the DataFrame with the original columns (e.g., timestamp,
text, rating, source) alongside the new sentiment columns, streamlining further analysis

of textual sentiment trends.

The figure below shows how the reviews are categorized according to the levels of their

sentiment polarity.

Figure 5.4.5.1.1 Text Blob Sentiment Polarity Categorizing Scale

def normalize_rating(rating):
"""Convert numerical ratings to sentiment categories"""
if rating = 5:
return 'positive’
elif rating == 5:
return 'neutral’
else:
return 'negative’
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Figure 5.4.5.1.2 Example Output of the Text Blob Sentiment Data after Sentiment
Analysis

Sample Results:

Cleaned_Review Rating |
8B40 hktbkk paid for 20kgs of baggage on their scal... 8.0
83g hktbkk online checkin down for several days at... 6.0
838 took the inaugural flight from chiang maitos... 5.0
841 bkk to hat vai hdy and noticed service deterio... 5.0
842 rgnbkkrgn check in at vangon international air... g.o0

normalized_rating textblob_sentiment

8B40 positive positive
8ag positive positive
838 neutral negative
Ba1 neutral positive
Ba2 positive positive

The confusion matrix reveals TextBlob's performance in classifying sentiments against
actual ratings. For negative sentiment, the model correctly identified 228 reviews but
misclassified 212, which can be further break down into 12 as neutral and 200 as
positive. In fact, the neutral sentiment had the weakest performance, with only 1 correct
prediction out of 31. This is because most of the neutral sentiments were mislabeled as
positive. In contrast, positive sentiment showed strong detection, with 361 correct
predictions. However, there are also some which are also falsely labeled. This indicates
that while TextBlob excels at identifying positive sentiments. At the same time, it
struggles with neutral and negative classifications, particularly in distinguishing
negative from positive reviews. This is probably due to class imbalance with majority

text data in negative class and positive class instead of neutral class.

Figure 5.4.5.1.3 Text Blob Confusion Matrix
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Sentiment Analysis Performance
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The classification report provides deeper metrics for each sentiment class. Negative
sentiment achieved 88% precision but only 52% recall, meaning while predictions were
mostly correct, many actual negatives were missed. Neutral sentiment performed
poorly across all metrics with 7% precision and 3% recall. Thus, suggesting the model
fails to recognize neutral content. At the same time, the positive sentiment had a high
recall of 95% but moderate precision of 62%. This means it has over-prediction of
positives. In short, Text Blob have an overall accuracy of 69%. However, the macro-
average F1-score of 0.48 highlights significant imbalance, with neutral sentiment
dragging down performance.
Figure 5.4.5.1.4 Text Blob Classification Report

Classification Report:
precision recall fi-score support

negative ©0.88 o0.52 0.65 440
neutral o0.07 o0.03 0.04 31
positive 0.62 o©0.95 o0.75 382

accuracy o.bg 853
macroavg o0.52 o500 o048 853
weighted ave ©0.74 o0.69 o0.67 8;53
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5.4.5.2 FInBERT Modeling

In this case to access the specialized BERT model trained for financial text, the pre-
trained "yiyanghkust/finbert-tone” model is loaded along with its tokenizer. Then,
the predict_sentiment() function processes input text by tokenizing it. This is done by
using truncation and padding for consistency before feeding it to FInBERT, and
extracting the predicted sentiment class. Next, the labeled sentiment data from
FInBERT (O=neutral, 1=positive, 2=negative) is mapped to a readable label.
The analyze_with_finbert() function then applies this prediction to a DataFrame
column adding a new column (“finbert_sentiment™) with the results. This enables

domain-specific sentiment analysis for financial texts like earnings reports or news.

The figure below shows how the reviews are categorized according to the levels of their
sentiment polarity.
Figure 5.4.5.2.1 FINBERT Sentiment Polarity Categorizing Scale

def normalize_rating(rating):
"""Convert numerical ratings to sentiment categories™"
if rating = 5:
return *positive’
elif rating == 5:
return ‘neutral’
else:
return 'negative’

Figure 5.4.5.2.2 Example Output of the FInBERT Sentiment Data after Sentiment
Analysis

Timestamp Review/Text \
840 2011-01-11 HKT-BKK. Paid for 20Kgs of baggage on their sc...
839 2011-01-20 HKT-BKK. Online check-in down for several days...
838 2011-01-26 Took the inangural flight from Chiang Mai to S...
841 2011-02-22 BKK to Hat Yai (HDY) and noticed service deter...
842 2011-04-24 RGN-BKK-RGN. Check in at Yangon International ...

Cleaned_Review Rating Source \
840 hktbkk paid for 20kgs of baggage on their scal... 8.0 Skytrax
830 hktbkk online checkin down for several days at... 6.0 Skytrax
838 took the inaugural flight from chiang maitos... 5.0 Skytrax
841 bkkto hat vai hdy and noticed service deterio... 5.0 Skytrax
842 rgnbkkrgn check in at yangon international air... 9.0 Skytrax

textblob_polarity textblob_subjectivity textblob_sentiment |

840 0.190000 0.311667 positive

839 0.048203 0.346405 positive

838 -0.008428 0.500379 negative

841 0.030640 0.598587 positive

842 0.266667 0.490476 positive
finbert_sentiment

840 neutral

839 negative

838 neutral

841 negative
842 neutral
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According to the confusion matrix, for negative sentiment, FINBERT correctly
identified 170 reviews but misclassified 270, with 257 negative texts incorrectly label
as positive and 13 as neutral. This indicates a difficulty in distinguishing negative from
positive sentiments. Next, the neutral sentiment showed slightly better performance
than TextBlob, with 14 correct predictions, but still suffered from misclassifications
with 14 neutral texts incorrectly labeled as negative and 3 as positive. In
comparison, positive sentiment had moderate success, with 211 correct predictions, but
a significant portion was mislabeled with 55 as negative and 116 as neutral. Therefore,
this suggests FINBERT struggles to accurately classify neutral and negative sentiments.
This is likely due to its training in financial reports, which often employ cautious or
positively skewed language to mitigate stakeholder concerns. When applied to
customer reviews which is the text data we used, the text data have a different domain
with more direct and varied emotional expressions. Hence, this bias causes
misalignment. Specifically, FInBERT's tendency to over-predict negative sentiment
which is observed in a high false-negative rate may stem from its financial domain
training, where even neutral statements are treated conservatively. This mismatch

highlights the need for domain adaptation or hybrid modeling to improve granularity.

Figure 5.4.5.2.3 FInBERT Confusion Matrix

Sentiment Analysis Performance: Finbert vs Actual Ratings
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In the classification report, negative sentiment achieved 71% precision but only 39%
recall. This means while predictions were often correct, many true negatives were

missed. At the same time, the neutral sentiment had abysmal precision of 4% but a
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higher recall of 45%. Thus, reflecting over-prediction of neutrals at the cost of
accuracy. Positive sentiment excelled in precision of 93% but had modest recall of
55%. Thus, highlighting conservative predictions that missed many true positives. In
short, the overall accuracy of 46% and macro F1-score of 0.42 underscore poor balance

across classes, with neutral sentiment dragging down performance.

Figure 5.4.5.2.4 FInBERT Classification Report

(Classification Report (Finbert):
precision recall fi-score support

negative 0.71 ©.39 ©0.50 440
neutral o0.04 0.45 0.07 31
positive  0.93 0.55 0.6 382

accuracy 0.46 853
macroavg 0.56 046 o042 853
weighted ave 0.78 0.46 o0.57 853

5.4.5.3 BERT Modeling

RoBERTa which is a transformer model, is fine-tuned for Twitter sentiment and loaded
using "cardiffnlp/twitter-roberta-base-sentiment” along with it’s tokenizer. In fact, the
tokenizer preprocesses text by truncating/padding inputs to 512 tokens for consistency.
The predict_batch function processes text in batches with default size 8 for efficiency.
Then it tokens each batch and feeds it to the model without gradient computation to

save memory. The model's logits, also known as raw predictions, are converted to class

labels known as “positive,” "neutral,” "negative" using the model's configuration

mapping. Next, the analyze with_bert function applies this batch prediction to a
DataFrame adding a new column "bert_sentiment™ with the predicted labels.

Figure 5.4.5.3.1 RoBERTa Sentiment Polarity Categorizing Scale

def normalize_rating(rating):
"""Convert numerical ratings to sentiment categories"""
if rating = 5:
return 'positive’
elif rating == 5:
return 'neutral’
else:
return 'negative’
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Figure 5.4.5.3.2 Example Output of the RoBERTa Sentiment Data after Sentiment
Analysis

Timestamp Review/Text |
840 2011-01-11 HKT-BKK. Paid for 20Kgs of baggage on their sc...
839 2011-01-20 HKT-BKK. Online check-in down for several days...
838 2011-01-26 Took the inaugural flight from Chiang Mai to 5...
841 2011-02-22 BKK to Hat Vai (HDY) and noticed service deter...
845 2011-04-24 RGN-BKK-RGN. Check in at Yangon International ...

Cleaned_Review Rating Source
840 hktbkk paid for 20kgs of baggage on their scal... 8.0 Skytrax
839 hkibkk online checkin down for several days at... 6.0 Skytrax
838 took the inaugural flight from chiang maitos... 5.0 Skytrax
841 bkk to hat yai hdy and noticed service deterio... 5.0 Skytrax
842 rgnbkkrgn check in at yangon international air... g.0 Skytrax

textblob_polarity textblob_subjectivity textblob_sentiment '

840 0.190000 0.311667 positive
839 0.048203 0.346405 positive
838 -0.008428 0.500379 negative
841 0.030640 0.598587 positive
842 0.266667 0.490476 positive

bert_sentiment
840  neutral
839 neutral
838  negative
841  negative
842  positive

The confusion matrix reveals that RpBERTa excels at classifying negative sentiment
by correctly identifying 389 out of 440 negative reviews with an accuracy of 88% with
minimal misclassifications. As for neutral sentiment, performance is weak with only 6
correct predictions out of 31 and 19 misclassified as negative and 6 misclassified
positive. This indicates difficulty in detecting nuanced neutral language. At the same
time, positive sentiment shows strong but imperfect results, with 305 correct
predictions and a recall of 80%. However, 33 were mislabeled as negative and 44 as
neutral. This suggests ROBERTa’s Twitter-trained model prioritizes clear-cut
sentiments such as negative or positive cases over ambiguous neutral cases. Thus,

aligning with its social media optimization where neutral tones are rarer.
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Figure 5.4.5.3.3 RoBERTa Confusion Matrix

Sentiment Analysis Performance: Bert vs Actual Ratings
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The classification report highlights BERT’s high precision of 88% and recall of 88%

for negative sentiments and high precision of 94% and high recall of 80% for positive

sentiments. Thus, reflecting reliable detection of polarized language. However, neutral

sentiment performs poorly with a precision of 7% and a recall of 19%. Thus,

underscoring its tendency to over-classify texts as negative or positive. At the same

time, 82% overall accuracy and 85% of weighted F1-score demonstrate robust

performance for imbalanced datasets, but 62% of macro F1-scores exposes weakness

in neutral-class handling. This trade-off is possible due to scarce neutral sentiments.

Figure 5.4.5.3.4 RoBERTa Classification Report

(Classification Report (Bert):
precision recall fi-score support

negative
neutral

positive
accuracy

MAacro avg
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Based on the performance of the three models, the RoBERTa model have the best
classification. Therefore, it’s sentimental column is then used in LSTM model for

modified altman-z score prediction.

In the code, the aggregate_sentiment_to_quarterly function converts daily/monthly
sentiment data into quarterly aggregates aligned with financial reporting periods. Next,
it maps categorical sentiment labels such as negative, neutral, positive to numerical
values such as 0, 1, 2. Then, quarterly statistics such as mean sentiment, standard
deviation, count of reviews, and ratios of positive/negative sentiments are computed.
For periods with missing data, it defaults to neutral values. The output is a DataFrame
structured for merging with financial data. But in this case, it won’t be used to combined
with finance data yet to observe how the forecasting model would fare with only

sentimental data.

Next, the prepare_lIstm_data_with_sentiment function merges this quarterly sentiment
data with modified Altman Z-Scores and scales all features using StandardScaler. It
handles cases where only sentiment features are used and creates time-series sequences
for LSTM training by sliding a window of t look _back periods. The output includes
scaled features (X), targets (y), scalers for inverse transformations, and aligned dates

for plotting. The results are as follows:

Table 5.4.5.3.1 MAE and MSE of sentimental data used in LSTM model

Fold Period Trained Period Tested MAE MSE
1 31/12/2004 - 31/03/2012 | 30/06/2012 - 30/09/2014 0.831 0.736
2 31/12/2004 - 30/09/2014 | 31/12/2014 - 31/03/2017 0.670 0.485
3 31/12/2004 - 31/03/2017 | 30/06/2017 - 30/09/2019 0.769 1.013
4 31/12/2004 - 30/09/2019 | 31/12/2019 - 31/03/2022 4.045 18.538
5 31/12/2004 - 31/03/2022 | 30/06/2022 - 30/09/2024 4.656 21.753
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LSTM Prediction of Altman Z-Score Over Time
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Figure 5.4.5.3.5 LSTM diagram of sentimental data used to forecast modified Altman
Z-Score

In comparison to the forecasting result using only financial data, the LSTM model
behaves worst on average. However, this model notably performs better the 3 fold with
finance model having a MAE of 0.989 and MSE of 1.871 against the sentimental only
model with a MAE of 0.769 and MSE of 1.013.

Table 5.4.5.3.2 Average MAE and MSE of sentimental data used in LSTM model

Average MAE Average MSE
2.1942 8.5050

5.4.6 Combined Result Analysis

In the following section, finance data and sentimental data are both used to forecast
Altman Z-score. Although, in this case the combined data had lowered the average
MAE and Average MSE, it manages to reduce the MAE and MSE during the fourth
fold which both models had perform terribly in. This hints that sentimental data had
greater influence especially in times of crisis. This happens due to staff turnover, which

might lead to lower quality service due to shorthandedness.

Table 5.4.6.1 MAE and MSE of finance and sentimental data used in LSTM model

Fold Period Trained Period Tested MAE MSE
1 31/12/2004 - 31/03/2012 | 30/06/2012 - 30/09/2014 0.384 0.181
2 31/12/2004 - 30/09/2014 | 31/12/2014 - 31/03/2017 0.524 0.352
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3 31/12/2004 - 31/03/2017 | 30/06/2017 - 30/09/2019 0.544 0.623
4 31/12/2004 - 30/09/2019 | 31/12/2019 - 31/03/2022 3.108 11.741
5 31/12/2004 - 31/03/2022 | 30/06/2022 - 30/09/2024 1.069 2.039

LSTM Prediction of Altman Z-Score Over Time
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Figure 5.4.6.1 LSTM diagram of finance and sentimental data used to forecast

modified Altman Z-Score

Table 5.4.6.2 Average MAE and MSE of finance and sentimental data used in LSTM

model

Average MAE Average MSE
1.1257 2.9872

55 Implementation of Issues and Challenges

There exist three types of challenges faced during the implementation. The first is
known as technical challenges. This is because there exists environmental limitation
because Google Colab’s GPU runtime was used, but session timeouts required frequent
checkpointing and rerunning when left for 40 minutes. This meant all the code had to

be rerun again which waste time.

The second is known as modelling challenges. This is because there exists class
imbalance in financial distress labels with most of them congregation in 2021 to 2024.
This led to training at the fourth fold for the three models to experience a difficulty
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since it is the first time the model encounters a period where the modified Altman Z-
score dropped below the 1.1 threshold. Though notably, the addition of sentimental data
seems to help reduce the MAE score during this unexpected turmoil.

Besides, there exist relatively low sentimental data with neutral statements which
causes it to be more easily misclassified. This is because most times people who left
review are affected by intense emotions either good or bad which compel them to

submit a review on the service provided.

The fourth challenge faced is known as the integration challenge. This is because using
numerical financial data with categorical sentiment scores required custom feature
engineering. This is because financial data are categorized quarterly while sentimental
scores sometimes have a few more in a single day or sometimes none. This means
sentimental data needs to be aggregated to quarterly before fusing with finance data to
predict the modified Altman Z-score.

5.6  Concluding Remark

In terms of Time Series Analysis, The LSTM model using only financial data
demonstrates that incorporating the top 12 important features yields better forecasting
performance than using only the top 5 features, as shown in Table 5.6.1. This is
probably because the greater versatility and robustness of the top 12 important features
in predicting the modified Altman Z-score, whereas relying on only the top 5 important

features may limit the model's predictive capacity.

Table 5.6.1 Comparison between Average MAE and MSE of top 12 Features and top
5 Features used in LSTM model

Average MAE Average MSE
Using the top 12 important features 1.0367 3.0663
Using the top 5 important features 1.4076 4.1419

In terms of Sentiment Analysis, BERT outperforms TextBlob and FinBERT in
classifying customer reviews due to its pretraining on conversational data such as
Twitter. In fact, FInBERT, while specializing in financial texts, is better suited for

institutional reports or earnings commentary rather than direct customer feedback.
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Table 5.6.2 Comparison of Sentiment Analysis Models

Text Blob FinBert BERT
Classification Report: Classification Report (Finbert): Classification Report (Bert):
precision recall fi-score support ; precision recall fi-soore support precision recall fi-score support
negative ©0.88 o0.52 0.65 440 negative 071 039 050 440 negative 0.88 0.88 0.88
neutral  0.07 0.03 004 31 nentral  0.04 0.45 007 31 neutral - 0.07 019 o0
positive ©.62 ©0.95 0.5 382 positve  0.93 0.5 o069 382 positive  0.94 0.80 0.86
accuracy o.6g 833 acenracy 046 853 aceuracy . 2-82 6353
macroavg o052 o050 048 853 v 6 046 oO. 8= macroavg  0.63 0.63 o0.b2
weighted avg ‘1:.'-’4 0:-‘69 067 B33 ﬁ\'i?gaﬁi‘gda;%‘g Ooc,’;!B 00%46 oo‘f;? 5533 weightedavg 088 o082 o5
e Basic sentiment e More negative bias (financial e Best for customer reviews
interpretation without reports often mask turmoil with (trained on social media
contextual depth positive language) data)

When integrating sentiment scores into the LSTM model using BERT model, it is noted
that text data alone performs poorly because customer reviews provide only a single
perspective. For instance, like service quality. Therefore, a more holistic approach such
as incorporating internal reports, shareholder opinions, or news analysis could probably

improve accuracy.
On average, the LSTM model using only financial data achieves the best results, This
is followed by the hybrid (finance + text) model, while the text-only model performs

worst as seen in Table 5.6.3.

Table 5.6.3 Performance of LSTM Models with Different Inputs

Input Data Avg. MAE Avg. MSE
Finance only 1.0367 3.0663
Text only 2.1942 18.5050
Finance + Text (Hybrid) 1.1257 2.9872

However, during periods of financial turmoil such as the COVID-19 pandemic,
the hybrid model excels. This is seen in the 4th fold (test period: 2020-2022), the hybrid
model achieved lower errors with the score of MAE being 3.108 and score of MSE
being 11.741 compared to finance-only model with the score of MAE being 3.761 and
the score of MSE being 16.270 and text-only model with the score of MAE being 4.045
and score of MSE being 18.538 as seen in Table 5.6.5. This suggests that customer
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sentiment becomes more predictive during crises, as seen with airline companies

experiencing service declines and increased complaints prior to financial deterioration.

Table 5.6.4 Model Performance During Crisis (4th Fold)

Input Data MAE MSE

Finance only 3.761 16.270
Text only 4.045 18.538
Finance + Text (Hybrid) 3.108 11.741
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CHAPTER 6

System Evaluation and Discussion

6.1 System Testing and Performance Metrics
To evaluate the model's robustness, extensive testing using time-series cross-validation
(5 folds) are conducted to ensure the model generalizes across different economic
conditions. Therefore, the key performance metrics included:
e Mean Absolute Error (MAE) and Mean Squared Error (MSE) for regression
accuracy.
o Feature importance analysis via decision trees to identify the most predictive
financial indicators
e Pre post imputation analysis by using the R square, median, mean and square
error on the imputed data.
e Sentiment score evaluation using classification report and confusion matrix by

comparing the score against the review ratings.

6.2 Testing Setup and Result
For the testing setup, the data is split into five folds. With the 4™ fold (2019-2022)
including the pandemic-driven distress phase, while earlier folds represented stable

periods.

Based on the hybrid model's superior crisis performance in the 4th fold (2019-2022)
with its MAE score of 3.108, it suggests firms could monitor customer sentiment to
anticipate downturns. This finding is affirmed by Capital A Berhad's experience during
2020. This is because negative sentiment surged due to flight cancellations, refund
delays, and poor customer service [46] [47]. Thus, testing brand loyalty. Consequently,
these service declines directly correlated with the company's workforce reductions,
which included laying off 300+ employees, including 111 cabin crew, 172 pilots, and
50 engineers [48] and implementing 15-75% salary cuts for remaining staff as part of
COVID-19 restructuring measures [47]. Unfortunately, the negative sentiment
persisted through 2021. During this period, the negative sentiments are primarily
focused on digital service quality and ticketing complaints. Fortunately, by 2022,
sentiment began improving as the company improve its digital travel platform and
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gradually resumed normal operations [49]. Therefore, this case demonstrates how
workforce disruptions and operational stress during crises can amplify customer
dissatisfaction such as when managing service failures like pandemic-related refunds
and cancellations. Hence, it highlights the importance of sentimental analysis in
financial distress forecasting as it directly impacts the end stakeholders, which in this

case are the customers.

Besides, the performance of the top 12 important features from finance data imply the
company should prioritize broader financial metrics over a handful of key indicators
for distress forecasting results. This is because the latter may not be as robust during
financial crisis. For instance, the top 5 important features failed to include critical post-
pandemic metrics such as teleport_(logistics) _non_airline_ebitda, which is a newly
introduced measure reflecting Capital A Berhad’s diversification efforts beyond
aviation, and sectors_flown/no._of flights, which can be used to track the recovery of

its airline operations.

Lastly, the result also hinted at the limitations of using only one type of data for
decision-making. For instance, as seen in the result at Table 5.6.3, text-only models are
unreliable for standalone use but may supplement traditional analysis during volatility.
However, this accounts for using only customer reviews data textual data. In fact,
studies, such as those by Huang et al. [52] and Gupta et al. [53], emphasize the
predictive power of multi-source textual data, including Management Discussion &
Analysis (MD&A) sections and audit reports. Furthermore, Huang et al [52]. found that
sentiment extracted from audit reports provided more significant incremental
improvements in forecasting financial distress than MD&A sections. This is because
auditors’ conservative tones often reveal hidden risks that optimistic management
statements may obscure which make it recommendable to add audit reports as part of
the text data for future studies. Similarly, Gupta et al. [53] demonstrated that failed
banks exhibited higher positive sentiment in their annual reports. Thus, suggesting
potential concealment of financial distress which justify the use of FInBERT to detect
early distress signal from text data of annual report, a nuance that customer reviews
alone cannot capture. Hence, relying solely on customer reviews overlooks critical

insights from structured corporate disclosures for a comprehensive risk assessment.
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Therefore, it is vital to integrate multi-source textual data, such as audit reports and
MD&A sections, with traditional financial metrics to enhance predictive accuracy,
particularly during periods of economic uncertainty or regulatory changes. At the same
time, although finance-only data performs better alone but the result from the 4" fold
showed it’s struggles to forecast during a crisis or when there’s a change in the
standards of the financial report. This was evident in 2019 when the modified Altman
Z-score misclassified Capital A Berhad’s financial health due to its adoption of MFRS
16 (Malaysian Financial Reporting Standard 16). This is because the new standard
required operating leases, including aircraft leases, to be recorded on the balance sheet
under the Right-of-Use (ROU) approach [50]. Therefore, this significantly inflates the
reported borrowings and gearing ratios. Hence, this accounting shift increased debt

visibility and distorted financial ratios. Thus, affecting investor perception [51].

6.3 Project Challenges
Due to time constraints, the project face challenges such as poor model performance.

This could be further break down as subsection as seen below:

Firstly, there exist an over-reliance on Decision Trees for feature selection. This is
because the current pipeline uses decision trees exclusively. This may overlook
nonlinear relationships captured by other methods. Therefore, to improve feature

selection, an ensemble feature selection could be implemented in the future.

Secondly, the LSTM model in general have a poor generalization to distress periods.
This is seen when the model struggled in the 4" fold which is also known as the
pandemic phase, with finance-only model’s MAE spiking to 3.761. This

suggests insufficient crisis-era training data or overfitting to stable periods.

Thirdly, the LSTM architecture is suboptimal. This is because the LSTM was not
hyperparameter-tuned (e.g., layer depth, dropout rates). Thus, limiting its capacity. In
the future, grid search for optimal layers and activation functions can be implemented

to optimize the performance of the model.
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Lastly, there is limited sentiment data which consist of customer-only perspective.
Therefore, the text data with only customer reviews lack insights from stakeholders,
employees, or market news. Thus, skewing sentiment analysis. In the future, to improve
project challenges, text sources needed to be expanded. For instance, earnings call

transcripts, internal and external audit reports and finance news articles.

6.4 Objectives Evaluation

Objective 1: Data Scraping and Data Cleaning

This objective had been fully accomplished in FYP1 through Phase 2 (Data
Understanding) and Phase 3 (Data Preparation) of CRISP-DM. For instance, the
finance data such as Quarterly statements (income, balance sheet, cash flow) from
Capital A Berhad (2004-2024) were extracted from KLSE Screener and converted to
CSV. The same goes to the market index data which was sourced from Bursa Malaysia
and the text data gathered from customer reviews at Skytrax which were scraped using
BeautifulSoup to support sentiment analysis. The 14 missing values from the finance
data were addressed using KNN imputation FCMI imputation. In the end with FCMI
selected as the superior method post-evaluation using R-squared, median, mean
comparisons. The text data are also cleaned from special characters, converted to lower
case and normalized and scaled for time series compatibility with the finance data.
Hence, this lead to a clean, structured dataset of 306 financial variables and sentiment-

labeled text. Thus, enabling robust modeling.

Obijective 2: Employ time series analysis and sentiment analysis model for financial
distress prediction

This objective was achieved in FYP1 and addressed in Phase 4 Modeling while being
further furnished in FYP2. In terms of time series analysis with finance-only LSTM,
the important features are then selected via decision tree. Then the LSTM model is used
to find the best performance between the top 5 or top 12 financial features. The result
is the latter with the lowest average errors (MAE: 1.0367, MSE: 3.0663). Thus,
validating financial data’s predictive strength. In terms of sentiment analysis, BERT
outperformed FinBERT/TextBlob for customer reviews due to its highest accuracy,
recall and precision. However, the model with only text data suffers poorly on average

in terms of performance. Notably, combined sentiment and financial data in LSTM,
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shows crisis-period superiority with a MAE of 3.108 in comparison to MAE of.
finance-only’s model of 3.761. Hence, this fulfilled shows that financial data is
primarily for stable-period forecasting whereas sentiment help augment accuracy

during turmoil such as the pandemic in this case.

Objective 3: Compare the model performance used for the time series and sentiment
analysis

This objective is achieved in FYP2 and addressed in Phase 5 Evaluation using cross
validation and metrics. For instance, performance metrics such as MAE and MSE are
used to determine the best performing model with finance-only LSTM performing best
with an average of MAE 1.0367 and hybrid LSTM showing crisis resilience with an
average of MAE 1.1267.

Obijective 4: Interpret business implications of results

This objective is achieved in FYP2 and addressed in Phase 5 Deployment. The results
provide insights that sentiment trends such as complaint spikes may precede financial
decline. Thus, urging firms to monitor reviews during times of volatility. Besides, it
also shows the importance of feature prioritization with Top 12 important financial
features superseding top 5 important financial features in terms of performance. Thus,
suggesting broader metric inclusion in risk assessments. Additionally, the result also
urges for expanding sentiment sources such as adding employee and stakeholder
feedback to mitigate customer-review bias. Hence, this fulfilled objective demonstrates

that the company should integrate sentiment data into quarterly risk audits.

Table 6.4.1 Objective Fulfillment

Objective CRISP-DM Phase Key Outcome
Data Scraping/Cleaning | 2-3 Cleaned financial & text datasets
Model Employment 4 Hybrid LSTM validated for crisis
forecasting while finance-only for
stability.
Performance 5 Quantified tradeoffs between model
Comparison types.
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Business Implications 6 Crisis detection protocols & multi-

source sentiment recommendations.

6.5 Concluding Remark

In short, this study successfully achieved its four key objectives by following the
CRISP-DM methodology. Firstly, comprehensive data scraping and cleaning produced
a robust dataset of financial and sentiment metrics. Next, the time series and sentiment
analysis models were effectively employed, with the hybrid model proving particularly
valuable during crises. Thirdly, the model comparisons revealed the dominance of
financial data for stable periods and the supplemental role of sentiment in turmoil.
Finally, actionable business insights were derived, emphasizing the need for multi-
source sentiment integration. Therefore, the results validate the hybrid approach’s
potential for financial distress prediction while highlighting room for improvement. For
instance, the optimisation of LSTM architectures and the need for sentiment data

diversity expansion.
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CHAPTER 7

Conclusion and Recommendation

7.1 Conclusion

In conclusion, this study successfully integrates financial and sentimental data for
financial distress prediction. Thus, demonstrating that although financial data alone is
most reliable for financial distress forecasting, but sentiment data adds value especially
in times of crisis. Besides, this study also helps identify ROBERTa, a type of BERT

model as an optimal sentiment model for customer reviews.

Although the study successfully achieved its objective and provided further insights,
there still exists room for improvement for this study. Notably, the sentiment data used
in this study is limited by its single perspective scope. Furthermore, the model only uses
a decision tree-based feature which may overlook non-linear relationships, and the
model also struggles during unprecedented crisis as seen in their performance during
the 4™ and 5™ fold.

7.2 Recommendation

In future studies, model improvement needs to be considered to further enhance the
performance. This can be done by introducing naive bayes as a comparison to the
features selected by decision tree. Besides, LSTM architecture can also be optimised
by conducting hyperparameter tuning. Secondly, data expansion should also be
considered. By incorporating multi-source sentiment data, this can help enrich the
model and balance perspective bias. Additionally, explainable Al can also be integrated

to interpret the hybrid model decisions for stakeholders
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# Calculate fundamental ratios and add them into the original finance data before
imputation

& sutose @) = b h -]
Fle  Home st Pagelajout Formulss Data Review View Automate  Developer Help B o
- rjr; cut ptostarow <11 o A & = & | Bwapter Generst | E B [Normat S e L A O oo
Paste L1 COPY ™ r 5 = ) ;@  Condtionsl Fommatos “] inset Delete Format - Sort& Find & Add-ins
T & Format Panter I U~ - b AL = EMergetiCenter ~ [E~ % 9 % B Formating = Table~ Good Neutral - - " © e~ i+ Soleat +
Cipboarg 5 font ) Algament 5 Humber ) styies ces Eatng Sensitity | Adg-ns
26 v i e 69554
A 8 < ) e F s H ] ] [z L M [ o [ Q R s T u v w x v z aa
1 dates aviationr logistic_re revenue _ staff_cost:aircraft_fu fusl_swap maintenal user_char logistic_e technolog ather_ope other_ape share_of_sshare_of_saircraft_ojoperating airasia.cc derivative, teleport (| airasia_aj bigpay_gr other_aira share_of_ired_beat rebitda _exception.d
2 31122004 0 [} 0 [ [ ] 0 0 5447 0 0 [] 0 0 o 0 ] 0 0
3 31732005 0 0 183911 0 [ 0 13108 12214 0 ] 0 52004 0 0 ] 0 0 [] 0 0 0 0
4 30/6/2005 L) 0 199508 0 o o -12029 2338 a o o 34366 o 0 a 0 o o 0 a 0 o
5 30902005 o 0 1867 0 [ 0 15095 4z o ] 0 757 0 0 o 0 0 [ 0 o 0 0
6 311212005 0 0 2585 0 [] 0 -z2085 6853 0 0 o 72897 0 0 ] 0 0 ] 0 0 0 0
7 31/3/2008 0 0 201881 0 [ o 14670 9943 a a [ 50143 0 0 a 0 o o 0 o 0 o
8 3062006 o 0 241683 0 [ 0 85 979 ] 0 0 66409 0 0 a 0 0 ] 0 o 0 0
o 30//2006 0 0 230574 0 [ 0 1526 235 ] 0 0 58607 0 0 ] 0 0 o 0 0 0 0
10, 31/12/2006 0 0 400807 0 [ 0 17470 25593 0 ] 0 166129 0 0 ] 0 0 0 0 0 0 [
11 317342007 o 0 396179 0 o o 25631 34957 a o 0 119204 o 0 a 0 o o 0 o 0 o
12 30/6i2007 0 0 43154 0 [ 0 4609 76574 ] 0 0 185912 0 0 0 0 0 ) 0 ] 0 0
13 30/i2007 0 0 451565 0 [] 0 25 287 0 0 [T 0 0 ] 0 0 ] 0 0 0 0
14 3171242007 L) 0 632792 0 [ o -29888 9008 a o 0 223806 0 0 a 0 o o 0 a 0 o
15 31/3/2008 ] 0 53515 0 [ 0 23583 5505 ] ] 0 120313 0 0 ] 0 0 ) 0 o 0 0
30/6/2008 0 0 608383 0 [ 0 s 13 0 0 0 154474 0 0 ] 0 0 o 0 0 0 0
30/9/2008 0 0 65847S 0 [ 0 2391 17088 0 ] 0 91559 0 0 ] 0 [] 0 0 0 0 215280
3171242008 o 0 83826 0 o o 26180 61115 a o 0 298549 o 0 o 0 o o 0 o 0 -425668
311312000 0 0 T 0 [ 0 20933 56367 ] 0 0 410746 0 0 ] 0 0 o 0 ] 0 0
30/6/2009 0 0 6574 0 [] 0 39526 13414 0 0 0 322845 0 0 ] 0 0 [] 0 0 0 a8
30/9/2009 L) 0 739668 0 o o -49982 24457 a o 0 230251 0 0 a 0 o o 0 a 0 o
22 3141202009 o 0 884059 0 [ 0 593 0 o ] 0 320976 o 0 ] 0 0 ) 0 o 0 26695
3 3200 0 0 8781 0 [] [ 0 0 0 0 299827 0 21195 ] 0 0 ] 0 0 0 0
24 30/6/2010 o 0 940656 0 0 o 50383 0 a o 0 353904 0 -24815 a 0 o 0 0 o 0 o

# Imputation Codes for finance data
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v Knn imputation

© from google.colab import drive
drive.mount(’/ content drive")

S+ Drive already mounted at /content, drive; to attempt to foreibly remount, call drive.mount("/content, drive”, force_remount=True).

[1 import pandasaspd
import numpy as np
from sklearn.impute import KNNImputer
from sklearn.preprocessing import StandardScaler

defload_data(file path):

"""Load data, handling mixed types safely."™
df = pd.read_esw(

file_path,

parse_dates=["'dates'],

dayfirst=True,

na_values=[""],
)
df.set_index('dates’, inplace=True)
# Convert to numeric, coercing errors (non-numeric + Nal¥)
df = df.apply(pd.to_numerie, errors="coerce’)
# Drop columns that are all NaN (optional)
df = df. dropna(axis=1, how="all")
return df

def knn_impute(df, n_neighbors=5, scale=True):
""" Perform KNIV imputation with optional scaling™™"
# Create copy and identify missing values
df = df.copy()
missing mask = dfisna()

if scale:
# Scale data (with missing values - sklearn handles this)
scaler = StandardScaler()
scaled data = sealer fit_transform(df)

# KINN imputation on scaled data
imputer = KNINImputer(n_neighbors=n_neighbors)
scaled_imputed = imputer.fit_transform(scaled_data)

# Inverse scaling

imputed_data = sealer.inverse_transform(scaled imputed)
else:

# Direct KINN imputation without scaling

imputer = KNINImputer(n_neighbors=n_neighbors)

imputed_data = imputer.fit_transform(df)

# Create DataFrame with imputed values (only replacing originally missing values)
df_imputed = pd.DataFrame(
imputed_data,
columns=df.columns,
index=df.index
)
return df where(~missing mask, df_imputed)
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if  pame =="__main
trv

",

# Load data
df = load_data('/content/drive/MyDrive/FYP_impute/FI_bg_vi.csv)

# Perform scaled KNIV imputation
df_imputed = knn_impute(df, n_neighbors=5, scale=True)

# Save results
df_imputed.to_esv(’/content/drive/MyDrive/FYP_impute/knn_imputed.csv')
print("Imputation completed successfully™)

except Exception as e:

print(f"Error: {str{e)}")

Imputation completed successtully

v FCMI

©

)

(]

!pip install -U seikit-learn # Upgrade scikit-learn to the latest version

from sklearn.linear_model import LinearRegression

from scipy.stats import entropy

from scipy.stats import norm

from sklearn.impute import SimpleImputer # Now import Simplelmputer
import pandas as pd

import numpy as np

Requirement already satisfied: scikit-learn in /usr/local/lib/ pythong.11/dist-packages (1.6.1)

Requirement already satisfied: numpy>=1.19.5 in /usr/local/lib/pythons.11/dist-packages (from scikit-learn) (2.0.2)
Requirement already satisfied: scipy>=1.6.0 in /usr/local /lib/pythons.11/dist-packages (from scikit-learn) (1.14.1)
Requirement already satisfied: joblib>=1.2.0 in fusr/local/lib/ pythons.11/dist-packages (from scikit-learn) (1.4.2)

Requirement already satisfied: threadpooletl>=3.1.0 in /usr/local/lib/ pythons.11/dist-packages (from scikit-learn) (3.6.0)

defload_data(file_path):
""Load data, handling mixed tvpes safely."™
df = pd.read_esv(
file_path,
parse_dates=['dates'],
dayfirst=True,
na_values=[""]
)
df.set_index('dates’, inplace=True)
df = df. apply(pd.to_numeric, errors="coerce’)
df = df dropna(axis=1, how="all')
return df

def select_top_correlated_features(df, target_eolumn, k=3):
""" Select top-k features correlated with target_ecolumn (using complete cases only)."™
df_complete = df.dropna(subset=[target_column]}
correlation_matrix = df_complete.corr()
target_correlation = correlation_matrix{target column].drop(target_column, errors="ignore")
top_features = target_correlation.abs().nlargest(k).index.tolist()
return top_features
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def fcm_imputation(df, target_column, k=3):
""" Impute missing values in target_column using top-k correlated features,™"
top_features = select_top_correlated_features(df, target_column, k)

df train = df. dropna(subset=[target column])
X _train = df_train[top_features]
y_train = df_train[target_column]

df_missing = dffdfftarget column].isna(]]
X_missing = df_missing[top_features]

imputer = SimpleImputer(strategy="mean")
X train_imputed = imputer.fit transform(X train)
X_missing_imputed = imputer.transform(X_missing)

model = LinearRegression()
model.fit(X_train_imputed, y_train)
v_pred = model.predict(X_missing_imputed)

df.loc[df[target column].isna(), target_column] = y_pred
return df

def impute_all missing ecolumns(df, k=3):
""" Impute all columns with missing values, sorted by missing rate."™
missing _columns = df.columns[df.isna().any{)].tolist()
mussing columns.sort(key=lambda col: dffcol]isna().sum()) # Sort by missing rate

n_total = len(missing_columns)
for i, column in enumerate(missing _columns, 1):
print(f"[{i}/{n_total}] Imputing {ecolumn}...")
df = fem_imputation(df, target_column=column, k=k)
return df
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Bachelor of

file path ='/content 'drive /MyDrive FYP_impute/FI_ba vy.csv’
df = load_data(file path)

£ Debug: Check pre-imputation mizsing values
mizzing_pre = dfisnal).zom()

print{"Columns needing imputation (BEFORE):™)
print(missing pre/missing_pre = o])

£ Impute
df imputed = impute all miszsing coluomns(df, k=3)

£ Debug: Check post-imputation missing values
mizzing_post = df_imputed.izna().zom)
print{"Columns needing imputation (AFTEER):™)
print{missing_post[missing_post = o])

£ Save only if all missing values are resolved

if miszing post.sumi) == oz
df imputed.to_csv(/content/drive/MyDrive/FYP_impute/FCMI_ imputed.csv’)
print{ " Imputation suecessful. Data saved.”)

glzs:
print{"WARNING: Some columns still have missing values!™)

Columns needing imputation (BEFORE):

staff costs 25

aircraft_fuel expenses 25
maintenance_owverhaul_mzer _changes and_other related expensez 235
uzer_charges_and other related expenses 27
finance income 25

finance costs 25
prepayment_deposits and_other receivables 12
zalez_in_advance bl |

[EZETVES ;?

total _equity

number_of_aircraft at periodvear . end 3
average_stage_length_(km) g
unit_fuel price_(ns$/barrel) 13
debt-to-equity 3

dtype: intg

[1/14] Imputing total_equity...

[2/14] Imputing number_of aircraft at period/vear end...
[3/14] Imputing debt-to-equity...

[4/14] Imputing reserves...

[5/14] Imputing average stage length (km)...

[6,14] Imputing prepayment deposits_and other receivables...
[7/14] Imputing unit_fuel price_(us$ /barrel)...
[E’u]lmpulmg zalez in_advance...

[9,14] Imputing staff costs...

[10,14] Imputing aircraft fuel expenses..

[11/14] Imputing maintenance overhaul mser changes and other related expenses...

[12/14] Imputing finance income...

[13/14] Imputing finance costs...

[14/14] Imputing user charges _and_octher related expenses...
Columns needing imputation (AFTER):

Series([], dtype: intéy)

Imputation suceessful. Data saved.
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# Code for pre-post imputation analysis using R square scatter plot and summary
statistics (mean, median, SE Mean)

O if ('requireNamespace{"ggrepel”, quietly = TRUE)) install.packages("zzrepel )

* Installing package into ‘usr/local /lib /R, site-library’
(2s ‘lib* is unzpecified)

[

[1 if ('require'corrplot’)) install.packages( corrplot’)
Loading required package: corrplot

Warning meszage in librarv(package, lib.Joc = lib.Joc, character.only = TRUE, logical.return = TRUE, :
“there iz no package called ‘corrplot™

Installing package into ‘/usr,/local /lib /R, /site-library’

(2= lib’ is unspecified)

4]

install.packages("flextable™)

Installing package into ‘/usr,/local /lib /R, /site-library’
(&= ‘lib’ is unspecified)

4]

alzo installing the dependencies “fontEBitstreamVera’, ‘fontLiberation’, ‘fontquiver’, ‘sdtools’, ‘officer’

[1 library(gzrepel)
library{corrplot)
library{magritir)
library(ggplotz)
library{flextable)

Loading required package: geplotz
corrplot 0.95 loaded

4]
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) # Load original and imputed data
original _data <- read.csv F1_b4_wvia.csv’”)
imputed_data <- read.csv( knn_imputed.csv”)

# Function to process data and calculate correlations
process_data =- function(data, suffix) {
columns_for_cor =- colnames(data)
columns to remove <- o 'dates”, "catezory™)
columns_for_cor <- columns_for cor['columns_for cor %in% columns to_remove]
columnzs for cor =<- colomns_for cor[zapply{datal, column= for cor], is.numeric)]

cor_results =- sapphyidatal, columns_for_cor], function(x) {
if (alliis.nalx))) return(MA)
cor(x, data%new_altman_z_score, use = "complete.obs”)

b

data.frame/
variable = names(cor_results),
pearson r=cor_results,
r_squared = cor_results "2
) %=% zetNames(pasteo/names(.), ", suffix))
h

# Get pre and post results
pre_results =<- process_dataloriginal data, "pre")
post_results <- process_data(imputed_data, "post”™)

# Merge results
comparison_df <- merze(pre_results, post_results, by = "variable_pre”, byay = "variable_post”)
names(comparison_df)[1] =- "varable”

# Calculate differences
comparison_df%r_diff =- comparison_df$pearson_r_post - comparison_df$pearson_r_pre
comparizon_dffrsq diff =- comparison_df3r sqoared post - comparizon dfSr squared pre
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D i Create zcatter plot of B2 values
¢ Add label only for variables with largest B2 differences
threshold =- 0.0z
label_data =- comparizon_df[abs(comparizon_dfSreq _diff) = threshold, ]

# Plot with color representing change in B2
gzplot(comparison_df, aes(x =r_squared_pre, y =r_squared_post]] +
geom_point(aes(color =rsq_diff)) + . )
geom_abline(intercept = o, slope = 1, linetype = "dashed”) +
geom_text_repel(data = label_data, aes(label = variable]) +
scale_color_sradienmtz{low = “blne", mid = “gray”, high = "red”, midpoint = o) +
labs(
x = "Pre-imputation B2",
v = "Post-imputation B2",
color = "R Difference”,
title = "Comparison of B2 Values Before and After Imputation”
I+
theme muinimal(}

[4]

Warning message:

“Bemoved 12 rows containing missing values or valoes outzide the scale range
("geom_point()").”

Warning message:

“Removed 12 rows containing missing values or valoes outside the scale range
("geom_text_repel()”).”

Comparison of B2 Values Before and Afvar Impuiation
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[1 2 Before creating summary_stats, define cols_with_missing:
cols_with_muizzing <- colnames(original _data) [colSums(iz.naloriginal _data)) = o]

summary_stats =- dataframe(
Variable = cols_with_missing,
Original_NMean = sapply{cols_with_missing, function|col) mean(original_data[[col]], na.rm = TEUE]),
Imputed_Mean = zapply{cols_with_missing, function{col) mean(imputed data[coll])),
Original_Median = sapplyicols_with_missing, fimction{col) median(original _data[[col]], naom = TEUE)).
Imputed_Median = sapplycols_with_miszing, function{col) median(imputed_datal[col]]))

[1 write.csvisummary stats, file = "knn_summary_stats.csv”, row.names = FALSE)

© #Load original and imputed data
original _data <- read.csv( F1_ba_va.csv™)
imputed_data <- read.csv( fomi_imputed.csv™)

# Function to process data and calculate correlations
process_data =- function(data, suffix) {
columns_for_cor <- colnames(data)
columns_to_remove <- ¢f 'dates”, "catezory’”)
columns _for cor <- columns for cor['columns for cor %in% columns to_remove]
columns for cor <- columns for cor[zapply(datal, columns for cor], is.numeric)]

cor_results <- sapphvidatal, colomns_for_cor], function(x) {
if (all{is.nalx))) return(M4)
cor(x, data$new_altman_z_score, use = "complete.obs")

b

data.framey

varizble = names(cor_results),
pearson_r = cor_results,
r_squared = cor_results "~z
}] %% setNames|pasteo(names(.), ", suffix))

# Get pre and post results
pre_results <- process_data(original _data, "pre”)
post_results =- process_data(imputed data, "post”)

# Merge results
comparizon_df <- merge(pre_results, post_results, byx = "variable_pre”, bvay = "variable_post™)
names(comparison_df)[1] =- "variable”

# Calenlate differences

comparizon_df$r_diff =- comparison_df$pearson_r_post - comparison_df$pearson_r_pre
compariszon_df$rsq diff <- comparison_dfSr_squared_post - comparizon_dfSr_squared pre

=+  Show hidden output
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D £ 1 Create scatter plot of B2 values
# Add label only for variables with largest B2 differences
threshold =- c.oz

label_data =- comparizon_df[abs(comparizon_dfSrsq diff) = threshald, ]

# Plot with color representing change in B2
ezplot(comparison_df aes(x =r_squared_pre, v=r_squared_post)) +
geom_point(zes(color = req_diff]) -
geom_abline(intercept = o, slope = 1, linetype = "dashed”) +
geom_text_repel(data = label _data, ass({label = variable)) +
zcale_color_gradient2(low = "blue", mid = “gray”, high = "red”, midpoint = o) +
labs(
¥ = "Pre-imputation B2",
v = "Post-imputation =",
color = "B Difference”,
title = "Comparizon of B2 Values Before and After Imputation”

1+
theme minimal()
S5+ Warning message:

“Bemoved 12 rows containing missing values or values outside the scale range
("geom_point()”)."

‘Warning meszage:

“Removed 12 rows containing miszing values or values outside the scale range
("geom_text repel()’).”
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[1 summary_stats =- data.frame]
Variable = cols_with_missing,
Original_Mean = sapply{cols_with_miissing, function(col) mean(original _data[[col]], na.rm =TRUE]]),
Imputed Mean = zapply(cols_with_missing, function(col) mean(imputed data[[eol]])),
Original_Median = sapplyicols_with_missing, functionicol) medianioriginal _datal[col]], na.rm = TEUE]).
Imputed_Median = sapplyicols_with_missing, function(col) median(imputed_data[col]]))
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[1 summary stats =- data.frame]
Variable = cols_with_mizzing,

Original_Mean = zapply{cols_with_missing, function{col) mean(original _data[[col]], na.rm = TEUE])),

Imputed_Mean = zapply{cols_with_missing, function(col) mean(imputed data[[col]])),

Original_Median = sapplvicols_with_missing, function(col) median(original _datal[coll], na.rm = TRUE]),
Imputed_NMedian = sapplyicols_with miszing, functioncol) median(imputed_data[coll]))

# KNN Summary Statistic (output from code)

Variable

staff_costs

aircraft_fuel_expenses
maintenance_overhaul_user_changes_and_other_related_expenses
user_charges_and_other_related_expenses
finance_income

finance_costs
prepayment_deposits_and_other_receivables
sales_in_advance

rESErVes

total_equity
number_of_aircraft_at_period.year_end
average_stage_length_km.
unit_fuel_price_.us..barrel.

debt_to_equity

MEAN RMSE

Variable

staff_costs

aircraft_fuel_expenses
maintenance_overhaul_user_changes_and_other_related_expenses
user_charges_and_other_related_expenses
finance_income

finance_costs
prepayment_deposits_and_other_receivables
sales_in_advance

reserves

total_equity
number_of_aircraft_at_period.year_end
average_stage length_.km.
unit_fuel_price_.us..barrel.

debt_to_equity

MEDIAN RMSE

Bachelor of Computer Science (Honours)

Original_Mean
-293317.9636
-697879.7455
-178561.8909
-256191.9811

25396.23636
-107714.0727
931526.2059
878947.2712
498842.4521
1306714.442
94.58441558
1154.450704
110.7631343
11.73155315

Original_Median
-220909
-538143

-72369
-179900
19042
-110327
881101.5
838819
136897
2853061
80

1170

95
2.330632079

KNMN_Imputed_Mean
-243852.54
-622372.975
-142676.145
-209288.1125
29915.4875
-108904.62
858905.1025
751748.955
586428.8
1307012.163
92.5575
1153.1125
107.870575
11.34276893

Mean%%

16.86409623
10.81945291
20.09709111
18.30809396
17.79496407

-1.105284799
-7.795527041
-14.47166632

17.95854604
0.022783933
-2.14296993

-0.115916966
-2.611482011
-3.314004711

KNMN_Imputed_Median Median %

-159978
-469611.5
-64458.2
-121533.2
28487.5
-111598.4
793418
569229.5
151763
2721003
78.5

1162
94.34
2.29405316

Faculty of Information and Communication Technology (Kampar Campus), UTAR

27.58194551
12.73451212
10.93119982
32.44402446
45.60350803

-1.152392433
-9.951577656
-32.13917424

10.85925915
-4.62864271
-1.875

-0.683760684
-0.694736842
-1.569484941

SE Mean
2446828136
5701272384
1287786759
2199972893
20423630.83
1417402.509

5273824656
16179411641

8025713738
88637.75904
4.108386786
1.790790549
8.366899468
0.151153173
54206.44393

SE Median
3712586761
4696566492

62580756.64
3406683342
89217470.25
1616457.96
7688396172
72675498510
220997956
17439315364
2.25

64

0.4356
0.001338017
88639.09946
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# FCMI Summary Statistic (output from code)

Variable
staff_costs
aircraft_fuel_expenses
maintenance_overhaul_user_changes_and_other_related_expenses
user_charges_and_other_related_expenses
finance_income
finance_costs
prepayment_deposits_and_other_receivables
sales_in_advance

| reserves

|t0taL_equity

number_of_aircraft_at_period.year_end
average_stage_length_km.

- lunit_fuel_price_us..barrel.
debt_to_equity

|MEAN RM3E

Variable
staff_costs
aircraft_fuel_expenses

- /maintenance_overhaul_user_changes_and_other_related_expenses
user_charges_and_other_related_expenses

|finance_income

" |finance_costs
prepayment_deposits_and_other_receivables
sales_in_advance

| reserves
total_equity
number_of_aircraft_at_period.year_end
average_stage_length_km.

- lunit_fuel_price_us..barrel.
debt_to_equity

- |MEDIAN RMS3E

Original_Mean
-293317.9636
-697879.7455
-178561.8909
-256191.9811

25396.23636
-107714.0727
931526.2059
§78947.2712
495542.4521
1306714.442
94.58441558
1154.450704
110.7631343
11.73155315

Original_Median
-220909
-538143

-72369
-179900
19042
-110327
861101.5
838819
136897
2853061
80

1170

95
2.330632079

FCMI_Imputed_Mean
-261497.6165
-561528.9641

-154676.912
-205145.6864
39932.56725
-106374.9851
875650.3048
746363.934
541234.2984
1267293.081
92.55999874
1154.185627
109.4972842
11.41887687

FCMI_Imputed_Median
-253145.5887
-456934.6525
-89556.84366
-136889.5899

21655.66241
-106761.4464
793418
569229.5
151763
2721003

78.5

1162
101.4682993
2.342814942

# Code to calculate feature importance using Decision Tree

import pandas as pd
financial data = pdread cev{ konn_imputed Flcsv")

# Drop columns of type "datetimety” and "object’ in one step

columns_to_drop = financial _data.select dtvpes(incude=["datetimefy’, 'object’, 'string’]).columns
columns_to_drop = [col for col in columns to_drop if col not in ['category’, 'new_altman_z_score']]

X =financial _data.dropl{columnz=columns_to_drop)

# Drop the target variable column "new_altman_z_score’ and "catesory’

X = X.drop{colomns=new_altman_z_score’, caterory’,])
v = financial data['new_altman z score’]

print(financial data.head)

Show hidden output
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Mean%
4.029874958
19.49457462
13.37630266
18.75401977
57.23813041
1.243187258
-5.998317675
-14.85451306

§.498043045
-3.016830577
-2.140328116
-0.022961314
-1.142844284
-2.665259052

Median %
-14.59270048
15.09047735
-23.75028487
23.9079545
13.72577676
3.231805134
-9.951577656
-32.13917424
10.85925915
-4.62864271
-1.875
-0.683760684
6.808736053
0.52272783

SE Mean

139720607
18509815118
570492219.8
2308446442
211304915.7
1793155.673
3122116318
17046785011
1797068633
1554043690
4.098263541
0.070265843
1.602376602
0.097766458
56859.21554

SE Median
1039197651
6594795704

295421969.7
1849895381
65831231.193
12713172.83
7688396172
72678498510
220997956
17439315364
2.25

64
41.83889519
0.000148422
87760.25102
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from sklearn.tree import DecizionTreeResreszor

from sklearn.model_selection import train_test_split

from sklearn.metrics import mean_squared_error, r2_score
import pandas as pd

X train, X_test,v _train,v_test=train_test split(
X, v, test_size=0.3, random_state=42
)

# Initialize and train the model with hyperparameters
clf = DecizionTreeResreszor|
random_state=42,
MAX,_| =5 £ Avoid overfitting
)
clffit(X train, v_train)

£ (zet feature importance
feature_importance = pd.DataFrame({

'Feature': X.columns,

'Tmportance: clf feature _importances_
V.zort_valnes(Importance’, ascending=False) # Sort for clarity

# Filter important features (non-zero importance)
important_features = feature _importance[feature_importance] Tmportance’] = o]
important_feature_columms = important_features Feature].vahoes

# Subset data to important features
X_frain_important = X_train[important_feature _colummns]
X_test important = X_test[important_feature columns)

£ Re-train the model on important features
clf fit(X_train_important, y_train)

# Evaluate model performance

v_pred = cf. predict(X_test important)
mss = mean_squared_error(v_test, v_pred)
rz =T2_scorelv_test, v pred)

print(f' Tmportant Features:\ n{important_features}")
print(f" nllode]l Performance (Test Set):")
print(f'MSE: {mse:.4f}, B2 {r2:.4f}")

# Save feature importances
important_features.to_csv{knn_decision_tree important features.csv’, index=False)
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Important Features:

Feature Importance
26 depreciation_and amortisation/_depreciation_of.. o.7885g3
202 debt-to-asssts_ratio 0475130
305 debt_to_equity 0.0a8134
106 purchasze_of_property_plant_and_equipment o.ooo432
301 current_ratio o.003824

204 cash_and cash_equivalents at_end of the financ.. o.oo02310
188 intercompany_balances o.oo01378
138 share of results_of jointly_comtrolled_company.. o.ooco383

141 unrealized foreiom exchange plan o.ooos70
18 teleport_(logistics)_non_airine _ebitda o.ooo241
49 current_taxation o.000138

293 sectors_flown/_no._of_flisht= o.000058

185 receivahles_and_prepayments o.oo0002

Model Performance (Test Set):

MSE: 12622, B2: 0.9152
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DecizionTreeRegressor

from sklearn.model _selection import train_test_split

from sklearn.metrics import mean_squared_error, r2_score
import pandas as pd

X ftrain, X_test,v_train, v _test=train test split(
X, v, test_size=0.3, Tandom_state=42
)

# Initialize and train the model with hyperparameters
clf = DecizsionTreeRegressor|
random_state=42,
AN = # Avoid overfitting
)
clffit(X_frain, v_train)

# et feature importance
feature_importance = pd.DataFrame({

'Feature': X.columns,

'Tmportance’: clf feature_importances
V.sort_valnes(Importance’, ascending=False) # Sort for clarity

# Filter important features (non-zero importance)
important_features = feature_importance[feature_importance] Tmportance] = o]
important_feature_columns = important_features Feature ] valnes

# Subset data to important features
X _frain_important = X_train[important_feature _colunms]
X _ftest_important = X_test[important_feature columns]

# Be-train the model on important features
clf fit(X_train_important, y_train)

£ Evaluate model performance

v_pred = cf.predict(X_test_important)
mse = mean_squared_error(y_test, v_pred)
rz =r2_scorelv_test. v_pred)

print(f Tmportant Features:\ n{important_features}")
print(f"\nhiodel Performance (Test Set):")
print(f'MSE: {mse:.4f}, B2: {r2:.4f}")

£ Save feature importances
important_features.to_cswkmn_decision_tree _important features.csv', index=False)
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Important Features:

e Featore Importance

— 26 depreciation and_amortisation/_depreciation of.. o.788503
02 debt-to-assets_ratio 0475130
305 debt_to_equity o0.018134
196 purchase_of property_plant_and_equipment o.o0g432
301 current_ratio o.o03824

204 cash_and cash_equivalents_at_end_of_the financ... o.002310
188 intercompany_balances o.001378
138 share of results_of jointly controlled company.. o.oco38s

141 mnrealized_foreign_ewchange plan o.oo0o376
18 teleport_(logistics)_non_airline_ebitda o.oo0241
49 current_taxation o.0o0138

293 sectors_flown/ no. of flishts c.oooosB

185 receivables_and_prepayments o.oooooz

Model Performance (Test Set):

MSE: 1.2622, B2: 0.9152

B from sHearn.tree import export_graphviz
import graphviz
from IPython.display import Image
import matplotlib.pyplot 2= plt

# 1, Get the top 5 most important features
top n=5
top_features = important_features.headtop_n)[ Featurs]values

# 2. Retrain model with just top features
viz_model = DecisionTresRegressor|
max_depth=5,
random_state=az

)
viz_model.fit(X_train top_features], v_traim)

# 3, Create the tree visualization
dot_data = export_graphviz(
viz_model,
out_file=Mome,
feature _names=top_features,
filled=True,
rounded=True,
ial_characters=True,
proportion=True,
precision=2
)

graph = graphviz.Source(dot_data)
graph.render(filename="decizion_tree’, format="png’, cleanup=True) # Saves az PNG
display{Image(filename="decision_tres.png’)
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B

squared_error = 21.66
samples = 100.0%

depreciation_and_amortisation/_depreciation_of _property plant_and_equiptment < -13130.0
value = 4.72

Tn.ly

debt-to-assets_ratio 0.94]

squared_error = 4.61
samples = 94.2%
value = 3.69

samples = 76.9% samples = 17.3%

debt_to_equity < 2.24 debt_to_equity = 403.55
squared_error = 0.54 squared_error = 0.79
value = 4.64 value = -0.53

squared_error = 0.28 squared_error = 0.25 squared_error = 0.03 squared_error = 0.0
samples = 23.1% samples = 53.8% samples = 15.4% samples = 1.9%
value = 5.46 value = 4.3 value = -0.84 value = 1.94

[1 2 Focus on top 5 features only
top_features = important_features.nlargest(s, 'Tmportance’)[ Feature'l.values
X_train_top = X_trainftop_features]
X_test_top =X test[top_features]

# Re-train and compare performance
model fit(X_train_top, y_train)
print(f"R2 with top 5 features: {model.score(X_test top,y_test):.qf}")

R2 with top 5 features: 0.9216

41

# Code for using FCMI inputted data as a finance-only LSTM model

 import numpy az np
import tensorflow as tf
import random
import pandas as pd
from sklearn.model_selection import TimeSeriesSplit
from sklearn.preprocessing import StandardScaler
from sklearn.metrics import mean_ahsolute_error, mean _squared_error
from sklearn.model_selection import TimeSeriesSplit
from tensorflow. keras.models import Sequential
from tensorflow.keras.lavers import LSTM, Dense
from tensorflow.keras.callbacks import EarlyStopping

import matplotlib.pyplot az plt
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v fold view

 import numpy as np
from sklearn.model _selection import TimeSeriesSplit

dates = np.areay([ ' 31/12/2004','31/5/2005,'30/6/ 2005, '30/9/2005','31/12 /2005, 31 (3, 2006, 30,6 /2¢

D

# Initialize TimeSeriesSplit

n_splits=5

test size =10

tscv = TimeSeriesSplit{n_splits=n_splits, test_size=test_size)

# Print train-test splits for each fold
print(f Time Series Cross-Validation (n_splits={n_splits}. test_size={test_size}]"}
print("=" ¥ 6o}

for fold, (train_idx, test idx) in enumerate(tscv.split{dates)):
train_start, train_end = dates[train_idx[c]], dates[train_idx{-1]]
test_start, test_end = dates[test_idx[o]], dates[test_idu[-1]]

print{f"Fold {fold + 1}:")

print(f” Training: {train_start} to {train_end} (n={len(train_idx)}}")
print(f” Test: {test_start} to {test_end} (n={len(test idx)})")
print{"-" ¥ 6o)

[4]

Time Series Cross-Validation (n_splits=5, test_size=10)

Fold 1:
Traiming: 31122004 to 31/3/2012 (n=30)
Test: 3o0/6/2012 to 30/0/2014 (n=10)

Fold =:
Traiming: 31122004 to 30/9/2014 (D=40)
Test: 31122014 to 32/5/2047 (n=10)

Fold 3:
Traiming: 31122004 to 3132017 (n=50)
Test: 3o0/6/2017 to 30/9,/2019 (D=10)

Fold 4:
Traiming: 31122004 to 30/9/2019 (n=060)
Test: 3112 2049 to 31/5/2022 (n=10)

Fold 5:
Traiming: 31/12/2004 to 31/3/2022 (n=ro0)
Test: 3o0/6/2022 to 30,9/ 2024 (n=10)
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£ importos
import random
import oumpy as np
import pandas as pd
import temsorflow as tf
from tensorflow. keras.models import Sequential
from tensorflow.keras.layvers import LSTM, Dense
from tensorflow.keras.callbacks import EardvStopping
from sklearn.preprocessing import StandardScaler
from sklearn.metrics import mean_absolute_error, mean_squared_error
from sklearn.model _zelection import TimeSeriesSplit
import matplotlib.pyplot az plt

def zet_zeeds(zeed=42):
os.emviron[ PYTHONHASHSEED'] = str(zeed)
random.seed(sesd)

np.random.zeed|{seed)
tf.random.set_seediz=ed)

£ Omly set thread config if TF hasn't initialized vet
if not tf.confiz.list phyvsical devices('GPU):
os.emviron[ TF_DETERMINISTIC_OPS]='t
os.emviron['TF_CUDNN_DETERMINISTIC] ="t
135
tf.confiz.threading.zet_inter op_parallelism_threads(1)
tf.config threading.set_intra_op_parallelism threads(1)
except PumtimeError:
pass # Skip if TF is already initialized

set_seeds(q2) £ Now safe to call even after TF init
# Load data
df = pd.read_csv( FCMI_imputed.csv')

# Features and target
feature cols = ['depreciation_and amortisation/ depreciation of property plant and equiptment’,'del
- column = new_altman_z_score’

# Prepare L3TM data

def prepare_lstm_data(df, feature _cols, target_columm, look_back=s):
features = diffeature_cols]
target = dfftarget column]
dates = pd.to_datetime{df['dates']) # Parze dates

sraled_features = scaler_features.fit_transformifeatures)
sraled_target = scaler_target.fit transformitarzet.values.reshape!-1, 1))

i% }?_dﬂtiﬂ = D:l D: []

fori in range(len(scaled features) - look_back):
X.append(zcaled _features[i:i+look_back])
v.append(scaled_target/i<look_back])
v_dates.append{dates.iloc/i+look_back]) £ Alizn dates with targets

return np.arra X, np.arrav(y). scaler features, scaler target, nparraviyv_dates)
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) # LSTM model builder
def create_lstm_model(input_shape):
model = Sequential ([
LSTM( 6y, activation="reln’, input_shape=input_zhape, return_sequences=True,
kernel_initializer=tf keras.initializers.glorot_uniform(seed=42)).
L3TM( 32, activation="reln’,
kernel_initializer=tf.keras.initializers.glorot_uniform(zeed=42)).
Dense(16, activation="relu’,
kernel_initializer=tf keras.initializers.glorot_uniform(zeed=42]),
Dense(1,
kernel_initializer=tf keras.initializers.glorot_uniform(zeed=42])
D

model.compile(optimizer=t keras.optimizers. Adam(learning_rate=0.001),
loss="mse’, metrics=mas']}
return model

# Plotting results

def plot_lstm_results(predictions, actuals, dates):
plt.figure(figsize={12, 6])
plt.plot(dates, actuals, label="Actual 7-Score’, color="blue")
plt.plot(dates, predictions, label="Predicted Z-Score’, color="red’, linestyle="--")
plttitle("LSTM Prediction of Altman Z-Score Over Time')
pltadabel Date’)
plt.vlabel( Altman 7-Score’)
pltlegend()
plixticks(rotation=43)
plt.tight layout()
plt.show()
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I def time_series_ov_lstmiX, v, dates, scaler_target, look_back=s, n_splits=s, test_size=10):

tsov = TimeSeriesSplitin_splits=n_splits, test_size=test_size)
mae_list, mse_list =[], []

£ Store all predictions, actuals, and dates across folds
all_y_test =[]

all y_pred=[]

all_dates =[]

for fold, (train_idx, test_idx) in emumerate(tsov.split(X)):
X_frain, v_train = X[train_idx], y[train_idx]
X_test, v_test = X[test_idx], yitest_idx]
fold_dates = dates[test idx]

model = create_lstm_model(X_train.shape[1:])
early_stop = EarlyStopping (monitor="lo=s', patience=10, restore_best_weights=True)

history = model.fit(X_train, v_train,
epochs=100,
batch_size=16,
verbose=o,
callbacks=[early_stop],
shuffle=Falss)

v_pred = model.predict{X_test, verbose=0)
v_pred_inv = scaler_target.inverse_transform(v_pred)
v_test_inv=szcaler target.inverse transform(y_test)

mas = mean_absolute_error(y_test_imv, v_pred_inv)
mse = mean_squared_error(y_test_inv, v_pred_inv)

mae_list.append(mae)
mse_list.append{mse)

print(f'Fold {fold+1} — MAE: {mae:.3f}, M5SE: {mse:.3f}")

£ Store predictions. actuals, and dates for this fold
all_v_test.append(v_test_inv)
all_y_pred.append(y_pred_imv)
all_dates.appendifold_dates)

print{"\ nAverage MAE:", np.mean(mae_list])
print{"Average M3E:", np.mean(mse_list))

# Concatenate results from all folds
all_v_test = np.concatenate(all v_test)
all_v_pred = np.concatenate(all_v_pred)
all_dates = np.concatenate(all_dates)

return model, all_yv_test, all v pred, all_dates
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1 # Parameters
look_back=5

# Data preparation
X, v, scaler_X, zcaler v, date_arrav = prepare_lstm_dataidf, feature _cols, target_column, look_back)

# Pun CV and train model

final_model, all_v_test, all v_pred, all_dates =time_series_cv_Istm(X, v. date_array, scaler_v, look_back=look_back)

# Create a DataFrame for all results
results_df = pd.DataFrame({

'Date’; all_dates,

'Actual_¥:all v_test.flatten!),
'Predicted_Y':all v_pred.flatten(),
'Error’: all_v_test.flatten(] - all_v_pred.flatten()

b

# Print all results

print

\nAll Test Set Results Across Folds:")

print(resnlts_df)

# Plot all predictions ve actuals
plot_lstm_resultz(all_v_pred, all_v_test, all_dates)

&)

<ipython-input-12-527e53925b6> 142: UserWarning: Parsing dates in %d/%m,%Y format when dayfirst=False (the default) was specified. Pass “dayfirst=True” or specify a format to silence this warning,
dates = pd.to_datetime(df] dates']) # Parse dates

fust/local libpython3.1:/dist-packages  kerassrc layers, ran/ron. py:2o0: UserWarning: Do not pass an “input_shape/ “input_dim" argnment o a layer. When using Sequential models, prefer using an “Input(shape)” abject as the first layer in the model instead.
i

super().__init__(*kwargs)
Fold 1 — MAE: 0.217, M

ISE: 0.070

Just/local lib/ pythong.1: /dist- packages keras src layers/ ran/ron. py-200: UserWarning: Do not pass an “input_shape "/ “input_dim" argnment o alayer. When using Sequential models, prefer using an *Input(shape)” abject as the first Layer in the model instead.
__(**kwargs)

super().__|
Fold 2 — MAE;

452, MSE: 0,320

Just/local lib/ pythong.11/dist- packages  keras src layers, ran /ron. py-200: UserWarning: Do not pass an “input_shape/ “input_dim" argnment o alayer. When using Sequential models, prefer using an *Input(shape)” abject as the first Layer in the model instead.
(**kwargs)

super().__|
Fold 3 — MAE:

0,501, MSE: 0.474

fust/local/lib/pythong. 1/ ist-packages keras src/layersrn,/ rn.py:200: UseriWarning: Do not pass an “input_shape ) input_dim" argument to alayer. When using Sequential models, prefer using an Input{shape)” object as the first layer in the model nstead.
per().__ini

U p— R
Fold 4 — MAE: 3.2

(#

kwargs)
80, MSE: 13.608

e’usr\."local;lﬂ){pﬂhom.1;J'djst-packages /keras /src/layers/rn,Ton. py:200: UserWarning: Do not pass an “input_shape”/ “input_dim" argument to alayer. When using Sequential models, prefer using an “Input(shape)~ object as the first layer in the model instead.

super().__mit_ |
Fold 5 — MAE: 0.7

(#4]

kwargs)
34, MSE: 0.860

Average MAE: 1.0367143772955708
Average MSE: 3.066288205495877

All Test Set Results Across Folds:
Date Actual ¥ Predicted ¥ Error

o 2013-06-30
1 2012-09-30
2 20121231

3 20130331
4 2013-06-30
5 2013-09-30
6 2013-12-31

7 2014-03-31

8 2014-06-30
9 2014-09-30
10 2014-12-31
11 20150331
12 2015-06-30
13 2015-09-30
14 2015-12-31
15 2016-03-31
16 2016-06-30
17 2016-09-30
18 2016-12-31

19 2047-03-31
20 2017-06-30
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505
Set
498
471
266
457
440
s

5:253716 -0.203716
5.067323 0.142677
4853583 0.126416
4666045 0.043055
4.607312 0.052688
4628411 -0.058411
4738469 -0.338469
4713144 -0.303144
4.680499 -0.490499
4.692648 -0.412648
4.401207 -0.751207
4474919 -0.854919
4446327 -0.726327
4416694 -0.936694
4237813 -0.597813
3.962770 -0.022776
3903358 0.216642
4.040727 0.099273
4200327 0.033673
4387464 0.282536
4.895189 -0.245180
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48 2024-06-30 -112  0.849950 -Lgbggso
o 4920240330 053 0.567583 -1.097583

LSTM Prediction of Altman Z-Score Over Time
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© £ Features and target
feature_cols =['depreciation_and_amortisation/_depreciation_of property_plant_and_equiptment’,'debt-to-assets_ratio’,'debt to_equity’, purchase of property_plant and equipment’,'current_ratio’]
target column ='"new_altman_z_score’

# Prepare LSTM data

def prepare_lstm_dataidf, feature_cols, target_column, look_back=s):
features = dfffeature_cols]
target = dfftarget_column]
dates = pd.to_datetime(df]'dates']) # Parse dates

scaler features = StandardScaler()
scaler_target = StandardScaler()

scaled_features = scaler features.fit transform(features)
scaled_target = scaler_target.fit_transform(target.values.reshape(-, 1])

Xy v_dates =[], [J.[]

fori in range(len(zcaled_features) - look_back):
X.append(zcaled_features[isi+look_back])
y.append(scaled_target{i+look back])
y_dates.append{dates.iloc[i+look_back]) # Align dates with targets

return np.array(X), np.array(y), scaler_features, scaler_target, nparrayy_dates)

# LSTM model builder
def create_lstm_model({input_shape):
model = Sequential([
LSTM( G4, activation="relu’, input_shape=input_shape, return_sequences=True,
kernel_initiali keras. initializers.glorot_unifor: 42)),

LSTM{32, activation="reln’,

kernel_initializer=t keras.initializers.glorot_uniform(sesd=42)),
Dense(16, activation="relu’,

kernel initializer=tf keras.initializers.glorot_uniformizeed=4z)),
Dense(1,

kernel _initializer=tf keras initializers.glorot_uniformizeed=42))

e o imizer=tf keras.optimizers.Adam(learning _rate=0.001),
loss="mse’, metrics="ma="T)
return model
# Plotting results

defplot_lstm_resultz(predictions, actuzals, dates):
plt-figure{figsize=(12, 6))
plt.plot{dates, actuals, label='Actual Z-Score', color="blue')
plt.plot{dates, predictions, label='Predicted Z-Score', color="red’, linestyle="--")
plt.title( LSTM Prediction of Altman Z-Score Over Time)
plt.xlabel( Date’)
plt.ylabel(Altman 7-Score’)

pltlegend()
plt.xticks(rotation=43)
plt.tight_layout()
pit.show()
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) def time_series_cv_lstm(X, v, dates, scaler_target, look_back=s, n_splits=s, test_size=10):
tsov = TimeSeriesSplit(n_splits=n_splits, test_size=test_size)
mae list, mee list =[], []

£ Store all predictions, actuals, and dates across folds
all_y_test =]

all y_pred=[]

all_dates =[]

for fold, (train_idx, test _idx) in enumerate(tscv.split(3)):
¥_trafn, v_train = X[train_idx], y{train_idx]
X_test, v test = X[test_idx], y[test_idx]
fold_dates = dates[test_idx]

model = create_lstm_model(X_train.shape[1:])
early_stop = EarlyStopping(monitor="oss', patience=10, restore_best_weights=True)

history = model.fit{X_train, v_train,
epochs=100,
batch_size=i6,
verbose=n,
callbacks=[early_stop],
shuffle=Falss)

v_pred = model.predict(X_test, verbose=0)
v_pred_inv = scaler_target.inverse transform(v_pred)
v_test_inv =azcaler targetinverse fransform(y_test)

mas = mean_absolute_error(y_test_imv, v_pred_inv)
mse = mean_squared_error(y_test_inv, v_pred_inv)

mae_list.append(mas)
mse_list.append{mse)

print{f"Fold {fold+1} — MAE: {mae:.3f}, MSE: {mse:.2f}")

£ Store predictions, actuals, and dates for this fold
all v_test.append(v_test inw)

all v_pred.append(y_pred_imv)
all_dates.appendifold_dates)

print{" nAverage MAE:", np.mean(mae_list))
print("Average MSE:", np.mean(mse_list))

£ Concatenate results from all folds
all_v_test = np.concatenate{all w_test)
all v_pred = np.concatenate(all v _pred)
all_dates = np.concatenate(all_dates)

return model, all_v_test, all_v_pred, all_dates
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[1 # Parameters
look_back=s

# Data preparation

X, v.scaler X, scaler v, date_array = prepare_lstm_data(df, feature cols, target_column, look_back)

£ Bun CV and train model

final meodel, all_v_test. all v_pred, all_dates = time series_cv_lstm(X, v, date_array, scaler_v, look_back=look_back)

# Create a DataFrame for all resultz

results_df = pd.DataFrame({
‘Date’; all_dates,
'Actual_Y':all v_test.flatten]),
'Predicted_¥:zll v_pred.flatten(],

'Error’: all_v_test.flatten() - all_v_pred.flatten()

1

# Print all results
print("\nAll Test Set Results Across Folds:")
print{results _df)

# Plot all predictions vs actuals

plot_lstm_resultsiall v pred, all_v_test, all_dates)

[

<ipython-input-13-4d6f43cbshog=:g: UserWarning: Parsing dates in %d,/%m/ %Y format when dayfirst=False (the defaunlt) was 5
dates = pd.to_datetime(df] dates']) £ Parze dates

fusr/local/lib/pythons.11/dist-packages keras,/sre,layers, o ron. py:zo0: UserWarning: Do not pass an “input_shape” " input_
super().__init_ (**kwargs)
Fold 1 — MAE: 0.820, M5E: 0.901
Jusr/local 1ib/pythonz.11/dist-packages keras /src,/layers, o, ton. pyrzoo: UserWarning: Do not pass an “input_shape” /" input_
super().__init_ (**kwargs)
Fold 2 — MAE: 0.476, MSE: 0.324
Jusr/local 1ib,pythonz.11/dist- packages keras sre /layers on ton. pyzo0: UserWarning: Do not pass an “input_shape” “input_
super().__init_(**kwargs)
Fold 35 — MAE: 0.973, MSE: 1.709
fusr/local/lib/pythons.11/dist-packages keras,/sre,layers, o ron. py:zo0: UserWarning: Do not pass an “input_shape” " input_
super().__init_ (**kwargs)
Fold 4 — MAE: 2.976, MSE: 10.284
Jusr/local 1ib/pythonz.11/dist-packages keras /src,/layers, o, ton. pyrzoo: UserWarning: Do not pass an “input_shape” /" input_
super().__init_ (**kwargs)
Fold 5 — MAE: 1.001, MSE: 1.342

Average MAE: 1.2409001713180542
Average MSE: 2.0121058775358007

All Test 5et Results Across Folds:
Date Actual ¥ Predicted ¥ Error

0 2012-06-30
1 2042-009-30
2 2012-12-31
3 2013-05-31
4 2013-06-30
5 2013-09-30
6 2013-12-31
7 2014-03-3
8 zo014-06-30
9 2014-05-30
10 2014-12-31
11 2015-03-71

303
.21
4.08
471
4.66
4.57
440
4.41
4.19
4.28
305
.62

5-361735 -0.311735
5334571 0124571
5.281176 -0.301176
5.268735 -0.558735

5.328767 -0.668767
5414473 -0.844473
5.507528 -1.167528
5.008105 -1.2881035

5.570647 -1.386647

5825723 -1.545723
4.360795 -0.710795
A.F252A5 -0 TORZAS
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LSTM Prediction of Altman Z-Score Over Time

Altman Z-5core

—— Actual Z-Score
=== Predicted Z-Score

. .
o D
o o o
? 4 -

Date

# Code for sentimental analysis to create a text-only LSTM model

v Library

(1

F34

import pandas as pd

from google.colab import drive
import os

from glob impaort glob

import requests
from beg import BeautifulSoup
import pandas as pd

import ime

from datetime import datetime

!pip install nltk

import nltk

nitl.download( stopwords")

nltk.download( pumnkt')

nitk.download( averaged_perceptron_tagzer’)
nltk.downloadpunkt_tah")
nltk.downloadwaordnet’)
nitk.download(ommw-1.4")
nltk.download(averaged_perceptron_tagger eng’)
import re

Show hidden output
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v Skytrax Extractor

[1 class ReviewScrapern:
def __init_ (=elf, base url):
zelfbase_url = baze_url

def fetch_page(zelf, url):
response = requests.get{url)
return BeautifnlSoup{response.content, "himl. parser”)

def parze_review(self, review):

review_dict =1}

try:
date_str = review.find{"meta").gat("content")
review _date = datetime.strptime(date _str, "% ¥-%m-%:d")
review_dict["date”] = review_date

except:
review_dict["date”] = Mone

{13

review_dict["header"] = review.find{"h=", {"class": "text_header"}).get_text(ztrip=True)
except:

review_dict["header"] = None

{13

review_dict["rating"] = review.find{"div", {"class": "rating-10"}).find{"span").get_text(strip=True)
excepi:

review _dict["rating"] = None

{13

review_dict["content”] = reviewfind("div", {"class": "text_content"}).get_text(strip=True)
excepi:

review_dict["content”] = Mone

£ Extract ratings from the table if available
table = review.find( table", {"clas=": "review-ratings"})
if table:
data = table.find_all("td™)
keys = data[z]
values = datal1::2]
for key, value in zip(keys, values):
7_text = kev.zet_text(strip=True)
star_value = valuefind_all("zpan”, { class™: "star fill"})
if star_value:
review_dict[key_text] = len(star value)
else:
review_dict[key_text] = value.get_text(strip=True)

return review_dict
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(b def zet_review(self, url):
content = self.fetch page{url)
reviews = content.find_all( article”, class_=lambda value: value and value.startswith("review-"1)
if reviews:
return [self.parse review({review) for review in reviews)
returmn []

def zcrape_reviews(zelf, vear, month, max_reviews=100, delay=0.5):
Fetch up to max_reviews reviews for a specific month and vear.

reviews_list =[]
page_number = 1
consecutive_empty_pages = o # Track pages with no relevant reviews

while len(reviews_list) < max_reviews:
137
print(f'Fetching reviews for {vear}-{month:c2d} (Page {page_number})...")
url = f'{zelf base_wrl}/page/{page mumber} ?sortby=post_date®szADescipagesize=100"
reviews = self.zet_reviewiurl)

if not reviews: # No more reviews at all

break

# Track if found any relevant reviews on this page
found_relevant_reviews = False

# Filter reviews by the target vear and month
for review in reviews:
review_date = review.get("date”)
if review_date and review_date.vear == year and review_date.month == month:
reviews_list.append|review)
found_relevant_reviews = True
if len(reviews_list) == max_reviews:
break

# If didn't find any relevant reviews on this page, increment counter
if not found_relevant _reviews:
consecutive empty pages +=1
else:
consecutive_empty _pages = o # Beset counter if found relevant reviews

# If zome through several pages without finding relevant reviews, stop
if comsecutive _empty_pages == 5o: £ Adjust this number as needed

print(f' Mo relevant reviews found in last {consecutive_empty pages} pages. Stopping search.”)

break

page_number += 1
time.sleep(delay)

except Exception as e:
print(f"Error fetching reviews: {e}")
break

print(f Total reviews fetched for {vear!-{month:ozd}: {len(reviews_list)}")
return reviews_list
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(1

def zcrape_vearly reviews(self, year, max_reviews_per month=100):

Scrape up to max_reviews_per_month for each month of the specified year.
Combine all reviews into a single CSV file for the vear.

all_reviews =[]

for month in range(s, 12):
print(f"\nScraping reviews for {vear}-{month:ozd}™)
monthly_reviews = zelf.scrape_reviews(vear, month, max_reviews=max_reviews_per_month)

# Append monthly reviews to the vearly list
all_reviews.extend{monthly_reviews)

£ Convert all reviews of the vear into a single DataFrame
vearly_df = pd.DataFrame{all_reviews)

vearly_file = { reviews_{earl.csv’
vearly_df.to_csvivearly_file, index=False)
print{f"\nSaved all reviews for {year] to {vearly_filel")

return vearly_df

* Base URL for scraping reviews
base_url = “hitps: / /weow.airlinequality.com//airine-reviews (airasia”

£ Instantiate the scraper
seraper = ReviewScraper{base_url)

£ Input the year and number of reviews to scrape per month
year = int(input({"Enter vear : "))
max_reviews_per_month = int(input("Enter the maximom number of reviews vou want to scrape per month: "))

£ Scrape reviews for the specified vear and save az a single C5V file
vearly_df = scraper.scrape vearly reviews(vear, max_reviews_per _month)
print("\nSample of scraped data:")

print{vearly_df.head(})

~ Sentiment Preprocessing for Skytrax

(1

4]

!pip install nltk
import nltk
nitk.download( stopwords")

Requirement already satisfied: nltk in fusrlocal 1ib/pythons. 1 /dist-packages (3.9.1)

Requirement already satisfied: click in fusr/local /1ib/pythong.11/dist-packages (from nltk) (8.1.8)

Pequirement already satisfied: joblib in /usr local lib/prthons. 11 /dist-packages (from nltk) (1.4.2)

Bequirement already satisfied: regex==2021.8.3 in /nsr/local Tlib ‘pythonz.11 /dist-packages (from nitk) (2024.11.6)
Reguirement already satisfied: tadm in /usr/local b/ pythons. 11/ dist-packages (from nltk) (4.67.4)

[nltk_data] Downloading package stopwords to /root/nltk_data...

[nltk_data] Package stopwords is already up-to-date!

True

v Phase 1 Data Consolidation
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D defconsclidate csv_to dataframe(file_paths, timestamp_col, text_col, rate_col):
Modified version with Google Drive integration

£ Mount Google Drive (only needed in Colab)
drive.mount( /content /drive', force_remount=Trus)

# If given a directory path instead of file pattern
if izinstance{file_paths, str) and file paths.endswith("):
file_paths =f{"{file_paths}*.csv"

£ Collect all C5V files if a directory pattern is provided

if izinztance(file_paths, str):
print(f"Searching for files matching pattern: {file_paths}")
file_paths = glab(file_paths)

print(f "\ nFound {len(file_paths)} C5V files in Google Drive:”)
for i, fpath in enumerate(file_paths, 1):
print{f"{i}. {fpath}")

£ Create an empty list to store DataFrames
dataframes = []

£ Define date range
start_date = pd.Timestamp{'o1/01/2041")
end_date = pd. Timestamp{' 31122024’

forfile pathin file_paths;
# Load each CSV file
df = pd.read_csvifile_path)

£ Check if the timestamp _col exists in the DataFrame
if timestamp _col not in df columns:
raize KevError(f 'Column '{timestamp _col}' not found in CSV file: {file_path}™)

standardized_df = pd.DataFrame( ]
‘Timestamp'; pd.to_datetime/ dff timestamp _col], errors="coerce’, daviirst=True),
"Beview, Text': dff text_col],
'Rating’: difrate_col],
'Somrce’: 'Skytray’ £ Hardeoded source
)

£ Filter for valid timestamps and desired date range
standardized df = standardized df dropnalzubset=""Timestamp'])
standardized_df = standardized_
(standardized & Timestamp'] >=start_date) &
(standardized &ff Timestamp'] <=end_date)
]

£ Append to the list
dataframes.append(standardized _df)

# Concatenate all DataFrames
conzolidated_df = pd.concat(dataframes, isnore_index=True)
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£  #5ortby timestamp
consolidated_df = consolidated _df=ort_values( Timestamp')

return consolidated_df

# Modified example usage:
if _ _name =="_main ":
£ Bpecify vour Google Drive folder containing CSV files
drive_folder = "/content /drive /My Drive/FYP sentiment analysis 2011-2024/" # Update this path

df = conzolidate_csv_to_dataframe(
file paths=drive folder, # Changed touse Drive path
timestamp_col="Timestamp",
text_col="Review, Text",
rate_col="Rating”

)

print("\n=== CONSOLIDATED DATA SUMMARY ==="

print(f"Total rows: {len(df)}")

print{f Date range: {df] Timestamp'].min()} to {dff Timestamp'|.max()} ")
print{" nSample consolidated row:")

print{dfiloc[o])

=+ Mounted at /content/drive
Searching for files matching pattern: /content/drive /MyDrive /FYP sentiment analysis 2011-2024/#.c3v

Found 14 C3V files in Google Drive:

1. fcontent /drive MyDrive [FYP sentiment analysis 2o11-2024 Teviews_2044.c5v
2. fcontentdrive/MyDrive,/FYP sentiment analysis 2011-2024 Teviews_2015.08v
3. /content,/drive/MyDrive, FYP sentiment analysis 2011-2024 reviews_2o016.c3v
4. /content,/drive/MyDrive FYP sentiment analysis 2o11-2024 freviews_2017.05v
5. feontent /drive /MyDrive,/FYP sentiment analysis 2011-2024 Teviews_2018.csv
6. /content,/drive/MyDrive FYP sentiment analysis 2011-2024 Teviews_2019.c5v
7. feontent (drive /MyDrive [FYP sentiment analysis 2041-200.4 /reviews_2020.05v
8. /eontent/drive, MyDrive/FYP sentiment analysis 2011-2024/Teviews_2021.05v
9. /content,/driveMyDriveFYP sentiment analysis 2011-2024 /reviews_2022.05v
10. fcontent//drive MyDrive/FYP sentiment analysis 2011-2024,reviews_2023.05v
11, /content/drive My Drive, FYP sentiment analysis 2011-2024 /Teviews_2024.05v
12, [content/drive MyDrive/FYP sentiment analysis 2011-2024/reviews_2012.05v
13. fcontent/drive /MyDrive FYP sentiment analysis 2011-2024 /Teviews_2013.c5vV
14, [content/drive, MyDrive/FYP sentiment anabysis 2011-2024 Teviews_2011.c57

=== CONSOLIDATED DATA SUMMARY ===
Total rows: 853
Date range: 2041-01-11 000000 10 202.4-12-21 000000

Sample consolidated row:

Timestamp 2011-01-11 000000
Beview/Text HET-BEIL. Paid for 20Kzs of bagzage on their sc...
Rating 8.0

Source Skytrax

Name: 840, divpe: object
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O dihead(s)

o Timestamp Review,Text Rating Source
240 2011-01-11 HET-BXE. Paid for 20Kz= of bagzage on their sc... B0 Skytrax
833 2011-01-20  HET-BEE. Online check-in down for several days... 6.0 Skytrax
338 2011-01-26 Took the inaugural flight from Chiang Mai to 5. L0 Skytrax
241 2011-02-22 BKK to Hat ¥ai [HDY) and noticed service deter... L0 Skytrax
842 2011-04-24  RGMN-BKE-RGM. Chedk in at Yangon International ... 9.0  Skytrax

[1 ditail(s)

E1y Timestamp Review/Text Rating Source
675 2024-11-03 [l Trip Verified | | would like to write about .. 100 Skytrax
674 2024-11-18 [ Trip Verified | | was forced to check my bag... 10 Shkytrax
673 2024-11-28 [ Trip Verified | One-hour delay dus to the late.. 90  Skybrax
677 20241201 | Trip Verified| | am extremely disappointad . 10 Skyerax
676 2024-12-21 [ Trip Verified | | bought a ticket from AirAs... 10 Skytrax
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v Phase 2 Text Cleaning

[1 defclean reviews dataframe(df, text col="Review) Text", imestamp_col="Timestamp", rate_col="Rating”, source_col="Source", debug_samples=3):

Clean the entire dataframe in one vectorized operation with progress tracking.
Args:

df: Input DataFrame

text_col: Column containing text to clean

debug_samples: Number of rows to show debug output for

patterns_to_remove: List of regex patterns to remove (defaults to common airline patterns)
Returns:

DataFrame with cleaned text and selected columns

patterns_to_remove = [r [ Trip Verified',|', r' 21 |[|], ' Trip Verified']
print(f"\nStarting text cleaning for {len(df)} reviews...")

2 Vectorized cleaning steps

& Cleaned Review']=(
dfftext_col]
astype(sir)
£ Remove patterns in one pass
replace(patterns_to_remove, ”, regex=Truz)
£ Keep letters, numbers, spaces, and sentiment punctuation
str.replace(r[“a-zA-Zo-g\s!7], ", regex=True)
# Normalize repeated ! or ?
str.replace(r (1]\?}2’, r'1, regex=True)
# Lowercase
str.lower()

)

2 Debug output for first ¥ samples
if debuz_samples > o:
print("\n=== CLEANING DEBUG SAMPLES ==="
sample_df = df.head(debug_samples).copy()
for _. rowin sample dfiterrows():
print(f"\nOriginal: {row(text col]}”)
print(f'Cleaned: {row] Cleaned Review1}")

print("Text dleaning completed!")

return M [timestamp_col, text_col, "Cleaned_Review’, ratecol, source_col]]

[1 #Cleanthe dataframe
cleaned_df = dlean_reviews_dataframe(df)

print("\n=== CLEANED DATA SUMMARY ===")

print(f"Total rows: {len(cdeansd_df)}")

print(f"Date range: {cleaned df] Timestamp'l.min()} to {cleaned df Timestamp'].max()}")
print(" nSample cleaned row:")

print{cleaned_dfiloc[a])

41

Starting text cleaning for 853 reviews...
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=== CLEANING DEBUG SAMPLES ===

[4]

COriginal: HETT-BEL Paid for 20Kzs of bagzage on their scales at Phuket my case weighed 19.2kes. 3 hours later the
Cleaned: hkthkk paid for 2okes of bagzaze on their scales at phoket my case weighed 192kes 3 hours later the same |

COriginal: HET-BEE. Online check-in down for zeveral days. Attempting to check-in with a mobile proved both costh
Cleaned; hktbkk online checkin down for several davs attempting to checkin with a mobile proved both costly and fo

Criginal: Took the inaugural flight from Chiang Mai to Singapore. To =3y it was just another flisht wonld be an unde
Cleaned: took the inangural flight from chiang mai to singapore to say it was just another flight would be an understi

Text cleaning completed!

=== CLEANED DATA SUMMARY ===

Total rows: 853

Date range: 2011-01-11 000000 10 20:24-12-21 000000
Sample cleaned row:

Timestamp 2041-01-11 000000

Beview/Text  HET-BEI. Paid for 20Kzs of bagzage on their se..
Cleaned_FReview hkibkk paid for 2okes of bagzage on their scal...
Rating 8o

Source Skytrax

Name; 840, dtvpe: object

L
[1 print{cdeaned dfhead(s))

Timestamp Beview, Text
840 z011-01-11 HET-BEE. Paid for 20Kgs of baggage on their sc...
830 2001-01-20 HET-BEE. Omnline check-in down for several days...
838 2o11-01-26 Took the inaugural flisht from Chiang Iai to 5...
841 2041-02-22 BEK to Hat Yai (HDY) and noticed service deter...
842 2011-04-24 RGN-BEK-RGN. Checkin at Yanzon International ...

[4]

Cleansd_Review Rating Source
840 hktbkk paid for 2okes of baggage on their scal... 8.0 Skytrax
839 hkibkk online checkin down for several days at... 6.0 Skyirax
838 took the inangzural flight from chiang mai tos... 5.0 Skitrax
841 bkk to hat vai hdy and noticed service deterio.. 5.0 Skyitrax
842 reobklren checkin at yvangon international air... guo Skytrax

[1 oprint(cleaned_df.tail(5))

Timestamp ReviewText
675 2024-11-03 [ Trip Verified| Iwould like to write about ...
674 2024-11-18 B Trip Verified| Iwas forced to check mv bag...
673 2024-11-28 |2 Trip Verified| One-hour delay due to the late...
677 2024-12-00 B8 Trip Verified| Iam extremely disappointed ...
670 2024-12-21 8 Trip Verified| Ibought a ticket from Ajras...

4]

Cleansd_Eeview Rating Source
675 iwould like to write about the splendid se... 10.0 Skytrax
674 iwas forced to check mv bag in for being 5. 1.0 Skytrax
673 onchour delay due to the late arrival of the ... o.0 Skytrax
677 iam extremely dizappointed with airasias h... 1.0 Skyfrax
676 ibought a ticket from airasia for a flight... 1.0 Skytrax
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v Text Blob

(1

51 I

from textblob import TextElob

Add TextBlob sentiment analy=is columns to a cleaned DataFrame

Args:
df: DataFrame containing cleaned text
text_col: Colomn name with cleaned text (defanlt 'Cleaned Review')

Returns:
DataFrame with added sentiment colummns

£ Calculate sentiment polarity (-1 to +1) and subjectivity (o to 1)

dff textblob_polarity’] = dfftext coll.apply{lambda x: TextBlob(x).sentiment. polarity)

aff textblob_subjectivity’] = dfftext_col].applv{lambda x: TextBlob(x).sentiment.subjectivity)

£ Add categorical sentiment label

aff ‘textblob _sentiment’] = &f textblob polarity’].apphy(
lamhbda score: ‘pozitive' if score = o
el=e ‘nesative’ if score < o
else ‘neutral’

)
return &f[ timestamp ool, text_col, “textblob_zentiment’, textblob polarity’, rate_col, source_col]]

£ Apply to cleaned DataFrame
cleaned_df = cleaned df.cop()
textblob_df =add_textblob amnalysis(cleaned_df)

print(textblob_dfhead(s))

Timestamp Cleaned Review
840 2011-01-11 hkibkk paid for 2okes of bagrage on their scal...
830 2011-01-20 hlktbkk online checkin down for zeveral days at...
838 2011-01-26 took the inangural flight from chiang mai to s...
841 2011-02-22 bk to hat vai hdy and noticed service deterio...
842 2011-04-24 rgnbklren check in at vangon international air...

textblob_szentiment textblob polarity Rating Source
Bao positive o.agoooo B Skytrax
83g positive o.048203 6.0 Skytrax
838 negative -0.008428 5.0 Skytrax
81 pasitive o.0306q0 5.0 Shytrax
842 positive 0.266667 guo Skytrax

~ Evaluation

[1 import pandasas pd

from sklearn.metrics import confusion_matrix, classification_report
import seaborn 2= sns
import matplotlib.pyplot az plt

 def normalize_rating{rating):

""Convert numerical ratings to sentiment categories™"
if rating = 52
return 'positive’
elif rating == sz
return 'neutral’
glzs:
return 'megative’
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© def evaluate _sentiment{df, method="textblob’, rating_col="Rating"):

Evaluate zentiment analy=is performance against normalized ratings

Parameters:

- df: DataFrame containing the data

- method: Either textblob’ or ‘finbert’ to specify which sentiment analysis to evaluate
- rating_col: Column name containing the ratings (defanlt 'Rating’)

£ Validate method input
method = method Jower()
if method not in [textblob’, 'finbert’, bert']:
raize ValueError{ " Method mmst be either ‘textblob’ or finbert’ or bert’ ™)

# Determine the sentiment column based on method
sentiment_col = f'{method} _sentiment”

# Mormalize ratings
& normalized _rating”] = dffrating_col).applbvinormalize _rating)

£ Generate confusion matrix
conf_matrix = confision_matrix|

df normalized_rating’],

df sentiment_col],

labels=negative’, nentral , ‘positive’]
)

£ Visualization
plt.figure(figsize={10, 7))
sns.heatmap(
conf_matrix,
annot=True,
fmt="d",
cmap="Blues’,
sticklabels="negative’, "'neutral’, "positive’],
yticklabels=[ negative', nentral’, 'positive’]
)
pltadabel(f Predicted Sentiment ({method.capitalize()}1")
plt.vlabel( Actual Sentiment (Rating)')
plt.title(f Sentiment Analyvzis Performance: {method.capitalize()} v Actnal Ratings")
plt.show()

£ Classification report
print{f"\nClassification Report ({method.capitalize]]}):")
print{classification_reporti
df[ normalized_rating’],
disentiment_col]
)]

return df
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o textblob_df = evaluate sentiment(textblob_df)

£ Show sample results
print(" nSample Results:")
print(textblob_dfi['Cleaned_Review', "Rating’, 'normalized _rating’, ‘textblob _sentiment'T].head())

<ipython-input-123-6250749c25f1>115: SettingWithCopvyWarning:
Avalue is trving to be set on a copy of a slice from a DataFrame.
Trvusing Joc[row_indexer,col_indexer] = value instead

[4)

See the caveats in the documentation: https: //pandas. pydats.org/pandas-docs stable ‘user enide /indexing himl #returning-a-view-versus-a-copyv
dff'normalized rating’] = dffrating col].apply(normalize rating)
Sentiment Analysis Performance

w
2
= 12
=
B
=
]
=
-
m
E S 1 1 19
=
&
= - 130
2
(=}
<
- 100
w
=
= 19 2
§_ - 50
negative neutral positive
Predicted Sentiment [TextBlob)
Classification Report:

precision recall fi-score support

negative o088 o5z obs 440
nentral o007 o003 o004 0
positive o2 o o075 g8z

ACCUTACY obg 8s3
macroavg o.52 o500 048 853
weightedave o4 o0 obr 833

Sample Resnlts:

Cleaned Rewview Rating '
840 hkibkk paid for 20kgs of baggage on their scal... 8.0
#30 hktbkk online checkin down for several davs at... 6.0
838 took the inangzural flisht from chiang mai to 5. 5.0
841 bkk to hat vai hdy and noticed service deterio... 5.0
842 renbkkren check in at vangon international air... 9.0

normalized_rating textblob_sentiment
840 positive positive
839 pozitive pusitive
898 nentral negative
R nentral positive
B4z pusitive positive
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~ fInBERT

(1

(1

(1

impart torch

from transformers import BertTokenizer, BertForSequenceClassification
import pandas as pd

from sklearn.metrics import confusion_matrix, classification_report
import matplotlib.pyplot as plt

import seaborn a5 sns

# 1, Load FinBERT Model (Financial Domain BERT)

MODEL_MNAME = "yivanghkust /finbert-tone” # Pre-trained FinBERT model
tokenizer = BertTokenizer from_pretrained(MODEL_MAME)

model = BertForSequenceClassification.from_pretrained{MODEL_INAME)

# 2. Sentiment Prediction Punction
def predict_sentiment{text, model, tokenizer):

Predict sentiment using FinBERET
Feturns: "positive”, "neutral”, or "nezative”
inputs = tokenizer|
text,
return_tensors="pt",
truncation=True,
max_length=512,
padding=True
)

with torch.no_grad(}:
outputs = model(*#inputs)

logits = outputs logits
predicted_class = torch.argmax(logits).item()

# Map to labels (FInBERT s classes: o=neutral, 1=positive, 2=negative)
return ["neutral”, "positive”, "negative”] [ predicted_class)

# 3. Apply to DataFrame
def analyze with_finbert{df, text_col="Cleaned Review ™)

Add FInBERT sentiment predictions to DataFrame

# Pun predictions in batches (avoids memory issues)
af"finbert_sentiment”] = dfftext_col].apph|

lamb«da x: predict_sentiment(x, model, tokenizer)
)|

return df

# Apply to cleaned DataFrame
cleaned_df = cleaned_df.copyi)
finbert _df = analyze with_finbert(cleaned df)

print(finbert_df.head(5])
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Timestamp BeviewText
840 2011-04-11 HET-BEE. Paid for 20¥zs of baggage on their sc...
830 2011-01-20 HET-BEE. Online check-in down for several days...
838 2011-01-26 Took the inaugural flisht from Chiang Mai to 5.
841 2011-02-22 BEE to Hat Yai (HDY) and noticed service deter...

842 2011-04-24 RGN-BEE-RGN. Checkin at Yangon International ...

Cleaned_Peview Hating Source '
840 hktbkk paid for 2okes of baggage on their scal... 8.0 Skytrax
839 hkibkk online checkin down for several days at... 6.0 Skytrax
838 took the inangural flight from chiang mai tos... 5.0 Skytrax
841 bkk to hat vai hdy and noticed service deterio.. 5.0 Skyirax
842 rgnbklren check in at yvangon international air... g.o0 Skytrax

textblob_polarity textblob_subjectivity textblob_sentiment ',

840 0100000 0.311667 positive
830 o.048203 0.346405 positive
838 -o.008428 0.500379 negative
81 o.030640 0.508587 positive
842 0.260667 0490470 positive
finbert _sentiment

840 nentral

839  negafive

838 neutral

841 nezative

842 nentral
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~ Evaluation

© finbert_df=evaluate_sentiment{finbert_df, method="finbert)

£ Show sample results
print{"nSample Results:")
print(finhert_df[['Cleaned FReview', 'Rating', normalized_rating’, ‘finbert_zentiment']].head())

C34 Sentiment Analysis Performance: Finbert vs Actual Ratings
250
2
= 13
E 200
150
14 14 3

- 100

Actual Sentiment {Rating)
neutral

35 116

positive

negative neutral positive
Predicted Sentiment (Finbert)

Classification Report (Finbert):
precision recall fi-score support

negative o1 039 0.50 0 440
pentral owg 045 o007 %
positive  0.93 055 ob3 38z

ACCUTACY 040 853
macroave o050 o040 o4z 853
weigshtedave o078 oud o5y 8s3

Sample Pesults:

Cleaned Review Rating ',
840 hkibkk paid for 20kes of bageage on their scal... 8.0
839 hkibkk online checkin down for several days at... 6.0
838 took the inangural flight from chiang mai to s... 5.0
841 bkk to hat vai hdy and noticed service deterio.. 5.0
842 rgnbkkrgn check in at vangon international air... o.o

normalized _rating finbert_sentiment
840 positive nentral
f3g positive negative
838 neutral neutral
811 nentral negative
842 positive nentral
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~ BERT
[1 from transformers import RobertaForSequenceClassification, RobertaTokenizer
import torch
from tqgdm import tgdm
import pandas as pd

model = RobertaForSequenceClassification.from_prefrained("cardiffnlp/ twitter-roberta-base-ssntiment™)
f
tokenizer = RobertaTokenizer.from_pretrained( cardiffnlp twitter-roberta-base-sentiment™)

def predict_batch(texts, model, tokenizer, batch_size=8):

predictions =]

for i in tgdm(range(o, len(texts), batch_size)):
batch = texts[i:i~batch_size]
inputs = tokenizer(batch, return_tensors="pt", truncation=True, max_length=512, padding=True) #Truncates longer texts, pads shorter ones to a consistent size.
with torch.no_pgrad(): 2Gets model predictions without caleulating gradients (faster, saves memory).

ourtputs = model(*#inputs)

preds = torch.aremaxontputs.logits, dim=1).talist()
predictions. extend([model.config.id=label[p] for pin preds])

return predictions

df"bert_sentiment"] = predict_batch(dfltext_col].tolist(}, model, tokenizer)
return df

4

Show hidden output

—
—t

cleaned_df = cleaned_df.copyi)
bert_df = analyze_with_bert{cleansd_df)

2F 100% N 107107 [12:25<00:00, 6.975/it]

Timestamp BeviewText '
__ 840 2011-01-11 HET-BEE. Paid for 20Kzs of bagzaze on their sc...
2T 839 z0d1-01-20 HET-BEE. Online check-in down for several days...
838 2011-01-26 Took the inangural flisht from Chiang Mai to 5...
841 2011-02-22 BEF to Hat Yai (HDY) and noticed service deter...
842 2011-04-24 BGN-BEE-RGN. Checkin at Yangon International ...

4

Cleaned_Review Rating Source '
840 hktbkk paid for 2okes of baggage on their scal... 8.0 Skytrax
830 hktbkk online checkin down for several davs at... 6.0 Skytrax
838 took the inaugural flight from chiang mai to s... 5.0 Skyvirax
841 bkk to hat vai hdy and noticed service deterio.. 5.0 Skytrax
842 renbkkren check in at vangon international air.. g.0 Skytrax

bert_sentiment
840 LABEL 1
833 LABEL_ 1
838 LABFL o
841 LABEL o
842 LABEL =2

[] print{model.config.id=label)
{o: TABEL o', 1: TABEL 1, 2: 'LABEL =2}

[4
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B =

£ Define the label mapping

label_mapping = {
'"TABEL o': 'megative’,
'"LABEL _1': 'meutral’,
'TABEL_2": "positive’

h

bert_dfz = bert_df.copy()
# Apphy the mapping to the bert_sentiment column
bert_dfe[bert_sentiment’] = bert_dfe['bert_sentiment’].map(label _mapping)

print(bert_dfz.head(s))

Timestamp BeviewText
840 2011-01-11 HET-BEE. Paid for 20Kes of bazgage on their sc...
839 2011-01-20 HET-BEE. Online check-in down for several days...
838 2011-01-26 Took the inangural flisht from Chiang Mai to 5...
841 2011-02-22 BEK to Hat Yai (HDY) and noticed service deter...
842 2011-04-24 RGN-BEK-RGN. Check in at Yangon International ...

Cleaned_PReview Rating Source ',
840 hktbkk paid for 2o0kes of bagzage on their scal... 8.0 Skytrax
830 hktbkk online checkin down for several davs at... 6.0 Skytrax
838 took the inaugural flight from chiang mai to s... 5.0 Skyvirax
841 bkk to hat vai hdy and noticed service deterio.. 5.0 Skytrax
842 renbkkren check in at vangon international air.. g.0 Skytrax

textblob_polarity textblobsubjectivity textblob_sentiment %

840 0.190000 0.511007 positive
830 o.048203 0.346405 positive
838 -0.008428 0.500379 negative
81 c.oz0040 0.508587 positive
842 0.266667 0490476 positive
bert_sentiment

840  mpeutral

833  neutral

838  negative

841 mnemative

842  positive
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~ Evaluation

[] bert_dfz =evaluate_sentiment(bert_dfz, method="hert")

# Show sample results
print("nSample Results:")

print(bert_dfz[['Cleaned_Review’, Rating, 'normalized_rating’, 'bert zentiment]].head())

3%
LE]
2
=
i
@
E
=
L]
=
t =
o P
Es5- 19
€&
w
K]
B
(=)
<
L]
>
AE- 33
negative
Classification Report (Bert):

precizion recall fi-score support

negative o088 o088 o088 440
neutral ow7 o049 Qa0 3t
positive  o.gq o800 o086 382

ACCUTACY o8z 853

macroave o003 ob3 obz  Bs3
weightedave o088 o082 o085 853

Sample Results:

Cleaned PFeview Hating '

Sentiment Analysis Performance: Bert vs Actual Ratings

38 13

neutral positive

Predicted Sentiment (Bert)

8.0

840 hkibkk paid for 2okes of baggaze on their scal...

839 hkibkk online checkin down for several days at... 6.0
838 took the inanzural flizht from chiang mai to 5... 5.0
841 bkk to hat vai hdy and noticed service deterin.. 5.0
842 rgnbklkren check in at vangon international air... 9.0

normalized_rating bert_sentiment
840 positive  meutral
f30 positive  newtral
838 neuiral  megative
81 nentral  negative
842 positive  positive
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v LSTM

[1 sentiment df=hert dfz

[] sentiment df = sentiment df rename{colummns={ Timestamp': 'dates’})

v Data Aggregation

0 defagoresate sentiment to quartery(sentiment df, financial dates):
Aggresate daily 'monthly sentiment data to quarterty financial periods

Args:
zentiment_df: DataFrame with cobomns [dates’, 'sentiment_score’]
financial dates: List of quarterly financial reporting dates

Betorns:

DataFrame with quarterly sentiment metrics
£ Convert to datetime and ensure proper format
sentiment_df[ dates"] = pd.to_datetime(sentiment_df]'dates'])
sentiment_df = sentiment_df.sort_values('dates")

£ Map sentiment to numerical values (if using catesorical labels)
sentiment _map = {'negative’: o, 'newutral': 1, 'positive’: 2}
sentiment_df] zentiment_score’] = sentiment_ [ bert_zentiment']. map(zentiment _map)

£ Create quarterty bins based on financial reporting dates
quarterly sentiment =[]

fori in range(len(financial _dates)-1):
start_date = financial dates[i]
end_date = financial dates[i+1]

iod_data = sentiment_df] (zentiment_ df] dates'] == start_date) &
(zentiment_df'dates] < end_date]]

if not period_data.empty:
quarterly stats ={
'dates': end_date, # Assign to the end of period
'sentiment_mean': period_data'sentiment_score'].mean(),
'sentiment _=td': period_data[ sentiment _score'].std(),
'sentiment_count'; len(period_data),
'positive_ratio”: (period _data[ zentiment _score”] = o).mean(]),
‘megative_ratio’: (period_data['sentiment _score’] < o).mean()
h
else:
# Handle missing data with neutral values

'megative_ratio’: o
h

quarterly_sentiment.append(quarterly_stats)
return pd.DataFrame{ quarterly _sentiment)
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# Merge sentiment data with financial data
merged_df = pd.merge(df, zentiment _df, on="dates’, how="=ft")

£ Fill any missing sentiment data (if no sentiment in quarter)

sentiment_features = [zentiment_mean', ‘sentiment_std’, 'sentiment_count’,
'positive_ratio’, ‘'negative_ratio’]

merged_df sentiment_featurses] = merged_dff sentiment_features].fillna(o)

£ Get all features including sentiment (or only sentiment if feature _cols is empty)
all_features = feature_cols + sentiment_features if feature _cols elz= sentiment_features
features = merged_dffall_features]

target = merged_df]target column]

dates = pd.to_datetime({merged dffdates'T)

# Scaling
scaler features = StandardScaler() £ Even if empty, create for consistency

£ Conditional scaling based on feature_cols
if feature_cols: £ If financial features are present
sraled_financial = scaler_features.fit_transformifeatures feature cols])
sraled sentiment = scaler sentiment.fit transform(featuressentiment features])
sraled_features = np.hstack([scaled _financial, scaled_sentiment])
glsz: # If only sentiment features are used
sraled_features = scaler sentiment.fit_transformifeatures)

scaled target = scaler _target.fit transformitarget.values.reshape!-1, 1))

# Create sequences

Xy v dates=[L[1.[]

foriin range(len(zcaled_features) - look_back):
X.appendizcaled_features[idi+look_back])
v.append(scaled_target/i+look_back])
v_dates.appendidates.iloc/i+look_back])

return np.arrayi X ), np.arrav(y), (scaler_features, scaler sentiment, scaler_target), np.array(y_dates)
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o # Load data
df = pd.read_csvl(l FCMI_imputed.csv’)

# Features and target
feature_cols =[]
- column = new_altman_z_score’

£ Prepare LSTM data

def prepare_lztm_data(df, feature _cols, target_column, look_back=s):
features = diffeature_cols]
farget = diftarget_column]
dates = pd.to_datetime{df[ dates']) # Parze dates

sraler features = StandardScaler()
scaler_target = StandardScaler()

sraled_features = scaler features.fit_transformifeatures)
sraled_tarzet = scaler_target.fittransform(target.values.reshapel-1, 1))

Xy y dates=[],[1.[]

for i in range(len(zcaled features) - look_back):
X.append(scaled features[ii+look_back])
v.append(scaled_target/i+look_back])
v_dates.append{dates.iloc/i+look_back]) # Alizn dates with targets

return np.array X)), np.array(y), scaler features, scaler target, np.array(y_dates)

# LSTM model builder
def create_lstm_model(input_shape):
model = Sequential ([
L3TM( 64, activation="relu’, input_shape=input_shape, return_sequences=True,
kernel _initializer=t{ keraz.initializers.glorot_uniform(zeed=42)),
LSTM( 32, activation="reln’,
kernel_initializer=tf keras.initializers.glorot_uniform(seed=42)).
Dense(16, activation="relu’,
kernel initializer=tf keras.initializers.glorot_uniform(zeed=42)],
Dense(1,
kernel_initializer=tf keras.initializers.glorot_uniform(ssed=42])
]
model.compile(optimizer=tf keras.optimizers.Adam(learning_rate=o0.001),
loss="ms=e’, metrics=mae'])
return model
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>

# Plotting results

def plot_lztm_result=(predictions, actuals, dates):
plt.figure(figsize={12, 6))
plt.plot(dates, actuals, label="Actual Z-Score, colar=Thlue")
plt.plot(dates, predictions, lahel="Predicted Z-Score', color="red, linestyle="--")
plt.title('LSTM Prediction of Altman F-Score Over Time')
pltxdabel{ Date")
pltvlabel( Altman Z-Score’)
pltlegend()
pltadicks(rotation=45)
plt.tizht layout()
plt.show()

def time_series_ov_lstmiX, v, dates, scaler_target, look_back=s, n_splits=s, test_size=10):
tsov = TimeSeriesSplitin_splits=n_splits, test_size=test_size)
mae_list, mse_list =[], []
last_dates = MNone

for fold, (train_idx, test_idx) in emumerate(tscv.sphit(X)):
X_train, v_train = X[train_idx], y[train_idx]
X_test, v_test = X[test_idx], y{test_idx]
fold_dates = dates[test_idx]

model = create_lstm_model(X train.shape[1:])
early_stop = EarlyStopping (monitor="lo=s', patience=10, restore_best_weights=True)

history = model.fit(X_train, v_train,
epochs=100,
batch_size=16,
verbose=o,
callbacks=[early_stop],
shuffle=Falss)

v_pred = model.predict{X_test, verbose=0)
v_pred_inv = scaler_target.inverse_transform(v_pred)
v_test_inv=szcaler target.inverse transform(y_test)

mas = mean_absolute_error(y_test_imv, v_pred_inv)
mse = mean_squared_error(y_test_inv, v_pred_inv)

mae_list.append(mae)
mse_list.append{mse)

print(f Fold {fold+1} — MAE: {mae:.3f}, MSE: {mse:.3f}”)
last_v_pred =v_pred_inv

last_v_test=1v test imv

last_dates = fold_dates

print{"\ nAverage MAE:", np.mean(mae_list])
print{"Average M3E:", np.mean(mse_list))

return model, last_v_test, last v pred, last_dates

Bachelor of Computer Science (Honours)
Faculty of Information and Communication Technology (Kampar Campus), UTAR

119



APPENDIX

41

# 1. Load and process financial data
financial df = pd.read _csvi’ FCMI_imputed.csv')
financial df]'dates"] = pd.to_datetime({financial df]'dates']) # Ensure date column exists

# 3, Aroregate sentiment to quarterly financial periods
guarterly_sentiment = aggregate sentiment to_quarterky|
sentiment_df,
financial &f[ dates l.nnique() # Get all financial reporting dates
)

# 4. Prepare combined LSTM data
X, v, scalers, dates = prepare_lstm_data_with_sentiment{
financial _df,
marterly_sentiment,
feature cols,
target_column,
look_back=5
)

# c. Train with time series cross-validation
final_mwdel, last_v_test. last_v pred. last_dates =time_series_cv_lstm(
X, v, dates, scalers[-1], # Last scaler is for target
look_back=s,
n_splits=s5,
test_size=10

)

£ 6. Evaluate results
plot_lstm_results(last v _pred, last_v_test, last_dates)

<ipython-input-52-1bgazos7ooae>:3: UserWarning: Parsing dates in %d ®sm/%Y format when dayfirst:
financial _dff'dates’] = pd.to_datetime(financial _df]'dates']) £ Ensure date cobumn exists

Jusrlocal 1ib/python3z.11 /dist-packages ‘keras src layers, ton T, py:200: UserWarning: Do not pass
super().__init  (**kwargs)

Fold 1 — MAE: 0.831, MSE: 0,736

Jusr/local 1ib/pythonz.11 /dist-packages keras sve layers, ton T, pyz00: UserWarning: Do not pass &
super().__init  [#¥kwargs)

Fold 2 — MAE: 0.670, MSE: 0.485

Jusr/local 1ib/pythonz.1a /dist-packages keras  sre layers, ton T, pyze0: UserWarning: Do not pass
super().__init_ (#¥kwargs)

Fold 3 — MAE: 0.76g, MSE: 1.013

Jusr/local 1iby/pythons.11 / dist-packages, keras, svc/layers /ron ‘Ton.py:zo0: UserWarning: Do not pass &
super().__init  (#¥kwargs)

Fold 4 — MAE: 4.045. MSE: 18.538

Jusr/local 1ib/pythonz.11 ) dist-packages keras,/src layers /ron ‘tom.pyzoo0: UserWarning: Do not pass a
super().__init (**kwargs)

Fold 5 — MAE: 4.656, MSE: 21.753

Average MAFE: 2.194228654152832
Average MSE: 8.505033702486619
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Altman Z-Score

LSTM Prediction of Altman Z-Score Over Time

—— Actual Z-Score
=== Predicted Z-5core

Prepare LSTM data with integrated sentiment features

Args:
df: Financial DataFrame with quarterly data
sentiment_df: Processed quarterly sentiment DataFrame
feature_cols: List of financial feature columns
target column: Target variable column name
look_back: Mumber of time steps to look back

Retorns:
X, v, scalers, dates

£ Merge sentiment data with financial data

merged_df = pd.merge(df, sentiment df, on="dates’, how="=ft")

£ Fill any mis=ing sentiment data (if no sentiment in quarter)

sentiment_features = [sentiment mean’, ‘sentiment_std’, 'sentiment count,
'positive ratio’, ‘megative ratio”]

merged_df/zentiment features] = merged dffzentiment features].fillna(o)

£ Get all features including sentiment
all_features = feature_cols + sentiment_features
features = merged_dffall_features]

farget = merged dfftarget column]

dates = pd.to_datetime(merged df[ dates'])

scaler_target = StandardScaler()
scaler sentiment = StandardScaler{) £ Separate scaler for senfiment

£ Scale financial features and sentiment separately
scaled financial = scaler features.fit_transformifeatures/feature cols])

sealed sentiment = zcaler sentiment.fit transform(features/zentiment features])

scaled features = np.hstack([zcaled financial, scaled sentiment])
sraled target = scaler targetfit transform(tareet.values.reshape!-1, 1))

£ Create sequences

Xy y_ dates=[] L[]

fori in range(len(scaled_features) - look_back):
X.appendizcaledfeatures[i:i+look_back])
v.append(scaled_target’i+look _back])
v_dates.append(dates.iloc[i+look_back])

return np.arrav(X). np.arrav(y), (scaler features, scaler sentiment. scaler target), npaarrav(y_dates)
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APPENDIX

[1 importos
import random
import numpy as op
import pandas as pd
import tensorflow as tf
from tensorflow . keras.models import Sequential
from tensorflow.keras.layers import LSTM, Dense
from tensorflow keras.callbacks import EaryStopping
from sklearn.preprocessing import StandardScaler
from sklearn.metrics import mean_ahsolute_error, mean_squared _error
from sklearn.model _selection import TimeSeriesSplit
import matplotlib.pyplot as plt

def zet_zeeds(zeed=42):
os.environ[ FYTHONHASHSEED ] = str{seed)
random.zeed(zeed)
np.random.seed(seed)
tirandom.set_seed(zeed)

£ Only st thread config if TF hasn't initialized vet
if not tf.confizlist_phyvsical devices(GPL):
os.environ[ TF_DETERMINISTIC OPS']='"1
gs.eviron[ TF_CUDNN_DETERMINISTIC] =1
iy
tf.config.threading.set_inter op_parallelism_threads(1)
tf.confiz.threading.set_intra_op_parallelism threads(i)
except FontimeError:
pass ¥ Skip if TF is already initialized

set_seeds(42) # Now safe to call even after TF init
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[1 2Loaddata
df = pd.read_csv( FCMI_imputed.csv')

# Features and target
feature cols =['depreciation_and_amortisation/ depreciation_of property_plant and equiptment’,'deld
- column = new_altman_z_score’

# Prepare LSTM data

def prepare_lstm_data(df, feature cols, target_columm, look_back=s):
features = df[feature_cols]
target = dfftarzet_column]
dates = pd.to_datetime({df] dates']) # Parze dates

sraler features = StandardScaler()
graler target = StandardScaler()

scaled features = scaler_features. fit_transformifeatures)
zraled_target = scaler target.fit transformitarget.values.reshape!-1, 1))

Xy v dates=[][1.[]

fori in ranze(len(scaled _features) - look_back):
X.append(=zcaled_features[izi+look_back])
v.append(scaled_target/i+look_back])
v_dates.append(dates.iloc[i+look_back]) £ Alizn dates with targets

return np.arrayviX), np.arrayv(y), scaler features, scaler_target, np.arraviy_dates)

# LSTM model builder
def create_lstm model(input_shape):
model = Sequential ([
LSTM( 6y, activation="relu’, input_shape=input_shape, return_sequences=True,
kemnel_initializer=tf keras.initializers.glorot_uniform(seed=42)),
LSTM( 32, activation="rzln’,
kemnel_initializer=tf keras.initializers.glorot_uniform(zeed=42)),
Dense(16, activation="relu’,
kernel_initializer=tf keras.initializers.glorot_uniformizeed=42]],
Dense(1,
kernel_initializer=tf keras.initializers.glorot_uniform{zeed=42])
JIj

model.compile(optimizer=t keras.optimizers. Adam(learning_rate=0.001),
loss="mze’, metrics=mae'])
return model
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[] # Plotting result=s
def plot_lstm_resnlts(predictions, actuals, dates):
plt.figure{figsize=(12, 6))
plt.plot(dates, actuals, label="Actual Z-Score’, color="blue")
plt.plot(dates, predictions, label="Predicted Z-Score’, color="red, linestyle="--")
plt.title LSTM Prediction of Altman 7-Score Over Time')
plt.xlabel Date’)
plt.vlabel( Aliman Z-Score’)
pltlegend()
pltaticks(rotation=45)
plt.tight layout()
plt.show()

# Time series cross-validation

def time_series_ov_lstm(X, v, dates, scaler_target, look_back=s, n_splits=5, test_size=10):
tscv = TimeSeriesSplit{n_splits=n_splits, test_size=test_size)
mae_list, mse_list = [], []
last_dates = Nons

for fold, (train_idx, test_idx) in enumerate{tscv.split(X)):
X_train, y_train = X[train_idx], y{train_idx]
X test v test=X[test idw], yitest idx]
fold_dates = dates[test_idx]

model = create_lstm_model(X train.shape[i:])
early_stop = EarlyStopping(monitor="oss", patience=10, restore_best_weights=True)

history = model.fit(X_train, v_train,
epochs=100,
batch_size=16,
verhose=n,
callbacks=[early_stop],
shuffle=Fals=)

v_pred = model. predict(X_test, verbose=o)
v_pred_inv = scaler_target.inverse transform(v_pred)
v_test_inv=szcaler target.inverse fransform(yv_test)

mae = mean_absolute_error(yv_test_inv, v_pred_inv)
mse = mean_squared_error(y_test_inv, v_pred_inv)

mae_list.append/mas)
mse_list.append(mse)

print(f " Fold {fold+1} — MAFE: {mae:.3f}, MSE: {mse:.3f}")
last_v_pred =v_pred_inv

last_v_test =y_test_inv

last_dates = fold_dates

print{"\ naverage MAE:", np.mean(mae_list))
print{"Average MSE:", np.mean(mse_list])

return model, last_v_test, last_v_pred, last_dates
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# 1. Load and process financial data
financal df = pd.read csv{FCMI_imputed.csv')
financial dff'dates’] = pd.to_datetime(financial dff dates']) # Ensure date column exists

# 3. Aggregate sentiment to quarterly financial periods
quarterty_sentiment = aggregate _sentiment_to_quarterhy|
zentiment_df,
financial ] datesl.unique() # Get all financial reporting dates
J

# 4. Prepare combined LSTM data
X, v, scalers, dates = prepare_lstm_data_with_sentiment{
financial df,
quarterly _sentiment,
feature_cols,
target_column,
look_back=5
J

# g. Train with time series crosz-validation
final mwodel, last v test, last v pred, last dates =time series cv_lstm(
X, v, dates, scalers[-1], # Last scaler is for target
look_back=s,
n_splits=3,
test size=10

)

# 6. Evaluate results
plot_lstm_resnlits(last_v_pred, last_v_test, last_dates)

<ipython-input-3g-1bgazogrooass 13 UserWarning: Parsing dates in %d/%m /%Y format when dayfirst=Fa
financial dff'dates’] = pd.to_datetime(financial dff'dates']) # Ensure date column exists

Jusr/local lib,/ pythons.11/dist-packages keras/src,/layers ron /ton. pyzo0: UserWarning: Do not passan i
soper().__init_ (*kwargs)

Fold 1 — MAE: 0,384, MSE: 0,181

jusr/local 1ib/ pythons.11/dist-packages keras/sre,/layers/ron /ton. pyzo0: UserWarning: Do not passan i
super().__init__ (**kwargs)

Fold 2 — MAF: 0.524, MSE: 0.352

Jusr/local by pythons. 11 /dist-packages keras /sre,/layers 'ron /ton. py:zo0: UserWarning: Do not pass an i
soper().__init_ (#kwargs)

Fold 3 — MAE: 0.544, MSE: 0.623

Jusr/local lib,/ pythons.11/dist-packages keras/src,/layers ron /ton. pyzo0: UserWarning: Do not passan i
super().__init__(**kwargs)

Fold 4 — MAE: 3.208, MSE: 11.741

jusr/local 1ib/ pythons.11/dist-packages keras/sre,/layers/ron /ton. pyzo0: UserWarning: Do not passan i
super(). _init  (**kwargs)

Fold 5 — MAE: 1.06g, MSE: 2.039

4]

Average MAE: 1.1257315132975578
Average MSE: 2.987271389080578
LSTM Prediction of Altman Z-Score Over Time
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This study examines Capital A Berhad's financial distress post, pre, during COVID-19, linking market
sentiment from news and reviews with financial data via time-series analysis. It explores the gap
|between the Altman Z-score's distress indication and PN17 status, analyzing the impact of
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