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ABSTRACT 

 

 

OPTIMUM PATHS-FINDING ALGORITHMS FOR α+1 PARTIAL 

BANDWIDTH PATH PROTECTION 
 

 

Gan Ming Lee 
 

 

 

 

 

 

Path protection ensures continuity of network services against link failure by 

assigning a link-disjoint secondary path to protect the primary path. Existing 

path protection schemes are classified into dedicated- and shared-path 

protections. However, these schemes either require high redundancy or 

substantial response time to resolve link failure. The end-to-end partial 

bandwidth protection scheme, denoted as α+1 protection, offers an alternative 

where only critical real-time information of the primary path is duplicated 

over the secondary path. The parameter α is defined as the ratio of the 

protection bandwidth (of secondary path) to the full bandwidth (of primary 

path). The challenge of α+1 protection is to identify a pair of primary-

secondary paths with lowest total cost comprising the optimal solution.  

 

Furthermore, an interesting optimal solution, which can neither be 

identified by the existing link-disjoint paths-finding algorithms, is found to 

occur when 0<α<1 in some cases. The occurrence of such an optimal solution 

has not been discussed in the literature, and it is referred to as a mid-optimal 

(MO) solution. In this thesis, the optimality conditions of the solutions with 

respect to any given value of α are explored, and new-efficient optimum paths-



iii 

 

finding algorithms for the α+1 protection are devised. The results derived from 

this study are supported by 5 refereed publications: 1 journal paper and 4 

conference proceedings, with another forthcoming journal manuscript pending 

submission. 
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CHAPTER 1 

 

INTRODUCTION 

1.0 INTRODUCTION 

 

1.1 Survivable Networks and Their Applications 

 

The emergence of next generation network technologies such as 

wavelength division multiplexing (WDM) (Cisco 2000; Mukherjee 2006; 

Charbonneau and Vokkarane 2011) have considerably accelerated the growth 

of data traffic in physical communications network by allowing vast 

bandwidth provision on a single optical fiber (Mukherjee 1992; Benhamiche et 

al., 2010). As such, the risk of connection disruptions due to fiber cuts or node 

failure could potentially cause huge amount of data loss severely affecting the 

quality of service as well as productivity (Luo et al., 2006; Song et al., 2007; 

Rak 2012). The issue of network survivability thus becomes a fundamental 

requirement for high capacity networks (Haider and Harris 2007). 

Survivability in communications networks is defined as the capability of 

providing services even in the presence of failures (Zhou et al., 2000). 

 

Two aspects are generally focused in survivable networks, mainly fault 

tolerance and redundancy (Ellison et al., 1999; Sterbenz et al., 2010). Fault 

tolerance refers to the threshold of the network to accommodate the 

occurrence of faults without compromising the overall system performance. 
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Redundancy employs a backup system in the network which offers equivalent 

functionality that circumvents the fault.  

 

Network survivability in terms of connectivity looks on the measures 

adopted to enhance the reliability of the network connection against physical 

links or node failures (Kerivin and Mahjoub 2005; Todd and Doucette 2011). 

The setup of alternate paths (redundancy) is a common technique employed to 

improve the connection reliability (fault tolerance).  

 

Generally, the survivability mechanisms (Gerstel and Ramaswami 

2000) at this level can be classified under two categories: protection 

(Ramamurthy and Mukherjee 1999; Song and Mukherjee 2009) and 

restoration (Ramamurthy and Mukherjee 2002; Li 2011). Protection is 

understood to be a proactive approach whereby the backup route along with 

spare capacity is reserved at the initial connection setup phase. Restoration on 

the other hand is a reactive approach in which only after the fault is detected, 

would the network initiate a connection recovery attempt utilizing the current 

available spare capacity. 

 

Communication network is the primary backbone for various 

connection, communication and network applications. The Internet for 

example has become vital for many industries including banking and finance, 

logistics, and commerce (Li et al., 2008; Sterbenz et al., 2010). High volumes 

of transactions involving various currencies and amounts are made over the 

Internet every day across time zones (Galati 2000). The Internet is also used in 
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administrations, communications, obtaining products and services, 

information access, as well as in numerous other fields.  

 

The telecommunication networks consist of transmission and 

switching systems (McGorman 2002) which provide telephony service over 

mobile and fixed lines. The telephone network is the fundamental medium for 

voice communication. The network has since evolved to support packet data 

traffic (Liao et al., 2011). The growth and dependence on telecommunication 

service has raised the issue of the network architecture’s survivability. This 

has become a crucial aspect especially for vendors, service providers and 

government agencies (Liu et al, 2004). 

 

Military communication networks are developed specifically for the 

demands of modern battlefield (Fu-Li et al., 2011; Shi et al., 2012). National 

defense and efficient warfare coordination depends on the ability to execute 

network centric warfare and operations through a robust military network 

(Sterbenz et al., 2010). The concept of network centric warfare is to ensure a 

robust military network to enhance information sharing, situation awareness, 

collaboration, synchronization, sustainability, speed of command and mission 

effectiveness (Department of Defense 2005). 

 

In the utility industry, for instance power generation and distribution, 

smart grid communication network is fast becoming the next emerging 

advancement by integrating the applications of telecommunication and 

information technology onto the electrical power grid (Luan et al., 2010; Hunt 
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2012). This enables the monitoring, control and communication on various 

aspects of the power grid to customers and operators, thus providing an 

opportunity to respond in real-time towards the changes of the grid’s condition 

(Aalamifar et al., 2012). 

 

Healthcare is another field which is beginning to see a growing 

reliance in communication network (Ghassemi and Wunnava 2002; Graves et 

al., 2005). Communication network in healthcare such as e-health and 

telemedicine (Pinciroli et al., 2011) is a critical component for communicating 

to a data centre to retrieve patient information, personnel authentication, inter- 

and intra-hospital communication, aid in disaster recovery, emergency 

response and patient health monitoring. Since healthcare is itself a critical field, 

it is vital that a reliable communication network be used in support of their 

important responsibility. 

 

It is obvious that these critical network infrastructures are not only 

essential but they also support the functions of other systems (Rinaldi et al., 

2001). The failure to any of these critical networks could cause catastrophic 

consequences. Therefore the study of network survivability is crucial to build 

a resilient and robust communication network. 

 

1.2 Project Motivation and Objectives 

 

Protection schemes are measures implemented to ensure the overall 

network’s survivability in the event of unforeseen incidents, for instance link 
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failures. A link failure, such as a fiber cut is the most common cause of 

connection failure (Long 2010; Wu et al., 2011) that could be due to natural 

disasters, accidents, human error or intentional sabotage. In a network, the 

main connection between the source and destination is known as the active 

path or primary path. The objective of protection schemes is thus to maintain 

the connectivity between the source and destination nodes even if a link failure 

occurs along the primary path. These protection schemes can, in general, be 

categorized into link protection, path protection and partial path protection. 

They each function to provide varying levels of reliability for the connectivity 

between the source and destination nodes. 

 

Two important aspects are basically used to evaluate the feasibility of 

protection schemes, namely the resource utilization and recovery speed (Li et 

al., 2001; Guo et al., 2008). Resource utilization can be measured by the 

amount of redundant backup resource being reserved to protect a particular 

connection. Conversely, the recovery speed is affected by the time needed by 

the protection scheme to detect a fault and resume the transmission. In the 

existing protection schemes, there is a tradeoff between resource utilization 

and recovery speed. Some protection schemes allow several connections to 

share the same pool of backup resource thus resulting in higher resource 

utilization but at the expense of recovery speed and vice versa. The 

architectures of the following protection schemes are discussed in the context 

of resource utilization and recovery speed.  
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Link protection (Ramamurthy and Mukherjee 1999; Zhou et al., 2000; 

Mukherjee 2006) protects individual links that make up the primary path. If a 

link on the primary path fails, link protection reroutes all traffic over the failed 

link while the rest of the links remain on the path. The architecture of link 

protection enables fast protection-switching time (Mukherjee 2006), because 

the fault detection and recovery are managed by the end nodes of the failed 

link without the involvement of the source and destination nodes (Zhou et al., 

2000). This results in a desirable recovery performance. However, since there 

is no way to predict which link will fail, all the links along the primary path 

have to be considered in order to realize this protection scheme. This becomes 

impractical to implement as the size of the network increases. Consequently, 

the resource utilization for link protection is less efficient compared to path 

protection (Mukherjee 2006). 

 

Implementing path protection to a network between a source and 

destination involves a primary path and a secondary path (or a protection path), 

where the two paths must be link-disjointed. Suppose a link in the primary 

path is broken, the secondary path would ensure the continuity of service by 

assuming the responsibility of data transfer that was handled by the primary 

path. 

 

Existing path protection schemes are generally classified under two 

major categories: dedicated path protection (e.g., 1+1 protection, 1:1 

protection) and shared path protection (e.g., 1:N protection, M:N protection) 

(Ramamurthy and Mukherjee 1999; Zhou et al., 2000; Assi et al., 2003; 
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Haider and Harris 2007). In the 1+1 protection, the same information signals 

are transmitted simultaneously by the source through both primary and 

secondary paths to the destination. Since the destination receives a full set of 

duplicate data, fast connection recovery can be ensured in the case of link 

breakdown on the primary path (recovery time ≤ 50ms) (Koster et al., 2005; 

Haider and Harris 2007). However, it is less efficient in resource utilization as 

it requires 100 percent redundancy.  

 

The 1:1 protection, on the other hand, is a special kind of dedicated 

path protection (Schupke and Prinz 2004; Saeedinia 2011). It initially 

transmits data only on the primary path, and the reservation of bandwidth on 

the secondary path is rather a soft one so that low-priority traffic can utilize 

the reserved bandwidth when the protection detail of the secondary path has 

not been activated (Haider and Harris 2007). Only when the primary path fails, 

the transmission of data is resumed by switching the connection to the 

secondary path. However, the 1:1 protection still reserves the same amount of 

bandwidth to be for protecting high-priority traffic, thus it does not have 

significant saving in protection bandwidth because of its dedicated nature. 

Moreover, in the 1:1 protection, only after a failure is detected on the primary 

path, the secondary path can then resume the transmission, which leads to a 

higher recovery time compared to the 1+1 protection (Haider and Harris 2007). 

 

The 1:N protection allows a single secondary/protection path to be 

shared by N primary/active paths, thus resulting in a more efficient resource 

utilization compared to the 1+1 and 1:1 protections owing to such a shared 
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nature. The drawback however is the limited protection coverage. That is, 

once the reserved backup resource has been used in the event of a path failure, 

all other paths that rely on this backup resource will be unprotected. To 

resolve this problem, M secondary/protection paths are used to protect N 

primary/active paths in the M:N protection. Nevertheless, it still suffers from 

less tolerance for multi link failures compared to the dedicated path protection 

(Zhou et al., 2000). In addition, both the 1:N and M:N protections notice 

significant increase in the response time to detect and recover from link failure 

due to the similarities in architecture with the 1:1 protection. 

 

Another protection scheme known as the partial path protection (PPP) 

(Wang et al., 2002; Xue et al., 2005) assigns an ‘end-to-end’ protection path 

for each link of the primary path. Since the protection paths in PPP function to 

only protect certain link(s) on the primary path, it makes this protection 

scheme more flexible to implement as the protection path needs not be 

completely link-disjoint with the primary path. It is shown in Wang et al., 

(2002) that PPP outperforms the path protection in terms of blocking 

probability. But, the disadvantage of the PPP is fairly obvious. Apart from the 

detection at a higher layer for the primary path failure, local information at the 

lower layers for the location of the failed link on the primary path must also be 

identified. Both pieces of information are needed by the network manager in 

order to activate the necessary protection path associated to the particular 

failed link, compromising further the recovery time. 
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In most cases, when the primary path fails, real-time network 

applications could still be functioning at a satisfactory level over the 

secondary backup path that transmits only mission-critical data (Roy and 

Mukherjee 2008; Huang et al., 2010a; Huang et al., 2010b). In other words, 

the primary path should be able to be protected by a secondary link-disjoint 

path whose protection bandwidth is less than the primary bandwidth. The 

concept is to provide sufficient protection to ensure continuity of service with 

lower backup bandwidth, and thus reducing the network cost while the 

recovery time is not compromised. Such a concept is labeled as the partial 

bandwidth path protection scheme (Fang et al., 2005) or the α+1 path 

protection (Gan and Liew 2011). 

 

1.2.1 α+1 Path Protection 

 

Similar to the 1+1 protection, a solution in the partial bandwidth path 

protection comprises a pair of link-disjoint primary and secondary paths 

between the source and destination nodes. Unlike the 1+1 protection, however, 

the bandwidth requirement by the secondary path to protect the primary path 

can be flexibly adjusted. This protection scheme is denoted as the α+1 

protection, where α is defined as the ratio of the bandwidth required on the 

secondary path over that required on the primary, and 0≤α≤1. This scheme is 

in fact applicable in optical networks as well as connection oriented networks 

such as IP/MPLS and ATM.  
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The value for parameter α is user defined, and it essentially specifies 

the level of protection required by respective services. As the value α varies, it 

may result in a different optimal solution with minimum total cost in 

implementing the α+1 protection. For instance, when α is equal or very close 

to zero, it is obvious that the shortest path, serving as the primary, coupled 

with another link-disjoint shortest secondary path would be an optimal 

solution because no or only very little protection bandwidth is required. Such a 

solution can be identified by a link-disjoint paths-finding algorithm called the 

Remove Find (RF or two-step method) (Bhandari 1994). When α is equal or 

very close to one, on the other hand, the optimal solution can be identified by 

another algorithm called the Link-disjoint Bhandari (LB), which was proposed 

in Guo et al., (2003) for the 1+1 protection. Detail examples describing the 

Remove Find and Link-disjoint Bhandari algorithm are presented in Chapter 

3.3. 

 

An interesting optimal solution, referred to as a mid-optimal (MO) 

solution occur when 0<α<1 in some cases. Such unique optimal solutions 

could not be identified by the RF and LB paths-finding algorithms nor has it 

been discussed in the literature. Further discussions on the MO solution are 

presented in Chapter 3.5. The fundamental objective of this study is therefore 

centered on the occurrence of the MO solution and the research towards an 

improved and enhanced optimum paths-finding algorithm for the α+1 

protection scheme.  
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1.3 Research Framework and Contributions 

 

The study presented in this thesis has the following framework as 

shown in Figure 1.1. The general research area is categorized under network 

routing. The subject area is then focused towards routing protection schemes 

and the existing path protection schemes such as the 1+1, 1:1, 1:N, M:N and 

PPP are reviewed accordingly. The discussion continues with the partial 

bandwidth path protection or α+1 protection scheme as the ideal protection 

scheme due to its features which addresses the disadvantages of the other 

existing path protection schemes. The problem formulation with regards to the 

α+1 protection is subsequently introduced and the discussion looks into the 

approaches from various studies.  

 

Figure 1.1: Project framework 
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The main contributions presented in this thesis are in two phases. In 

phase 1, the research is centered on the characteristics of the optimal solutions 

which comprised of link-disjoint paths. The properties inherent in the mid-

optimal (MO) solution are particularly analyzed. The occurrence of such an 

optimal solution has not been discussed in the literature. In phase 2, the 

properties derived in phase 1 are incorporated to construct three novel 

optimum link-disjoint paths-finding algorithm for the α+1 protection schemes. 

The three proposed α+1 optimum paths-finding algorithms are labeled as the 

α-optimum (AO), reversed α-optimum (RAO) and the toggling dual cost 

(TDC) algorithm. The link-disjoint path-finding algorithms could also be 

realized as node-disjoint algorithms by utilizing the concept of ‘node-splitting’ 

(Guo et al., 2003; Suurballe and Tarjan 1984). 

  

The AO algorithm identifies the optimal solutions utilizing the Yen’s 

algorithm (K-shortest path algorithm). The K-shortest path algorithm functions 

to discover not just the shortest path in the network, but also the second 

shortest path, third shortest path and so forth. The Yen’s algorithm (Yen 1971) 

is a well known K-shortest path algorithm and has a complexity of O(KV(E+V 

log V) (Martins and Pascoal 2003), where K is the number of paths to be found 

in ascending cost order. Among existing K-shortest path algorithms, the Yen’s 

algorithm is selected because it is shown to have the lowest complexity 

(Hershberger et al., 2007a; Hershberger et al., 2007b).  

 

Apart from that, the AO algorithm incorporates the derived properties 

of the MO solution which enables it to run efficiently without performing an 
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exhaustive search, as compared with other existing algorithms. The RAO 

algorithm suggests a slight modification to the original graph before executing 

the Yen’s algorithm to identify the optimal solution. This slight modification 

allows the RAO to have a more effective stop parameter and reduces the 

procedures involved in each iterative cycle in comparison with the AO 

algorithm. The TDC algorithm functions with a modified version of the 

Bellman-Ford algorithm to find the optimal solution without the use of the K-

shortest path algorithm. Generally, it is found that the largest contributor to the 

complexity of the α+1 optimum algorithms is due to the K-shortest path 

algorithm. As such, the TDC is shown to have a significantly lower 

complexity compared to the AO and RAO algorithms. A comparison between 

these new proposed α+1 optimum algorithm is reviewed in Chapter 5.4. 

 

1.4  Thesis Overview 

 

In this PhD thesis, findings will be presented to address the challenges 

mentioned with reference to the α+1 path protection along with the proposed 

approach to resolve the optimal solution. The results derived from this study 

are supported by 5 refereed publications: 1 journal paper and 4 conference 

proceedings, with another forthcoming journal manuscript pending submission. 

 

The remaining chapters of the thesis are organized as follows. Chapter 

2 discusses in detail the mechanism, advantages and applications of α+1 path 

protection (partial bandwidth path protection) including a review on the 

relevant literatures concerning this scheme. Chapter 3 looks into the problem 
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formation for the α+1 path protection solution and review studies with similar 

optimization function. The occurrence of the MO solution in α+1 path 

protection is subsequently highlighted together with the derivation of the MO 

solution properties. Chapter 4 presents two proposed optimum paths-finding 

algorithm (AO and RAO algorithm) for the α+1 path protection that is based 

on the utilization of common K-shortest path algorithm. Chapter 5 presents 

another optimum paths-finding algorithm (TDC algorithm) which applies a 

graph transformation process known as Suurballe graph transformation, 

instead of the K-shortest path algorithm to obtain the optimal solution with 

lower time complexity. Chapter 6 concludes the thesis. 
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CHAPTER 2 

 

PARTIAL BANDWIDTH PATH PROTECTION (α+1 PROTECTION) 

2.0 PARTIAL BANDWIDTH PATH PROTECTION (α+1 

PROTECTION) 

2.1 Mechanisms of α+1 Protection 

 

The concept of α+1 protection is categorized as a path protection 

scheme. A connection between a source and destination node implemented 

with the path protection scheme will consist of a primary path which is 

protected by a secondary link-disjoint path. The secondary path ensures that 

connection between the source and destination node is maintained when the 

primary path fails. While the amount of bandwidth provided along the primary 

path enables the actual intended service operation, the concept of α+1 

protection propose that the resource (bandwidth) allocation along the 

secondary path need not be the same as that of the primary path. It is found 

that many applications can provide a basic but nonetheless satisfactory service 

under minimum resource constraint (Santos et al., 2009; Vadrevu et al., 2012). 

Therefore, this basic form of service is made available through the secondary 

path in the event the actual comprehensive service could not be provided via 

the primary path. In view of this concept, the resource allocation along the 

secondary path can be significantly reduced compared to the resource 

allocated on the primary path. 
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The character α is used in this context corresponds to, in ratio, the 

amount of bandwidth allocated in the secondary path over that allocated in the 

primary path where 0≤α≤1. Changing the value α proportionally adjust the 

amount of bandwidth to be allocated in the secondary path to protect the 

primary path. When α=0, it indicates that no bandwidth is allocated on the 

secondary path. This is a hypothetical case where it implies that the primary 

path is unprotected. When α=1, the amount of bandwidth assigned on the 

secondary path is the same as that on the primary path. This protection 

configuration is now actually the same as the 1+1 path protection. It is 

apparent that a varying grade of protection can be offered in this manner. By 

adjusting the value of α, protection levels can range from zero protection (α=0) 

to full protection (α=1). This allows the flexibility for various applications to 

specify their desired levels of protection according to individual requirements 

and specifications. 

 

2.2 Advantages of α+1 Protection over Existing Path Protection 

Schemes 

 

Existing path protection schemes as mentioned in the previous chapter 

are the 1+1 protection, 1:1 protection, 1:N / M:N protection (Ramamurthy and 

Mukherjee 1999; Zhou et al., 2000; Schupke and Prinz 2004; Haider and 

Harris 2007) and partial path protection (PPP)(Wang et al., 2002; Xue et al., 

2005). The differences and disadvantages of these existing schemes was 

discussed and subsequently the α+1 protection and its features are highlighted. 

One key feature of the α+1 protection is the fast recovery response time 
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similar to that of dedicated path protection. This positive attribute makes the 

α+1 protection an attractive scheme compared to the 1:1 protection, 1:N / M:N 

protection and PPP. Apart from that, the α+1 protection has the flexibility to 

offer a range of protection levels through specifying the value of α. This 

allows the α+1 protection to reduce the amount of redundancy required and 

consequently overcome the disadvantage faced by the 1+1 protection scheme 

which is notorious for having high redundancy. 

 

From the network administrator’s perspective, the α+1 protection 

enhances the network utilization. The efficient use of network resources by 

reducing redundancy for protection will improve the network’s performance. 

This is reflected by the higher call admission rate (throughput) or lower 

blocking probability. The ensuing example illustrates this improvement by 

simulation over a graph topology.  

 

A physical communications network is commonly represented in a 

topology comprising of nodes (which are either redistribution points or 

communication endpoints) interconnected by links (such as fiber optic cables). 

A graph is a practical mathematical representation of communications network 

(Laborczi 2002; Tizghadam and Leon-Garcia 2010). Nodes or vertices in the 

graph depicts the physical routers or switches while the graph edges are the 

cables or optical fiber links. A graph is expressed as G = (V,E), where V is a 

non-empty set consisting the elements of the graph vertices (Jungnickel 2008). 

The elements in set E are the graph edges. Two edges are considered to be 
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adjacent if they share a common node. Likewise, two nodes are adjacent when 

they are connected by the same edge.  

 

A network is usually modeled as a directed graph (Laborczi 2002). 

Supposed set V consists of the nodes {a, b, c, d, e, f, g} with the ordered edge 

set E {(a, b), (b, e), (c, d), (d, e), (e, f), (f, g)}. From this example, nodes a and 

b are adjacent nodes because they are connected with edge (a, b). Similarly, 

edge (a, b) and edge (b, e) are adjacent to each other because they have node b 

as the common node. The combination of sets V and E forms a graph (Harris 

et al., 2008). Additionally, the node degree indicates the number of edges 

incident on the node. 

 

A path is defined as a route between a specified start/source nodes and 

end/destination node where the edges and nodes traversed from the source 

node to reach the destination node are distinct (Jungnickel 2008). A path can 

be expressed in a sequence of nodes. Referring to the previous example, the 

graph G = (V,E) consists of the nodes {a, b, c, d, e, f, g}∈V and edges {(a, b), 

(b, e), (c, d), (d, e), (e, f), (f, g)}∈E. If the source and destination nodes are 

node a and node f respectively, the route from the source to destination node, 

denoted as path P may be expressed in this manner: P = (a, b, e, f). 

 

The edges in the graph are often assigned with a weight value making 

the graph, a weighted graph. The weight value might indicate the distance, 

cost, time or delay, between two connecting nodes (Laborczi 2002; Jungnickel 
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2008). By attaching a weighted metric on the graph edges, it allows the 

computation to optimize the path selection based on specified criteria. 

 

Correspondingly, the simulation in this example is conducted on a 14 

node 21 bidirectional link NSFnet topology , as shown in Figure 2.1,with W = 

16 unit bandwidth per link. The links, for this instance, are assumed to have 

equal weights where the weight represents the length of the link. 

 

Each call is a connection request between two nodes on the network. 

Calls arrive in accordance to a Poisson process with rate λ. Source and 

destination node is randomly selected based on a uniform distribution. The call 

duration is exponentially distributed with a mean of 1/µ. Therefore the Erlang 

load offered to the entire network is ρ=λ/µ. A successful call request would 

reserve 1 unit bandwidth on the primary path while on the secondary path the 

unit bandwidth reservation is proportional to α. If there is not enough capacity 

for either the primary or the secondary path’s request, the call is blocked. For 

this example, the primary path is determined as the shortest-available path, 

while the secondary path is the shortest–available path which is link-disjoint 

with the primary path. 
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Figure 2.1: 14-node 21-bidirectional links NSFnet 

 

Figure 2.2 shows the influence of α on the network’s performance, 

measured in blocking probability. Each matching parameter shows the average 

blocking probability after 1 million calls. As α vary between 0.5 and 1, it 

respectively corresponds to 50% and 100% of protection bandwidth reserved 

along the secondary path with reference to the bandwidth utilized on the 

primary path. The graph in Figure 2.2 indicates that the blocking probability 

decreases when the protection ratio, α, is reduced. This trend is expected 

because by reducing the protection bandwidth, the network will generally have 

more spare capacity to accommodate a higher volume of calls. The results in 

Figure 2.2 verify that the implementation of the α+1 protection scheme does 

significantly improve the network’s performance. 
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Figure 2.2: Effect of α on blocking probability 

 

2.3 Applications for α+1 Protection 

 

In communication networks, a connection-oriented network can be of 

either circuit switching or packet switching network (Veeraraghavan and 

Karol 1999; Veeraraghavan et al., 2006). A connection-oriented network 

basically requires a connection between two users to be set up by reserving 

network resources along the path before any actual exchange of 

communication occurs (Peros 2006). Examples of circuit switched networks 

are WDM and SONET/SDH networks, while connection-oriented packet 

switching networks are such as ATM, X.25 and MPLS. In circuit switching 

network, a channel is allocated for each connection. As for connection-

oriented packet switching networks, communication is packaged in the form 

of packets. Network resources measured in bandwidth is reserved along the 
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connection path which accommodates the transmission of packets between 

both users.  

 

The implementation of path protection complements the connection-

oriented network by improving the transmission’s path reliability. Path 

protection protects the transmission path by assigning a secondary link-

disjoint path. Dedicated path protection will ensure a fast recovery from path 

failure. This feature is offered by the α+1 protection scheme. Additionally as 

mentioned, the α+1 protection provide the flexibility to specify the level of 

protection depending on respective specifications and applications. This 

allows the network resource to be efficiently utilized by reducing the amount 

of redundancy allocation. 

 

Next generation network applications such as IPTV, VoIP, VoD, 

Triple Play (VoIP, video, data), IMS and P2P are fast dominating the data 

traffic in networks with a considerable growing number of end users 

(Needham and Harris 2008; Fiedler et al., 2009; Gumaste et al., 2010). Most 

of these applications function by streaming data in real-time (Gamage et al., 

2007). The implementation of path protection for these applications would 

comprise a primary path, protected by a secondary link-disjoint path. To 

ensure minimum disruption in the event the primary path fails, the time 

needed for service to resume over the secondary path must be minimized. At 

present, the protection scheme with fast recovery time is the dedicated path 

protection (Haider and Harris 2007; Sukhni and Mouftah 2008). The 
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implementation of this scheme however, as mentioned, employs high 

redundancy.  

 

In most cases, when the primary path fails, these applications could 

still function at a satisfactory level over the secondary path that transmits only 

mission-critical data. This is the rationale behind the α+1 protection scheme. It 

provides sufficient protection to ensure continuity of service with fast recovery 

time. For example, VoIP (Kim et al., 2010; Jelassi et al., 2012) involves real-

time data streaming of audio feeds over IP networks for communication 

purposes. Suppose the α+1 protection scheme is employed in this application. 

A standard connection between two end-users involves a primary path and a 

secondary link-disjoint path. The primary path would transmit voice data of 

the highest quality possible while the secondary protection path transmits only 

the essential voice packets sufficient for satisfactory communication. In the 

event the primary path fails, continuity of service is assured at a reasonable 

level of quality.  

 

From a network provider’s point of view, services can be separated 

according to their protection level requirements. For example, critical services 

be provided with the 1+1 protection, best-effort service are not given any 

protection and intermediate service are offered 1:1 or shared backup protection. 

With the α+1 protection scheme, services can offer a more flexible range of 

protection level specified by α. The issue that arises is that the optimum routes 

may not be similar for services with different protection level. For example, 

the optimum routes (primary path and secondary path) for services with 1+1 
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protection may be different from the best effort services (no protection). 

Likewise, services with α level of protection might also have another optimum 

route. This matter would be discussed in detail in the proceeding chapters.  

 

2.4 Existing Studies on Partial Bandwidth Path Protection 

 

There have been substantial interests in the study of partial bandwidth 

path protection for the application in optical network communication. In 

Tracca et al., (2006), the concept of differentiated reliability (DiR) (Luo et al., 

2009; Wu et al., 2010) is applied to the design of WDM networks together 

with the shared path protection (SPP) switching scheme. The scheme is 

referred to as SPP-DiR. In shared path protection, the resources along the 

backup paths are allowed to be shared on the condition that the primary paths 

do not have any common links. The proposed SPP-DiR scheme suggests that 

the backup resources for intersecting primary paths are still allowed to be 

shared provided that the computed maximum acceptable downtime ratio 

(MADR) is less than the tolerated value determined by the application. This 

enables reliability to be offered at different levels and as such reduces the 

necessary overall network resources while ensuring that each client 

application attains the necessary reliability as required and consequently 

resulting in cost reductions. 

 

In another study, the quality of protection (QoP) framework is 

proposed (Ye et al., 2002; Fang et al., 2005) where partial protection is 

considered for a connection. The primary path is protected by a link-disjoint 
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backup path in which the bandwidth allocated along the backup path can be 

less than or equal to the bandwidth on the primary path. This allows the 

network to offer protection where each application can specify the minimum 

amount of bandwidth required to be reserved on the backup path. The 

proposed scheme is intended to reduce backup capacity allocation and as a 

result minimize the overall network blocking probability and connection cost.  

 

The quality of protection framework proposed in Fang et al., (2005) is 

further enhanced in Sivakumar et al., (2007) and Gerstel and Sasaki (2010). 

As mentioned, the partial protection scheme in Fang et al., (2005) protects the 

primary path with a link-disjoint backup path where the reserved capacity on 

the backup path is less than or equal to the primary path. When the primary 

path fails, the connection is switched over to the backup path. Additionally, 

the mechanism described in Sivakumar et al., (2007) would attempt to 

maximize the bandwidth when the backup path is activated on top of its 

initially reserved capacity. This is to help minimize the effects caused by the 

bandwidth reduction when the connection switches to the protection path. 

 

The partial protection model in Das et al., (2009) and Kuperman et al., 

(2011) suggest a slightly different perspective. A minimum fraction of the 

demand, denoted as q, is guaranteed between the source and destination, 

where q can range from 0 (no protection offered) to 1 (the service is fully 

protected). The scheme however views the demand and protection capacity as 

a single entity. Hence capacity is allowed to be distributed along multiple 

disjoint paths provided that the demand is satisfied, for service to be fully 
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functional, and the backup capacity is guaranteed when a single link failure 

occurs.  

 

The multi-QoP scheme in Grover and Clouqueur (2005) presents a 

comprehensive policy that stipulate treatment of respective demands in a 

mesh-restorable network. The policy is divided into several classes which are: 

gold, silver, bronze and economy. Demands categorized under gold are 

offered full restoration protection. For those who are under the silver plan, 

connection restoration is of best effort depending on existing spare capacity 

with priority given to services that subscribe to the gold policy. Services that 

choose the bronze category are not offered any protection. Under the economy 

class, connections are also not protected and their primary resources may also 

be reassigned to satisfy the restoration requirement under gold. Studies with a 

similar concept are discussed in Giorgetti et al., (2005) and Kodian and Grover 

(2006). 

 

Rak et al. (2009) considers differentiated levels of network 

survivability for double-node failure. Differentiated levels of network 

survivability are offered in the form of connection restoration time. Service 

demands are categorized under their respective service class based on the end-

users priority requirements. As such, a lower priority demand would 

experience an increase in restoration time and vice versa. However, the 

solution produced may be only sub-optimal as it is obtained through a 

heuristic approach using an exhaustive trial search. 

 



27 

 

The following chapter gives the problem formulation to obtain the 

optimal pair of primary and secondary link-disjoint paths for the partial 

bandwidth path protection. A summary on existing research with similar 

problem formulation is presented together with discussions on the 

effectiveness of well-known link-disjoint path finding algorithm in identifying 

the optimal solution for the partial bandwidth path protection. 
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CHAPTER 3 

 

ANALYTIC DISCUSSIONS ON α+1 PROTECTION 

 

3.0 ANALYTIC DISCUSSIONS ON α+1 PROTECTION 

3.1 Problem Formulation 

 

From the previous chapter, the partial bandwidth protection scheme 

referred to as the α+1 protection scheme has a varying parameter, α, where 

0≤α≤1, depending on the application requirement. As the value of α varies 

from 0 to 1, it will affect the total cost of implementation. Without the loss of 

generality, we assume that the bandwidth requirement for the primary path is 

defined as 1, and that for the secondary is α. Given a valid solution that 

consists of a pair of link-disjoint paths for α+1 protection, let P denote the cost 

(per unit bandwidth) of the primary path, and S that of the secondary. The total 

cost can thus be defined as 

(1) ,)( SPC αα +=     (1) 

where C(α) is the total cost of the solution, which is also a function of α. It 

should be noted that for any valid solution, the cost of the primary and 

secondary path are such that P ≤ S. This is true when assuming the network 

has no capacity constraint. 

 

The objective is therefore to find a link-disjoint primary and secondary 

path such that the total cost, C(α), is minimized. The challenge arise, as 
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highlighted in Gan and Liew (2010a), when the optimal solution comprising of 

a pair of link-disjoint path is incline to change as the value of α varies along its 

range.  

 

3.2 Studies with Similar Problem Formulation 

 

There have been several research articles that present a similar problem 

formulation as defined in eq. (1). The work in Laborczi et al., (2001) is 

described as asymmetrically weighted pair of disjoint paths. It focuses on 

finding and minimizing the cost function comprising a pair of node-disjoint 

primary and protection path between a given source and destination. This is 

also referred to as the node-disjoint diverse routing problem. The weight factor 

parameter, we denote as α1, defines the relation between network resource 

consumption and utilization between the working path and the protection path. 

α1 is introduced into the cost function in order that one of the link-disjoint 

path-pair is biased over the other with an average shorter length. The work is 

extended in Ho and Mouftah (2002) and Todimala and Ramamurthy (2006) to 

include the consideration of Shared Risk Link Groups (SLRG) when selecting 

the optimal solution.  

 

In another study, the term is referred to as α-MIN-SUM 2-path 

problem (Yang et al., 2005a; Yang et al., 2005b). The weight factor, we 

denote as α2, applies to reliable telecommunication network in which a 

connection between the source and destination node consist of the primary 

path and a link/node disjoint protection path. Here, α2 is defined as a ratio that 
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is proportion to the length of the path which serve the same purpose as the 

parameter in Laborczi et al., (2001), Ho and Mouftah (2002) and Todimala 

and Ramamurthy (2006), for one link-disjoint path-pair to have an average 

shorter length over the other. Incorporating the weight factor is said to allow 

service providers to implement administrative controls such that encourages 

the utilization of certain routes to avoid network traffic congestion, realizing 

load balancing or increase the network throughput. 

 

The shared path protection scheme in survivable traffic grooming for 

protection at the light path level (Yao and Ramamurthy 2005) establishes two 

light-paths where the primary light-path is protected by a backup light-path. 

The same concept is applicable for protection at the connection level (Yao and 

Ramamurthy 2004). The pair of primary and secondary backup path is shared 

risk link group (SRLG) diverse paths. The primary path is selected from the 

shortest available path. While the backup path has a different link weight 

function, weighted by the parameter, we denote as α3. This weight factor is 

used, by assigning α3 with a small value, 0 ≤ α3 ≤ 1, to encourage the sharing 

of wavelengths with other backup paths provided that their respective primary 

paths do not share any common risk.  

 

It is obvious from the discussions of the various literatures that the 

solution to the problem formulation is the identification of the pair of optimal 

link/node disjoint path that minimizes the cost function. Assuming that the 

nodes of the network are usually located in easily accessible areas where they 

can be serviced and maintain periodically to ensure working reliability, hence 
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it is more essential for the protection scheme to focus on the network links. 

For the next section, well-known existing link disjoint paths-finding 

algorithms are reviewed to ascertain their feasibility in identifying the optimal 

solution for the α+1 protection problem formulation. 

 

3.3 Existing Link-disjoint Paths-Finding Algorithms 

 

Well-known link-disjoint paths-finding algorithms; the remove-find 

(RF) method (also known as the two-step method) (Bhandari 1994), the Link-

disjoint Bhandari (LB) (Guo et al., 2003), the Suurballe (Suurballe and Tarjan 

1984) the Bhandari (Bhandari 1994) and K-disjoint path algorithms (Rak 2010; 

Leepila et al., 2011) are discussed in this section. These link-disjoint paths-

finding algorithms are mentioned because the solutions produced, consisting 

of a pair of link-disjoint paths, are optimal but only at specific values of α, 

with regards to the α+1 protection. For example, assuming valid solutions can 

be found by the algorithms respectively, when α=0, the solution by the 

remove-find RF is optimal, whereas when α=1, the solutions by LB, Suurballe 

and Bhandari accordingly are optimal. Properties from these solutions are 

analyzed and subsequently integrated to the construction of the proposed 

optimum α+1 paths-finding algorithm.  

 

3.3.1 Remove-Find (Two-Step) Method 

 

With reference to the network given in Figure 3.1, suppose a reliable 

communication needs to be set up between the source node ‘a’ and destination 
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node ‘f’, where the value on each link represents the cost (per unit bandwidth) 

(Younis and Fahmy 2003) incurred for data to traverse the particular link. The 

remove-find (RF) method consists of two steps to find a link-disjoint pair of 

paths. From Figure 3.2, the first step is to determine the least-cost path from 

the source to destination. This can be accomplished by applying familiar 

shortest path algorithms such as the Dijkstra’s algorithm (Dijkstra 1959).  

 

The Dijkstra’s algorithm (Dijkstra 1959) is a well-known algorithm 

that is applied to find the shortest/least-cost path in the graph between a given 

source and destination node. It is also used to find the shortest path tree, 

whereby the path cost from a specified root not to all other nodes in the graph 

is minimal. The Dijkstra’s algorithm has a complexity of O(|E| + |V| log |V|) 

with V being the number of nodes and E the number of edges (Barbehenn 

1998). This makes it one of the most efficient shortest path-finding algorithms. 

The shortcoming of the Dijkstra’s algorithm is the inability to handle negative 

weight values.  

 

After the shortest-path has been identified, it is assigned to be the 

primary path. To find a link-disjoint secondary path, the next step of the 

method requires the primary path to be removed from the network and then 

the shortest path algorithm is applied once again to find the least-cost path 

from the ‘trimmed’ network, as shown in Figure 3.3. Hence, the RF solution 

consists of the shortest path from “a” to “f” as the primary, and the shortest 

link-disjoint path as the secondary. Figure 3.4 shows the primary path (path: a-
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b-c-d-e-f, cost = 1+1+1+1+1 = 5) and secondary link-disjoint path (path: a-f, 

cost = 12) as obtained by the RF algorithm. 

 

Figure 3.1: Network example 

 

 

Figure 3.2: RF Step1: Determine the least cost path between node ‘a’ and node ‘f’ 
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Figure 3.3: RF Step2: Remove the initial least cost path from the network and find the 

subsequent least cost path from the ‘trimmed’ network 

 

 

Figure 3.4: A pair of link-disjoint path by the RF method 
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Consider the first extreme value when α = 0. This is a hypothetical 

case where the secondary backup path is not allocated any bandwidth to 

protect the primary path. In this scenario, the RF method is ideal as the 

primary path is the shortest path. 

 

3.3.2 Bhandari Algorithm & Link-Disjoint Bhandari (LB)   

 

The Bhandari algorithm (Bhandari 1994) identifies a pair of node-

disjoint paths between a specified source and destination node in a given 

network. The later LB algorithm (Guo et al., 2003) is developed based on the 

Bhandari algorithm and shares several similarities. In addition, the Bhandari 

algorithm performs a unique procedure called ‘node-splitting’ to ensure the 

pair of path found is node-disjoint. 

 

The LB solution on the other hand consists of a pair of link-disjoint 

paths where the sum of their costs is the minimum among all other possible 

pairs. The LB algorithm is summarized into four steps. The first step is to 

determine the least-cost path, denote as P1, from the source to destination. P1 

is found by applying a shortest path algorithm. Figure 3.5 indicates path P1 in 

the example. The second step is to replace P1 with –P1. –P1 is obtained by 

reversing the direction of P1 links, and changing the associate cost of the P1 

links with equivalent negative values. Figure 3.6 illustrates the modified 

network with –P1. The third step is to find the least-cost path in the modified 

network, denoted by Pa. The Bellman Ford algorithm is used to find Pa in this 

stage as the network has links with negative values.  
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The Bellman-Ford algorithm (Bellman 1958) is another shortest/least-

cost path-finding algorithm. The Bellman-Ford algorithm executes a repetitive 

relaxation process on all edges in the graph for |V|-1 cycles to propagate the 

minimum distance across the whole graph and at the end of the relaxation 

cycle, the shortest path is obtained. Unlike the Dijkstra’s algorithm mentioned 

earlier, the Bellman-Ford algorithm is capable of identifying the shortest path 

problem even when there are negative weights present in the graph. The 

tradeoff to this is the increased complexity of the Bellman Ford at O(|V||E|) 

(Subramani and Kovalchick 2005). 

 

After Pa is obtained using the Bellman Ford algorithm, the –P1 link 

shared by Pa is ‘virtually’ removed. Figure 3.7 shows path Pa as well as 

indicates the link shared by –P1 and Pa. The forth step involves restoring the 

rest of the reversed links together with their initial non-negative cost and 

grouping the remaining links into two paths, P1’ and P2’. Finally the link that 

was ‘virtually’ removed in the third step is restored to its initial state. Figure 

3.8 shows such pair of paths (path: a-e-f and path: a-b-c-d-f) obtained by the 

LB algorithm, where the sum of costs is 14 (7+7), which is the minimum 

among all. 
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Figure 3.5: LB Step1: Determine the least cost path, P1, between node ‘a’ and node ‘f’ 

 

 

Figure 3.6: LB Step2: Replace P1 with -P1 
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Figure 3.7: LB Step3: Find the subsequent least cost path, Pa, in the modified network 

and remove the -P1 link that appear in Pa 

 

 

Figure 3.8: A pair of link-disjoint path by the LB algorithm 

 



39 

 

Consider another extreme value when α = 1. This is the case where the 

secondary link-disjoint path protects the primary path with the full amount of 

bandwidth (1+1 protection). The LB algorithm is preferred as it ensures the 

optimality of its solution for such 1+1 protection scheme (Guo et al., 2003). 

 

3.3.3 Suurballe Algorithm 

 

The Suurballe algorithm (Suurballe and Tarjan 1984) is also designed 

to obtain the optimal pair of link disjoint path for the 1+1 protection similar to 

the solution produced by the LB algorithm. However, it is mentioned that the 

LB algorithm utilizes the Bellman Ford algorithm due to the presence of 

negative links after the graph is modified. The Suurballe algorithm on the 

other hand performs a graph transformation process which alters the link-cost 

to non-negative values, assuming the graph contains no negative cycles. This 

then allows the Suurballe algorithm to utilize the more efficient Dijkstra’s 

algorithm as part of its process. The Suurballe algorithm has two major steps. 

Step 1 applies the graph transformation properties on the original graph. Step 

2 finds the shortest path in the transformed graph. The shortest path in the 

transformed graph together with the shortest path in the original graph will 

form a link-disjoint path-pair in the original graph, which is also the optimal 

solution for the 1+1 protection scheme. The following describes the Suurballe 

algorithm procedures in detail. 

 

From the network example of Figure 3.1, the shortest path in this graph 

is identified as a-b-c-d-e-f , with a total path cost of 5. This is also the 
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minimum spanning tree of the graph, and will be used to re-compute the link-

cost in the Suurballe transformed graph. 

 

In Figure 3.9, the Suurballe transformed graph has the link-cost of 

every edge (v, w), connecting a vertex v to a vertex w (where v, w ∈  V) in the 

original graph recomputed as follows. 

(2) c’(v, w) = c(v, w) – d(s, w) + d(s, v)  (2) 

where c(v, w) is the current link cost in the original graph, d(s, w) the shortest 

distance from the source node, s, to node w, d(s, v) the shortest distance from 

node s to node v, and c’(v, w) is the updated link-cost in the Suurballe 

transformed graph. Note that the directions of all the links on the shortest path 

in the original graph are reversed in the Suurballe transformed graph with cost 

equal to zero. 

 

Figure 3.9: Suurballe transformed network 
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Subsequently, the shortest path found in the Suurballe transformed 

graph (eg. a-e-d-f in Figure 3.10) is coupled with the shortest path in the 

original graph (e.g., a-b-c-d-e-f  in Figure 3.2); and by removing the common 

links in the reverse direction (e.g., e-d in Figure 3.10 and d-e in Figure 3.2) 

they can form a pair of link-disjoint paths which is the optimal solution in 1+1 

protection shown in Figure 3.8. 

 

 

Figure 3.10: Shortest path in the Suurballe transformed network 

 

3.3.4 Multi-Link/Node Protection Approach 

 

Algorithms to identify k-disjoint paths for multi-cost networks (each 

network links could have different costs/weights) are introduced in Rak (2010) 

and Leepila et al. (2011) respectively. The application of assigning k-disjoint 

paths for a connection is to enhance the survivability for multi-link/node 

failures. The multi-cost network approach by Rak (2010) and Leepila et al. 

a b c d e f

2 2

1

2

7

0 0 0 0 0
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(2011) could also offer partial protection through multipath provisioning (Roy 

and Mukherjee 2008; Das et al., 2009; Huang et al., 2010a; Huang et al., 

2010b). In multipath provisioning a connection between the source and 

destination node would be established through a set of link-disjoint paths 

where the total bandwidth offer by the respective link-disjoint paths satisfy the 

connection bandwidth requirement. Partial protection is observed by the 

amount of guarantee bandwidth still available should path failure occur. It is 

mentioned that multipath provisioning is more resource efficient and a less 

expensive approach when compared to full protection. 

 

There are however several disadvantages apparent in multipath 

provisioning. Among the major issue is the need to frequently synchronize 

data streams at the destination node. This is a serious challenge especially for 

real-time applications. Additionally, to constantly handle all incoming traffic 

streams, high speed buffer would be required at the end node. Although 

synchronization is also needed by the α+1 approach, it is mostly required 

when the primary path fails and the connection has to be switch over to the 

secondary backup path. As such, the α+1 protection is more practical in terms 

of implementation and suited to handle real-time applications compared to the 

multi-cost network approach. 

 

3.4 Discussions on Link-Disjoint Paths Cost Function 

 

Now, let PRF and SRF be the costs of primary and secondary paths, 

respectively, of the RF method, and PLB and SLB those of the LB algorithm. 
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Accordingly, the PSB and SSB are the primary and secondary path-cost by the 

Suurballe (SB) algorithm. It is obvious from the above discussions that the 

results produced by the LB and Suurballe algorithm are the same. Therefore, 

PLB = PSB and SLB = SSB. As such, the following discussions apply to the 

solutions produced by both methods. Taking into account the characteristics of 

the RF and LB solutions, we have 

(3) and,LBRF PP ≤      (3) 

(4) LBLBRFRF SPSP +≥+     (4) 

 

In fact, eq. (1) has a linear characteristic. Assume that a network has 

distinct primary path and secondary path solutions by the RF and LB 

algorithms, respectively. Figure 3.11 illustrates a typical graph that shows the 

relationship between the total cost and α, based on the solutions obtained by 

RF and LB methods, as α varies from 0 to 1. 

 

Note that it is obvious when PRF = PLB, the two lines coincide with 

each other and this results in the same solution for both the RF and LB 

algorithms. When the equality does not hold for eq. (3) and eq. (4), however, 

we can define the intersection point of these two lines as (y, C*), as shown in 

Figure 3.11, where C* = PRF + SRF·y = PLB + SLB·y. It is easy to solve that 

(5) and,
LBRF

RFLB

SS

PP
y

−

−
=     (5) 

(6) 
LBRF

LBRFRFLB

SS

SPSP
C

−

−
=*     (6) 
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Figure 3.11: Cost functions of distinct RF and LB solutions 

 

3.5 The Mid-Optimal (MO) Solution  

 

Suppose now, the α+1 protection is to be implemented into the 

example network of Figure 3.1. Let α = 0.4. Based on the RF solution from 

Figure 3.4, the total cost to implement the α+1, as defined in eq. (1), is 

CRF(0.4)=5+(0.4) ×12 =9.8. For the LB solution given in Figure 3.8, the total 

cost to implement the α+1 is CLB(0.4)=7+(0.4) ×7=9.8. 

 

In actual fact, however, the optimal solution is neither the solution by 

RF nor LB when α = 0.4. Figure 3.12 depicts such an optimal solution 

(primary path: a-b-e-f, primary path cost = 1+4+1 = 6, secondary path: a-c-d-f, 

secondary path cost = 4+1+4 = 9) which has a lower cost than RF and LB 
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solutions, where the total cost, C’, to adopt this latest solution is given by 

C’(0.4)=6+(0.4)×9=9.6. 

 

Figure 3.12: Optimal solution when α = 0.4 

 

In some instances, if an optimal solution exists at some value α where 

it is neither by the RF nor the LB, we name this solution as the mid-optimal 

(MO) solution (Gan and Liew 2009; Gan and Liew 2010a; Gan and Liew 

2010b). Let the MO solution be found at α = q, where 0 < q < 1, and let PMO 

and SMO be the costs of primary and secondary paths, respectively, given by 

such an MO solution. We have 

(7) and,RFRFMOMO qSPqSP +<+   (7) 

(8) ,LBLBMOMO qSPqSP +<+    (8) 

Figure 3.13 illustrates the occurrence of an MO solution when x<α<z. 

For the next section, we will look into the conditions for an MO solution if it 

does exist. 
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Figure 3.13: Typical total cost function of distinct RF method and LB path protection 

solution with the occurrence of a mid-optimal solution 

 

3.5.1 Properties of the Mid-Optimal (MO) Solution  

 

It is shown in the previous section that the implementation of the α+1 

protection result in the occurrence of the mid-optimal (MO) solution in which 

existing link-disjoint paths-finding algorithms such as the remove-find (RF) 

method and the link-disjoint Bhandari (LB) algorithm are unable to identify. 

As such there is a need to construct an optimum paths-finding algorithm 

specifically for the application of the α+1 protection with the capability to 

obtain the MO solution.  

 

Several properties that dictate the occurrence of the MO solutions are 

observed (Gan and Liew 2009; Gan and Liew 2010a). For the proposed 



47 

 

optimum algorithm to function effectively and efficiently, these properties 

have to be taken into consideration. Intuitively, from Figure 3.13, the 

following properties of the MO solution can be distinguished: 1) At α=0, the 

MO solution cannot have a lower cost than the RF solution because the RF 

solution consist of the shortest path as the primary path. 2) At α=1, the LB 

solution has the lowest cost (Guo et al., 2003) and therefore the MO solution 

have a lower cost than the LB. 3) The MO solution is optimal only when 0 < α 

< 1. 4) Additionally, suppose the RF and LB result in the same solution, then 

the MO solution cannot exist.  

 

The following derives the properties observed in the MO solution.  

 

Lemma: Consider a pair of source and destination nodes in a network graph. 

If the RF and LB algorithms result in the same pair of link disjoint paths, there 

is no MO solution. 

 

Proof: 

We prove the lemma by contradiction.  

If RF and LB have the same solution, then we have, for all α, 

(9) SPSPSP LBLBRFRF ααα +=+=+    (9) 

Suppose an optimal solution, that is not similar with the RF and LB solution, 

exists at α = q where 0 < q < 1. Let the cost of the primary and secondary 

paths be denoted by P’ and S’, respectively. Thus, 

(10) 0)()''( <+−+ qSPqSP     (10) 

Let 
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(11) PPu −= '       (11) 

(12) SSv −= '       (12) 

We define the cost difference function as, 

(13) vuSPSPDiffCost ααα +=+−+= )()''(   (13) 

When α = 1, since the LB solution is always the optimal, we have 

(14) uvvu −>⇒>+ 0     (14) 

When α = q, from (10) we have 

(15) 
q

u
vqvu

−
<⇒<+ 0     (15) 

Combining the facts from (14) and (15) yields, 

(16) 
q

u
vu

−
<<−      (16) 

When α = 0, on the other hand, since the RF solution is always the optimal, we 

have 

(17) 0>u       (17) 

And thus for 0 < q < 1, the following inequality is always true, 

(18) u
q

u
−<

−       (18) 

Since (16) contradicts against (18), there cannot exist an MO solution if RF 

and LB algorithms produce the same solution.  

Q.E.D 

 

By referring to Figure 3.13, the mid-optimal solution that appears in 

the α+1 protection scheme is found to exist only when specific conditions are 

satisfied. 
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Theorem 1: Given a pair of link-disjoint paths with primary and secondary 

costs P’ and S’, respectively, for a pair of source and destination nodes in a 

network graph, it is an MO solution if and only if the following conditions are 

all satisfied: 

(19) (i) ,' LBRF PPP <<     (19) 

(20) (ii) LBLBRFRF SPSPSP +>+>+ ''    (20) 

(21) (iii)
LB

LB

RF

RF

SS

PP

SS

PP

−

−
<

−

−

'

'

'

'     (21) 

Proof:  

For the “if” part, (20) – (19) yields 

(22) 
LBRF SSS >> '      (22) 

From (20) and (21), define a value q’ where 

(23) 1
'

'
'

'

'
0 <

−

−
<<

−

−
<

LB

LB

RF

RF

SS

PP
q

SS

PP    (23) 

we have 

(24) and,,'''''
'

'
RFRF

RF

RF SqPSqPq
SS

PP
+<+⇒<

−

−   (24) 

(25) 
LBLB

LB

LB SqPSqP
SS

PP
q ''''

'

'
' +<+⇒

−

−
<    (25) 

Inequalities (24) and (25) show that the given solution is an MO solution at α 

=q’.  

 

For the “only if” part, we assume P’ and S’ constitute an MO solution, thus 

P’=PMO, S’=SMO, and (7) and (8) are true. Note that an MO solution is neither 

the same as a RF solution nor a LB solution. Since the primary path of the RF 

method is the least-cost / shortest path in the graph, hence it is always true that 
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(26) 'PPRF <       (26) 

On the other hand, it has been proven in Guo et al., (2003) that LB solution is 

the optimal for 1+1 full bandwidth protection, so it is always true that 

(27) 
LBLB SPSP +>+ ''      (27) 

To prove that P’ < PLB, from (27) we have 

(28) 
LBLB qSqPqSqP −−<−− ''     (28) 

On the other hand, from (8) we have 

(29) 
LBLB qSPqSP +<+ ''     (29) 

Subsequently, from inequalities (28) and (29), we have 

(30) LBPqPq )1(')1( −<−     (30) 

Since q < 1, we have P’ < PLB.  

 

To prove that P’ + S’ < PRF + SRF, from (26) we have 

(31) ')1()1( PqPq RF −<−     (31) 

On the other hand, from (7) we have 

(32) 
RFRF qSPqSP +<+ ''     (32) 

Therefore, from inequalities (31) and (32), we have 

(33) )()''( RFRF SPqSPq +<+     (33) 

And since q > 0, we have P’ + S’ < PRF + SRF.  

 

To prove that (iii) is also true, from (7) and (8) we have 

(34) q
SS

PP

RF

RF <
−

−

'

'
     (34) 

(35) 
LB

LB

SS

PP
q

−

−
<

'

'
     (35) 
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Thus, (iii) is true as well. 

Q. E. D.  

 

It is fairly obvious that there is a possibility of more than one MO 

solution to exist in a graph. Suppose that a graph contains n MO solutions, 

where n ≥ 1. Let the costs of the pairs of primary and secondary paths of these 

MO solutions be labeled according to the following manner:  

LBnMOMOMOMORF

nMOnMOMOMOMOMOMOMO

PPPPPP

SPSPSPSP

<<<<<< )()3()2()1(

)()()3()3()2()2()1()1(

...where

),(),....,,(),,(),,(

 

The derived MO properties in (19), (20) and (21) still apply for all these MO 

solutions. Moreover, there are additional characteristics that are associated 

between these MO solutions as shown in the following corollary.  

 

Corollary 1:  Consider a network graph which has n MO solutions between a 

source node and a destination node. Let the costs of the primary and secondary 

paths of these MO solutions be denoted by PMO(i) and SMO(i), respectively, such 

that PMO(i-1) < PMO(i), where i=1,2….n and PMO(0) and SMO(0) be defined as PRF 

and SRF, respectively. The following inequalities are true for all MO solutions. 

(36) (i) )()()1()1( iMOiMOiMOiMO SPSP +>+ −−   (36) 

(37) (ii)
LBiMO

iMOLB

iMOiMO

iMOiMO

SS

PP

SS

PP

−

−
<

−

−

−

−

)(

)(

)()1(

)1()(    (37) 

 

Proof: 

We prove (i) by contradiction. 
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Let (PMO(i), SMO(i)) be the cost of the optimal solution at α = y1, where 0<y1<1. 

Therefore the subsequent inequalities are true 

(38) )(1)()1(1)1( iMOiMOiMOiMO SyPSyP +>+ −−  (38) 

(39) )(1)(1 iMOiMOLBLB SyPSyP +>+   (39) 

We know the inequality below to be always true by definition 

(40) )()1( iMOiMO PP <−     (40) 

Now suppose 

(41) )()()1()1( iMOiMOiMOiMO SPSP +≤+ −−   (41) 

From (40) and (41), the subsequent inequality is true for all 0<α<1. 

(42) )()()1()1( iMOiMOiMOiMO SPSP αα +<+ −−  (42) 

However, at α = y1, (42) contradicts (38). So (41) cannot be true. Therefore we 

can conclude that:  

)()()1()1( iMOiMOiMOiMO SPSP +>+ −−  

To prove that (ii) is also true, from (38) and (39) we have 

(43) 1
)()1(

)1()(
y

SS

PP

iMOiMO

iMOiMO
<

−

−

−

−
    (43) 

(44) 1
)(

)(
y

SS

PP

LBiMO

iMOLB
>

−

−
    (44) 

Thus (ii) is true as well 

Q. E. D. 

 

With the above corollary, an effective algorithm for finding link-

disjoint optimal paths can be constructed. Suppose that PLB is the L
th 

shortest 

path in the graph, the primary path of any existing MO solution must be the 
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K
th

 shortest path of the graph where 1<K<L. This forms the boundary limit 

that will be taken to account in the construction the proposed algorithm to 

reduce the running time as well as increase the efficiency of identifying the 

optimal solution. 

 



54 

 

CHAPTER 4 

 

α+1 OPTIMUM LINK-DISJOINT PATHS-FINDING ALGORITHM 

4.0 α+1 OPTIMUM LINK-DISJOINT PATHS-FINDING 

ALGORITHMS 

For this chapter, a review on relevant existing optimum paths-finding 

algorithms applicable to the α+1 protection are discussed. Subsequently, we 

present two optimum link-disjoint paths-finding algorithm for the α+1 path 

protection scheme, labeled as the α-optimum (AO) and the reversed α-

optimum (RAO) paths-finding algorithm. This is followed by simulation 

results on the performance of the two proposed AO and RAO link-disjoint 

paths-finding algorithms. 

 

4.1 Review on Relevant Existing α+1 Optimum Paths-Finding 

Algorithms 

 

The paths-finding algorithm proposed under maximum-connection-

availability design (MCAD) (Torbatore et al., 2006) for available-based 

routing, applies both the LB and the RF algorithm on each connection request 

and selects the solution which returns the minimum cost. Under the α+1 

protection, the algorithm in Torbatore et al., (2006) will not be able to account 

together the MO solution which, as mentioned, is an optimal solution that is 

neither the solution by LB nor RF and exist when 0<α<1. 
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Several algorithms (Laborczi et al., 2001; Ho and Mouftah 2002; Fang 

et al., 2005; Yang et al., 2005a) utilizes the K-shortest path algorithm such as 

Yen’s (Yen 1971), to identify paths in increasing cost order. For each iteration 

cycle, after the k
th

 shortest path is obtained, the shortest link-disjoint path 

against the current k
th

 shortest path is identified. This pair of link-disjoint path 

would then be evaluated to ascertain whether it is an optimal solution with 

respect to a specific α value. However, without the integration of a stop rule 

(such as the boundary limit for the MO solution derived in the previous 

chapter), an exhaustive search would be performed which substantially 

increases the running time. It was even acknowledged by the authors in 

Laborczi et al., (2001) that the efficiency of their method remains a concern.  

 

Another method proposed in Laborczi et al., (2001) finds the optimal 

pair of link-disjoint paths by means of integer linear programming (ILP). The 

high complexity by the ILP model (especially for large networks) is 

subsequently reduced through the relaxation of its constraints referred to as 

Linear Programming Relaxation (LPR) and Single Flow Relaxation (SFR) to 

become a linear program (LP) and minimal network cost flow (MNCF) 

problem respectively. Nevertheless, these methods do not guarantee that a 

solution could be found even though it exists. The cause as pointed out in the 

paper is due to the “split-flow” problem. The occurrence of “split-flow” yields 

results which are not useful. Although there are additional approaches being 

presented to remedy the issue, the corresponding solution obtained may not 

necessarily be optimal. Furthermore, these additional approaches in dealing 

with the “split-flow” problem add to the complexity. 
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The algorithm denoted as DP2LC in Gomes et al., (2008) also 

incorporates the K-shortest path algorithm to enumerate pairs of possible link-

disjoint paths in the network with a determined lower and upper bound which 

represents the algorithm’s stop rule. Basically, there are two main iterative 

cycles in the algorithm labeled as ‘Procedure A’ and ‘Procedure B’, each 

comprising a subroutine. In general, the subroutine will iterate through the 

graph, using the K-shortest path algorithm, according to a specified set of cost 

metric permutation to find the best candidate pair of path. Nevertheless, the 

complexity of the algorithm is undefined which could result in an unbounded 

running time in the worst case. 

 

For the next section, we present two proposed paths-finding algorithms 

labeled as the α-optimum (AO) and the reversed α-optimum (RAO) paths-

finding algorithm These two algorithms are specially constructed to 

effectively identify the optimal link-disjoint pair of path solutions for the α+1 

protection scheme. 

 

4.2 α-Optimum (AO) Link-Disjoint Paths-Finding Algorithm 

 

Generally, the AO algorithm (Gan and Liew 2009; Gan and Liew 

2010a; Gan and Liew 2010b) utilizes the K-shortest path algorithm proposed 

by Yen (Yen 1971). The Yen’s algorithm is selected because it has the lowest 

worst-case complexity among K-shortest path ranking algorithm (Yen 1971; 

Martins and Pascoal 2003). The K-shortest path algorithm is utilized to 
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identify paths between the source and destination node in increasing cost order 

sequentially. In each progressing cycle of the algorithm, after the k
th

 shortest 

path is found, the links on this path are removed, and the link-disjoint shortest 

path against the k
th

 shortest path is obtained. These two paths becomes the 

candidate for an MO solution. The candidate solution is then evaluated upon 

the MO properties derived in Chapter 3.5.1 to determine the acceptance or 

rejection as an MO solution. Importantly, according to the properties derived, 

the algorithm can be safely terminated upon reaching the LB solution and this 

represents the algorithm’s stop rule. The derivation of the MO properties in 

Chapter 3.5.1 also increases the algorithm’s efficiency as rules based on the 

derived MO properties are incorporated to exclude non-optimal solutions 

during execution. 

 

The possibility of a ‘trap topology’ (Guo et al., 2003; Ou et al., 2003) 

in the graph is another concern. In a graph with ‘trap topology’, there is no 

link-disjoint path with respect to the shortest path, and thus the RF method 

would return no solution for path protection. This issue is also addressed in 

our algorithm. When a ‘trap topology’ occurs, the cost of the secondary path, 

SRF, is assumed as very large, or SRF ~ ∞. When α=0, the RF solution is still 

optimal as SRF will be discounted from the total cost calculation. The 

properties of the MO solution derived in Section 3 still holds under this 

assumption. 

 

The following describes the α-optimum (AO) link-disjoint paths-

finding algorithm. Path notations in bold (P1, S1, PRF, SRF, PLB, SLB, PMO(n), 
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SMO(n), Pk and Sk) denote the set of links that form their respective path. 

Regular path notations (P1, S1, PRF, SRF, PLB, SLB, PMO(n), SMO(n), Pk, and Sk) 

denote their path cost. 

 

Algorithm α-optimum (AO) 

{Define 

s: source node  

d: destination node 

RF: Remove Find method (also known as two-step method) 

LB: Link-disjoint Bhandari algorithm 

MO: Mid-Optimal} 

{Initialization (Note that k is the next shortest path to be found, where 1
st
 

shortest path can be easily found by the Dijkstra’s algorithm)} 

k = 2  

n = 1  

PRF = SRF = PLB = SLB = PMO = SMO =Pk = Sk Ф 

{ Algorithm starts} 

STEP 1.  Identify the LB solution between s and d, where PLB and SLB 

are the primary and secondary path of the LB solution 

respectively. 

If no paths exist {No connection exists between s and d} 

Go to STEP 11  

else 

PLB ← cost (PLB) {LB solution found} 

SLB ← cost (SLB) 

end if 

STEP 2.  Determine the shortest path, P1, between s and d 

if P1 = PLB {LB solution is the only optimal solution} 

Go to STEP 11   

end if 

STEP 3. Remove all related links of path P1 from the graph and find the 

shortest path in the ‘trimmed’ graph, S1, between s and d. 
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if S1 is found 

PRF ← P1 {RF solution found} 

SRF ← S1 

PRF ← cost (P1) 

SRF ← cost (S1) 

Restore graph to original state 

else {Graph has trap topology} 

PRF ← P1 {RF Solution in a trap topology graph} 

SRF ← Ф 

PRF ← cost (P1) 

SRF ← ∞ 

Restore graph to original state 

end if 

STEP 4.  Determine the k
th

 shortest path, Pk, between s and d 

Pk ← cost (Pk) 

if Pk ≥ PLB {Stop parameter} 

Go to STEP 11 

end if 

STEP 5. Remove all related links of path Pk from the graph 

STEP 6.  Find the shortest path in the modified graph, Sk, from s and d. 

if no path exists 

Go to STEP 10 

end if 

STEP 7. Sk ← cost (Sk) 

if Sk < Pk  

Go to STEP 10 

else 

if n > 1 

Go to STEP 9 

else 

Go to STEP 8 

end if 

end if 



60 

 

STEP 8. If PRF+SRF<Pk+Sk<PLB+SLB 

if 
LBk

kLB

kRF

RFk

SS

PP

SS

PP

−

−
<

−

−
 

PMO(n) ← Pk  

PMO(n) ←  cost(Pk) 

{First MO solution found} 

SMO(n) ← Sk 

SMO(n) ←  cost(Sk) 

n ← n+1 

Go to STEP 10 

end if 

else 

Go to STEP 10 

end if 

STEP 9. If PMO(n-1)+SMO(n-1)<Pk+Sk<PLB+SLB 

if 
LBk

kLB

knMO

nMOk

SS

PP

SS

PP

−

−
<

−

−

−

−

)1(

)1(
 

PMO(n) ← Pk 

PMO(n) ←  cos(Pk) 

{Subsequent MO solutions found} 

SMO(n) ← Sk 

SMO(n) ←  cost(Sk) 

n ← n+1 

Go to STEP 10 

end if 

else 

Go to STEP 10 

end if 

STEP 10. Restore graph to original state 

k ← k+1 

Go to STEP 4 

STEP 11. End algorithm 

Figure 4.1: α-Optimum (AO) paths-finding algorithm 
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It should be noted that the proposed AO algorithm has a complexity of 

O(Kono(mo + no log no)) where Ko represents the number of paths between the 

source and destination nodes whose cost are larger than PRF but smaller than 

PLB, no indicates the number of nodes in the graph, and mo is the number of 

edges (links). The core complexity of this algorithm is fundamentally 

constructed from the Yen’s algorithm (Martins and Pascoal 2003). The 

algorithm is applied at the call admission level, which in general allows more 

time in setting up a call. 

 

Apart from the MO properties derived in Chapter 3.5.1, an additional 

characteristic can also be observed in the MO solutions. That is, the primary 

and secondary paths of the MO solution, denoted as PMO and SMO respectively, 

cannot be link-disjoint with the least-cost path, P1. We prove this 

characteristic in the next corollary. 

 

Corollary 2: Given a pair of source and destination nodes in a network graph, 

if an MO solution exists and the solution constitutes a link-disjoint pair of 

paths PMO and SMO, both paths are not link-disjoint with the least-cost path, P1. 

 

Proof:  

We prove Corollary 2 by contradiction. 

 

Let the costs of paths PMO, SMO, P1, PLB and SLB be denoted accordingly as 

PMO, SMO, P1, PLB and SLB. Recall that PLB and SLB are the respective primary 
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and secondary paths of the LB solution, and they form a pair of link-disjoint 

paths which has the least cost sum when α=1. 

 

Suppose PMO is link-disjoint with P1 

 

Since this pair of paths are said to be link-disjoint, therefore P1 and PMO can 

be a possible solution for the α+1 protection.  

 

Inequality (19) from Theorem 1 has shown that PRF<PMO<PLB where PRF is the 

primary path cost of the RF solution and hence PRF = P1.  

 

Given that PLB ≤ SLB, we have P1< PLB and PMO < SLB. Thus 

(45) LBLBMO SPPP +<+1     (45) 

However, inequality (45) contradicts the fact in Guo et al., (2003) which 

proved that the LB solution’s total cost, PLB + SLB, is optimal at 1+1 full 

bandwidth protection. 

Therefore PMO cannot be link-disjoint with P1 

 

Now suppose SMO is link-disjoint with P1 

 

Since this pair of paths are said to be link-disjoint, therefore P1 and SMO can 

be a possible solution for the α+1 protection. 

 

As P1 is the least-cost path, P1 < PMO. Thus for all 0≤α≤1, it is always true that  

(46) 
MOMOMO SPSP αα +<+1

    (46) 
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On the other hand, by definition the MO solution must be optimal among all 

other solutions at some α = q, where 0<q<1, so that the following inequality is 

true 

(47) 
MOMOMO qSPqSP +<+ 1

    (47) 

Since (47) contradicts (46), SMO cannot be link-disjoint with P1 

Q.E.D. 

 

In fact Corollary 2 provides another method to find the MO solutions 

between a source and destination node in a network graph. That is, once the 

shortest path is identified, we can find all the possible “link-joint” paths 

against this shortest path, and test their validity to become an MO solution.  

 

4.3 Reversed α-Optimum (RAO) Link-Disjoint Paths-Finding 

Algorithm 

 

With the additional properties derived in Corollary 2, a supplementary 

optimum paths-finding algorithm can be constructed for the α+1 protection. 

The algorithm is labeled as the reversed α-optimum (RAO) algorithm (Gan 

and Liew 2011).  

 

Generally the RAO algorithm is an extended form of the LB algorithm. 

Similar to the LB algorithm, the graph will initially be modified. This is done 

by finding the shortest path in the graph, P1, and replacing it with –P1. –P1 is 

obtained by reversing the direction of the links associated to P1 and converting 

the cost on the links along path P1 to its equivalent negative value. The K-
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shortest path algorithm is then used to identify paths between the source and 

destination node in increasing cost order sequentially, in the modified graph. 

We denote the k
th

 shortest path as P’k. For every P’k that is found, the links 

which are shared with –P1 are temporary removed while the remaining links of 

–P1 are restored to their original direction and values. The links of P’k and P1 

which are left will be grouped to form a pair of link-disjoint path, Pk and Sk 

where Pk ≤ Sk. This pair would be the candidate for an MO solution. The 

candidate solution is then evaluated upon the MO properties derived in 

Chapter 3.5.1 to determine the acceptance or rejection as an MO solution. The 

algorithm stops when the k
th

 shortest path (P’k) found is link-disjoint with –P1. 

This stop rule is based on the derivation of Corollary 2. It can be further 

validated using derivations for LB algorithm found in Guo et al., (2003) that 

subsequent solutions beyond this limit are not optimal.  

 

The ‘trap topology’ is not an issue for the RAO algorithm as the core 

structure of the algorithm is based on the LB algorithm. Due to its 

characteristic, the LB algorithm is able to circumvent the ‘trap topology’ (Guo 

et al., 2003). 

 

The following describes the reversed α-optimum (RAO) link-disjoint 

paths-finding algorithm. Similarly, the notations in bold (P1, S1, PRF, SRF, PLB, 

SLB, PMO(n), SMO(n), P’k, Pk and Sk) denote the set of links that form their 

respective paths while regular notations (P1, S1, PRF, SRF, PLB, SLB, PMO(n), 

SMO(n), P’k, Pk, and Sk) denote their respective path costs. 
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Algorithm Reversed α-Optimum (RAO) 

{Define 

s: source node  

d: destination node 

RF: Remove Find method (also known as two-step method) 

LB: Link-disjoint Bhandari algorithm 

MO: Mid-Optimal} 

{Initialization (Note that k is the next shortest path to be found in the modified 

graph, where the 1
st
 shortest path can be found using the Bellman-Ford’s 

algorithm. This is due to the presence of negative link cost in the modified 

graph)} 

k = 2  

n = 1  

PRF = SRF = PLB = SLB = PMO = SMO = Pk = Sk = P’k = Ф 

{ Algorithm starts} 

STEP 1.  Identify the LB solution between s and d, where PLB and SLB 

are the primary and secondary path of the LB solution 

respectively. 

If no paths exist {No connection exists between s and d} 

Go to STEP 13  

else 

PLB ← cost (PLB) {LB solution found} 

SLB ← cost (SLB) 

end if 

STEP 2.  Determine the shortest path, P1, between s and d  

if P1 = PLB {LB solution is the only optimal solution} 

Go to STEP 13   

end if 

STEP 3. Remove all related links of path P1 from the graph and find the 

shortest path in the ‘trimmed’ graph, S1, between s and d.  

if S1 is found 

PRF ← P1 {RF solution found} 

SRF ← S1 
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PRF ← cost (P1) 

SRF ← cost (S1) 

Restore graph to original state 

else {Graph has trap topology} 

PRF ← P1 {RF Solution in a trap topology graph} 

SRF ← Ф 

PRF ← cost (P1) 

SRF ← ∞ 

Restore graph to original state 

end if 

STEP 4. Replace P1 with –P1 in the graph. –P1 is obtained by reversing 

the direction of all related links of path P1 from the graph and 

replacing the associated cost of the P1 links with equivalent 

negative values. 

STEP 5.  Determine the k
th

 shortest path, P’k, between s and d in the 

modified graph constructed in STEP 4. 

STEP 6.  Remove the links along path P’k, that is shared with –P1 

if P’k ∩ -P1 = Ф {Stop parameter} 

Go to STEP 13 

end if 

STEP 7. Restore the remaining links of –P1 back to its original direction 

together with their respective initial non-negative cost 

STEP 8. Group the remaining links of P’k and P1 into two paths Pk and 

Sk where; cost (Pk) ≤ cost (Sk) 

STEP 9. Pk ← cost (Pk) 

Sk ← cost (Sk) 

if n > 1 

Go to STEP 11 

else 

Go to STEP 10 

end if 

STEP 10. If PRF+SRF<Pk+Sk<PLB+SLB 
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if 
LBk

kLB

kRF

RFk
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PMO(n) ← Pk  

PMO(n) ←  cost (Pk) 

{First MO solution found} 

SMO(n) ← Sk 

SMO(n) ←  cost (Sk) 

n ← n+1 

Go to STEP 12 

end if 

else 

Go to STEP 12 

end if 

STEP 11. If PMO(n-1)+SMO(n-1)<Pk+Sk<PLB+SLB 

if 
LBk

kLB

knMO

nMOk

SS

PP

SS

PP

−

−
<

−

−

−

−

)1(

)1(
 

PMO(n) ← Pk 

PMO(n) ←  cost (Pk) 

{Subsequent MO solutions found} 

SMO(n) ← Sk 

SMO(n) ←  cost (Sk) 

n ← n+1 

Go to STEP 12 

end if 

else 

Go to STEP 12 

end if 

STEP 12. Restore graph to original state 

k ← k+1 

Go to STEP 4 

STEP 13. End algorithm 

Figure 4.2: Reversed α-Optimum (RAO) paths-finding algorithm 
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The complexity of RAO is given as O(Komono
2
), where Ko represents 

the number of paths in the modified graph between the source and destination 

node which are “link-joint” with path –P1, no indicates the number of nodes in 

the graph, and mo is the number of edges (links). The complexity of RAO is 

larger by a factor of no when compared to the AO. This is because there are 

negative link costs in the modified graph. As a result, the K-shortest path 

algorithm in RAO will utilize the Bellman Ford algorithm (instead of the 

Dijkstra’s algorithm) which leads to a higher overall complexity. 

 

Although having a higher complexity than the AO, the RAO has a 

more novel stop parameter. The main iteration cycle in RAO stops when the 

K
th

 shortest path found in the modified graph is link disjoint with –P1. 

Additionally the RAO is able to circumvent the ‘trap topology’ thereby 

eliminating unnecessary iterations that do not produce the expected candidate 

solution as may happen in the case of AO. This generally results in the RAO 

having to run fewer iteration cycles compared to the AO.  

 

Moreover, by replacing the graph modification (in Step 4 of the RAO) 

with the Suurballe graph transformation, the negative links in the graph can be 

removed. Hence, the Dijkstra’s algorithm is applicable in the transformed 

graph instead of having to use the Bellman Ford algorithm. This slight 

adjustment to the RAO would reduce its complexity to be O(Kono(mo + no log 

no)) which is similar to the AO algorithm. 
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In the next section, simulation results are presented to show the 

performance of the proposed AO and RAO paths-finding algorithms. Since 

both the AO and RAO paths-finding algorithms are designed to identify the 

optimal solutions (including the MO solution) for the α+1 protection, therefore 

both algorithms are generally expected to produce similar performance 

outcomes in terms of blocking rate and average cost of calls.  

 

4.4 Simulation Results 

4.4.1 Simulation over USAnet 

 

Simulation is carried out on a 28 node 45 bidirectional link USAnet 

topology as shown in Figure 4.3. The capacity of each link is assumed to be 

W=16 units of bandwidth. The links are assumed to be weighted links. As 

mentioned, the link weights represent the cost (per unit bandwidth) incurred 

for data to traverse the particular link. Although there are numerous possible 

link-weights permutations, the particular combination explicitly highlight the 

average cost difference between the solutions provided by the RF, LB and the 

proposed AO and RAO paths-finding algorithms. 

 

Calls arrive in accordance to a Poisson process with rate λ. Source and 

destination node is randomly selected based on a uniform distribution. The call 

duration is exponentially distributed with a mean of 1/µ. Therefore the Erlang 

load offered to the entire network is ρ=λ/µ. Each point on the graph shows the 

average connection cost after 1 million calls. 
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Figure 4.3: USAnet with preset link weights 

 

A successful call request would reserve 1 unit of bandwidth on the 

primary path while on the secondary path the bandwidth reservation is 

proportional to α. If there is not enough capacity for either the primary or the 

secondary path’s request, the call is blocked. The algorithms are modeled 

using C++ programming language and simulated on a system with Intel Core 

2 Quad Q9300 processor at 2.5GHz with 8GB of RAM. 

 

Simulation 1 (USAnet): Static Link-Cost 
 

Utilizing the link-cost configuration of Figure 4.3, Figure 4.4 shows 

the average total costs for calls monitored between node 0 and node 27 with 

respect to α at the network Erlang load of 40. As this load value is considered 

low, no call blocking was noticed in the simulation for all α. The results in 

Figure 4.4 show that our proposed algorithms ensure minimum average total 
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cost for all values of α. It was also able to identify the MO solution (noticeable 

between α=0.2 to α=0.9). These were not achieved by the existing RF and LB 

paths-finding algorithms. 

 

The result for AO/RAO in Figure 4.4 is such that when α is equal or 

very close to zero, it converges with the solution by RF. This observation 

verifies our discussion on the characteristic of the optimum α+1 solution in 

Chapter 1.2.1. Likewise, when α is equal or very close to one, AO/RAO is 

seen to converge with the LB solution as expected.  

 

 

Figure 4.4: Average total cost at Erlang load=40 (static link cost) 

 

Figure 4.5 and Figure 4.6 show the average total costs of AO, RAO, 

LB, and RF and their respective blocking probabilities at the network Erlang 

load of 100 while Figure 4.7 and Figure 4.8 are respectively the average total 



72 

 

cost and blocking probability evaluated at the network Erlang load of 150. As 

the network load transition to a higher setting, there is an overall increase in 

the average total cost as well as blocking probability. The reason being the 

network is handling more calls, and it is likely that links along the optimal 

paths are fully utilized most of the time. Hence, it is understandable that the 

costs of incoming calls, at times, would be higher because these calls have to 

be routed through a more expensive but still available set of links. Since at this 

state the network’s resource is scarce, there is a higher occurrence of call 

blocking.  

 

Figure 4.7 shows that despite the network’s resource limitations at high 

loads, the AO and RAO managed to generally maintain a minimum average 

total cost compared to LB and RF. Figure 4.8 further demonstrates that in 

terms of blocking probability, the trade-off by AO and RAO is minimal in 

contrast with the cost savings attained over RF and LB. 
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Figure 4.5: Average total cost at Erlang load=100 (static link cost) 

 

 

Figure 4.6: Blocking probability at Erlang Load=100 (static link cost) 

 

It is observed in Figure 4.6 and Figure 4.7 that the RF is inclined 

towards a higher average total cost compared to the AO, RAO and LB. This is 
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because unlike the solutions by AO, RAO and LB, the solutions by RF have a 

large cost difference between its primary path and secondary path. This is due 

to characteristic of the RF solution in which its secondary path has to be 

completely link-disjoint from the current shortest path. Consequently as the 

value of α increases, the cost of the secondary path in the RF solution would 

cause the disparity in average total cost by the RF to be apparent. 

 

 

Figure 4.7: Average total cost at Erlang load=150 (static link cost) 
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Figure 4.8: Blocking probability at Erlang load=150 (static link cost) 

 

Simulation 2 (USAnet): Dynamic Link-Cost 
 

In the second phase of the simulation, the network is assigned with 

dynamic link cost. The implementation of dynamic link cost provides a more 

realistic network setting to evaluate the performance of the paths-finding 

algorithms by enabling the load to be more evenly distributed over all the links 

(Xiao and Ni 1999; Guo el al., 2004; Guo et al., 2005). The cost of each link is 

influenced by their respective residual bandwidth. Let W denote the link 

capacity, ci the constant link cost (as shown in Figure 4.3) and Ri the residual 

bandwidth of link I, respectively, where 0 ≤ Ri ≤ W. For an incoming call 

request, prior to computing the pair of primary and link-disjoint secondary 

paths, the link costs in the network are adjusted according to eq. (48) as shown, 
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where ci’ is the updated cost of link I, β a positive constant, and ε a positive 

constant with a very small value to avoid undefined link cost . In the 

simulation, we set β =W=16, and ε=0.0001. It can be seen from eq. (48) that 

when the residual of a link reduces, the link cost increases. Therefore, such 

congested links will be avoided by the paths-finding algorithm in favour for 

other links with higher residual bandwidth. 

 

Using the network with initial link cost as in Figure 4.3, Figure 4.9, 

Figure 4.10 and Figure 4.12 show the average total cost of AO, RAO, LB and 

RF at the network Erlang load of 40, 100 and 150 respectively with dynamic 

link costs corresponding to eq. (48). Figure 4.11 and Figure 4.13 depict the 

respective blocking probabilities at the network Erlang Load of 100 and 150. 

No call blocking was noticed at the Erlang Load of 40 for all values of α. The 

results in Figure 4.9 show that at a low load setting, the AO and RAO 

algorithms function as expected by ensuring minimum average total cost for 

all values of α. From Figure 4.10 and Figure 4.12, the change in the average 

total costs can be observed as the load increases. At a high load setting the 

average total costs are almost the same with the AO and RAO having a 

slightly lower average cost. 
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Figure 4.9: Average total cost at Erlang load = 40 (dynamic link cost) 

 

 

Figure 4.10: Average total cost at Erlang load=100 (dynamic link cost) 
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Figure 4.11: Blocking probability at Erlang load=100 (dynamic link cost) 

 

 

Figure 4.12: Average total cost at Erlang load=150 (dynamic link cost) 
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Figure 4.13: Blocking probability at Erlang load=150 (dynamic link cost) 

 

It should be noted that in general the average total costs by the network 

with dynamic link cost are higher than the network with static link cost when 

compared against their respective Erlang loads. This is attributed to the 

consideration of dynamic link cost. The utilization of links increases the link 

costs. This leads to a higher average total cost. However, with dynamic link 

cost, the load is more evenly distributed over the network. By comparing the 

results of blocking probabilities, it is obvious that the network with dynamic-

link cost achieves better performance by having an overall lower blocking 

probability. 

 

4.4.2 Simulation over NSFnet 

 

In this section, we present several supplementary simulation results 

(Gan and Liew 2010a; Gan and Liew 2010b) conducted at the initial stages of 
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this study, over the 14 node 21 bidirectional link NSFnet with the preset link 

weights as shown in Figure 4.14. The results are to show the robustness and 

consistency of our proposed algorithm under different network connectivity 

and network sizes. 

 

 

Figure 4.14: NSFnet with preset link weights 

 

We assume W=16 unit bandwidth per link. Calls arrive in accordance 

to a Poisson process with rate λ and call duration is exponentially distributed 

with a mean of 1/µ. Therefore the Erlang load offered to the entire network is 

ρ=λ/µ. A successful call reserves 1 unit of bandwidth along the primary path 

and α unit of bandwidth on the secondary path. Calls are monitored between 

node 1 and node 13. Each matching parameter of the results shows the 

computed average after 1 million calls. 

 

The results in Figure 4.15 and Figure 4.16 show, at low Erlang load 

settings, the proposed AO and RAO algorithm ensures minimum average total 
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cost for all values of α when modeled over the NSFnet. The MO solution 

(noticeable between α=0.2 to α=0.8) are successfully identified by the 

proposed algorithm as well. There were no detected occurrences of call 

blocking. 

 

 

Figure 4.15 Average total cost at Erlang load = 20 (NSFnet) 
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Figure 4.16 Average total cost at Erlang load = 30 (NSFnet) 

 

Figure 4.17 and Figure 4.18, shows the average total cost of AO / RAO, 

LB, and RF and their respective blocking probability at high loads. Similarly, 

in a high load setting, the network would be busy servicing calls. And links 

along the optimal paths are at capacity. Hence, the cost of incoming calls 

would be higher because these calls are routed over the more expensive but 

still available set of links. At this congested state, the solutions by the paths-

finding algorithms are also virtually the same limited by the network size and 

the number of available links. The high load setting notices the occurrence of 

call blocking as well. 
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Figure 4.17 Average total cost at Erlang load = 110 (NSFnet) 

 

 

Figure 4.18 Blocking probability at Erlang load = 110 (NSFnet) 

 

The results presented in this section verifies the consistency of our 

proposed algorithm under different network sizes and configurations to still 

effectively identify the optimal solution for the α+1 path protection scheme. 
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CHAPTER 5 

 

THE TOGGLING DUAL COST (TDC) ALGORITHM 

 

5.0 THE TOGGLING DUAL COST (TDC) ALGORITHM 

By looking at the optimum algorithms for the α+1 protection (Laborczi 

et al., 2001; Ho and Mouftah 2002; Fang et al., 2005; Yang et al., 2005a; Gan 

and Liew 2010a; Gan and Liew 2011), generally the K-shortest path algorithm 

is applied to perform an iterative search for the optimal solution. The K-

shortest path algorithms commonly have high computation complexity, with 

the Yen’s being O(KV(E+ V log V)) (Martins and Pascoal 2003), where K is 

the number of paths between the source and destination nodes, while V and E 

represent the numbers of nodes and edges in the graph, respectively. Thus, the 

K-shortest path algorithm increases significantly the overall complexity of the 

proposed paths-finding algorithms. Furthermore, in order to identify the 

optimal solution, the algorithm may potentially need to perform an exhaustive 

and time consuming search by evaluating all the likely candidate link-disjoint 

pair of paths.  

 

To address this issue, an exact optimum link-disjoint paths-finding 

algorithm for α+1 protection without the application of the K-shortest path 

algorithm is proposed. The algorithm is labeled as the Toggling Dual Cost 

(TDC) algorithm (Liew and Gan 2012). The exactness of the TDC algorithm 

comes from the fact that the optimal solution is obtained through a more 
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efficient approach as opposed to the near brute-force method by the other 

algorithms mentioned. TDC yields a polynomial time complexity of O(VE), to 

identify the optimal pair of link-disjoint paths for the α+1 protection. 

 

5.1 Toggling Dual Cost – Example 

 

In the following, the operation of our proposed TDC algorithm is 

illustrated with an example to effectively identify the optimum solution. With 

reference to the network given in Figure 5.1, suppose that a reliable 

communication is needed to be set up between the source node ‘A’ and 

destination node ‘H’, where the value on each link represents the cost (per unit 

bandwidth) incurred for data to traverse the particular link. 

 

Figure 5.1: Network example 

 

In general, α can be any value (pre-determined by users or network 

administrators) in between 0 and 1. However, different α value may result in a 
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different optimal solution (i.e., pairs of link-disjoint paths) that minimizes the 

cost given in eq. (1). Assume that α = 0.25. Figure 5.2 shows the optimal link-

disjoint solution (primary path: A-> C-> D-> E-> F-> G-> H, primary path 

cost = 4+1+1+1+1+1=9, secondary path: A-B-D-H, secondary path cost = 

1+7+8 = 16) where the total cost, C, for this solution is 

C(0.4)=9+(0.25)×16=13, following eq. (1). The challenge is how to identify 

such a solution at low time complexity. 

 

The TDC algorithm comprises of two main steps. The first step 

requires the graph to be transformed according to the Suurballe graph 

transformation (Suurballe and Tarjan 1984). The second step runs a modified 

version of the Bellman-Ford algorithm on the transformed graph.  

 

The details of the TDC algorithm are demonstrated as follows to find 

the exact solution given in Figure 5.2 (primary path: A-> C-> D-> E-> F-> G-

> H, secondary path: A-> B-> D-> H). 
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Figure 5.2: Optimal α +1 solution at α = 0.25 

 

5.1.1 Step 1: Suurballe Graph Transformation 

 

From Figure 5.1, the shortest path in this example is identified as A-> 

B-> C-> D-> E-> F-> G-> H, with a total path cost of 7. Applying the 

Suurballe graph transformation described in Chapter 3.3.3, Figure 5.3 shows 

the graph after transformation with the link-cost of every edge recomputed 

according to eq.(2). 
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Figure 5.3: Suurballe transformed network 

 

Given a specified source and destination node, it has been illustrated in 

Suurballe and Tarjan (1984) that any path found in the Suurballe transformed 

graph could, together with the shortest path in the original graph, be translated 

as a link-disjoint path-pair in the original graph. For instance, the shortest path 

found in the Suurballe transformed graph (e.g., A-> C-> B-> D-> H in Figure 

5.3) could be coupled with the shortest path in the original graph (e.g., A-> B-

> C-> D-> E-> F-> G-> H in Figure 5.1); and by removing the common links 

in the reverse direction (e.g., C-B in Figure 5.3 and B-C in Figure 5.1) they 

can form a pair of link-disjoint paths which is the optimal solution in 1+1 

protection (Suurballe and Tarjan 1984). 

 

By the same token, a specific path in the Suurballe transformed graph, 

with respect to a defined α value, could be identified by another algorithm; 

whereby the path could subsequently be translated to the optimal pair of link-
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disjoint paths for the α+1 protection in the original graph. The challenge is the 

derivation of such an exact algorithm for the above objective. 

 

Observation 
 

In order to explain the TDC approach, the optimal solution of Figure 

5.2 with respect to α = 0.25, can in fact be reflected by the Suurballe 

transformed graph as a single path shown in Figure 5.4 (path: A-> C-> B-> D-

> H). Cost computation of this path is however slightly different. The path is 

initially divided into segments. Each segment spans from one shortest path 

node to another shortest path node. The path in Figure 5.4 has four segments 

(segment 1: A-C, segment 2: C-B, segment 3: B-D, segment 4: D-H).  

 

Figure 5.4: Optimal α +1 solution at α = 0.25 in Suurballe transformed network 

 

It is observed that the non-zero-cost path segments in the Suurballe 

transformed graph is directly associated to either the primary or secondary 

path in the original graph. In other words, the cost from any one of this 

segment affects either the primary or secondary path cost. For the 1+1 
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protection, this observation is not an issue as both the primary and secondary 

paths will contribute equally to the total cost computation. But in the α+1 

protection, the primary-secondary path cost are asymmetrically weighted. 

Therefore the segments belonging to the secondary path must be multiplied 

with α. The key is determining whether a particular segment belongs to the 

primary or secondary path. 

 

Therefore, a segment can be of either one of the two groups. For 

segments in the first group, belonging to that of the primary path, the cost of 

each segments are summed together. In the second group, that of the 

secondary path, the cost-segments are directly sum together and multiplied by 

α. Cost computation for the path in the Suurballe transformed network 

comprise the summation of both the first and second group’s cost. The 

segments which traverse the reverse shortest path link (zero-cost segments) do 

not belong to any group but it triggers a toggle on the subsequent segment’s 

grouping. 

 

Referring to the path from the graph shown in Figure 5.4 (with the 

reverse shortest path: H-> G-> F-> E-> D-> C-> B-> A), the path has four 

segments (segment 1: A-C, segment 2: C-B, segment 3: B-D, segment 4: D-H). 

Segment 1 could begin from either the first group or the second group. Both 

possibilities would produce a candidate for the optimal solution. Since this is 

the case, both of these options must be evaluated (the proposed TDC 

algorithm utilizes a dual label system to account for all these possibilities. 

Further details on the dual label system will be discussed later).  
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However to demonstrate rather, how the path cost is computed in the 

Suurballe transform network, the following example assumes that we have 

prior knowledge on the grouping of segment 1 for the path in Figure 5.4. 

Therefore the example begins with segment 1 being on the first group. Note 

that the other possibility (where segment 1 begins on the second group) would 

also be considered by the TDC dual label system. Segment 2 traverses the 

reverse shortest path link and therefore triggers a toggle for the subsequent 

segment. As a result, segment 3 goes to the second group. 

 

The group placement of segment 4 requires additional consideration. 

This is because segment 3 and segment 4 are successive non-zero segments. In 

this particular occurrence, the grouping of segment 4 to either the first or 

second group is valid (similar to the situation described in the paragraph above, 

the grouping of segment 4 to either the first or second group would each result 

in yet another candidate optimum solution respectively. The dual label system 

in the proposed TDC algorithm also accounts for this occurrence). For this 

example, segment 4 is placed in the second group. Thus at the end, the first 

group consist of segment 1 while the second group has segment 3 and segment 

4. 

 

The cost sum of the first group, denoted as Primary Path Cost Sum 

(PPCS), which has segment 1 (cost-segment =2) is PPCS= Σ cost-segments = 

2. The cost sum of the second group, denoted as Secondary Path Cost Sum 

(SPCS), with segment 3 (cost-segment = 5) and segment 4 (cost-segment = 4) 
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is SPCS=α * Σ cost-segments= 0.25 * (5+4) = 2.25. So total costs for the path 

in the Suurballe transformed graph is PPCS + SPCS = 2 + 2.25 = 4.25. 

 

5.1.2 Step 2: Modified Bellman-Ford  

 

In order to identify the path in the Suurballe transformed graph (for 

producing the optimal link-disjoint path-pair in the original graph) as 

discussed in the Observation section, the TDC algorithm applies a modified 

Bellman-Ford algorithm on the Suurballe transformed graph. Figure 5.5 

depicts the network after the Suurballe graph transformation together with a 

table listing the path routes (Current Identified Paths column) for better 

visualization on the algorithm’s operations. Each listed path route has two 

labels. The labels are denoted as path cost ‘Path Cost Estimate 1’ and ‘Path 

Cost Estimate 2’ respectively. The two labels function to indicate the costs 

from the source node to the present node, with the segment under 

consideration belonging to the primary path (Path Cost Estimate 1) or the 

secondary path (Path Cost Estimate 2).  

 

The modified Bellman Ford algorithm requires the use of two labels 

because as mentioned in the Observation section, there are certain segments in 

the Suurballe transformed graph (such as the first segment and successive non-

zero segments of a particular path) could be part of the primary path or the 

secondary path in the original graph. The appropriate grouping of segments for 

the path identified in the Suurballe transformed graph would produce the 

optimal link-disjoint path solution in the original graph. Therefore the two 
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labels by the modified Bellman Ford algorithm are to account for all 

possibilities of the path segment grouping in the Suurballe transformed graph 

in order to ensure the eventual path obtained by the modified Bellman Ford 

algorithm produces the optimal link-disjoint path in the original graph. 

 

a) Initialization 

 

At initialization, the source node (node ‘A’) at the preliminary is only 

aware of the route to itself and thus its path cost is set to zero. No other paths 

from the source node to the other nodes in the graph have been identified yet. 

 

Figure 5.5: Modified Bellman Ford – Initialization 

 

The path route list (Current Identified Paths column) is updated during 

the relaxation of segments. The relaxation process is adapted from the 

Bellman-Ford relaxation. When a segment is being relaxed, path routes in the 
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path list in which the end node matches the start node of the relaxed segment 

will be selected. Both the path route and path cost will be updated with regards 

to the relaxed segment. To update the Path Cost Estimate 1 column field, the 

current value of the column field is summed with the cost-segment. Similarly, 

the Path Cost Estimate 2 column field is updated by summing the current 

value of the column field, with the cost-segment multiplied by α. 

 

b) Relaxation Cycle 1 

 

In the first round of the relaxation cycle, the links connecting node ‘A’ 

to adjacent nodes (link A-C, link A-E and link A-H) are relaxed. Illustrated in 

Figure 5.6, the path route list and their respective path cost are updated 

accordingly. Updated fields are in red. In a particular relaxation cycle, the 

order in which the links are relaxed is randomly pre-determined. For this 

example, the relaxation sequence starts with the links from node ‘A’ to its 

adjacent nodes. This is followed by the respective links from node ‘B’, node 

‘C, node ‘D’, node ‘E’, node ‘F’ and node ‘G’. No relaxation of links from 

node ‘H’ is performed because it is the destination node. Subsequent 

discussions only highlight the crucial steps involved in the execution of the 

modified Bellman-Ford relaxation cycle. 
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Figure 5.6: Relaxation cycle 1- Link relaxation from node ‘A’ 

 

No changes occur in the relaxation of links from node ‘B’. Relaxing 

the links from node ‘C’ updates the path route list as in Figure 5.7. The 

updated path route is flagged (denoted with ‘*’) because the segment that was 

relaxed affecting the particular path route traverses a reversed shortest path 

link. The flagged path route will trigger a toggle which modifies the path cost 

computation of the next segment. 
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Figure 5.7: Relaxation cycle 1- Link relaxation from node ‘C’ 

 

The relaxations of links from the remaining nodes with node ‘G’ as the 

last node in the relaxation cycle result in the updated table as illustrated in 

Figure 5.8. The relaxation cycle is to run for V-1 rounds (where V is the 

number of nodes in the graph) as stipulated by the Bellman-Ford algorithm. 
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Figure 5.8: Relaxation cycle 1- Link relaxation from node ‘G’ 

 

c) Relaxation Cycle 2 

 

The second round in the relaxation cycle, there were no changes 

observed from the relaxation of links from node ‘A’. Moving on to the 

relaxation of links from node ‘B’, the path route A -> C -> B will be affected 

when segments B -> D and B -> F are relaxed. Given that this path route (A -> 

C -> B) is flagged, it thus triggers a toggle before the link relaxations.  

 

To emulate a toggle, the affected path route’s corresponding costs 

namely will exchange respective values with each other as illustrated in Figure 

5.9. Subsequently, the exchanged values are used in the relaxation process. 
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Figure 5.10 shows the ensuing updated table after executing the relaxation of 

the associated segments. 

 

 

Figure 5.9: Relaxation cycle 2 – Toggling process before relaxation of links from node 

‘B’ 
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Figure 5.10: Relaxation cycle 2 – Links relaxation from node ‘B’ 

 

Progressing further with the relaxation cycles until the stop of the 

modified Bellman-Ford algorithm yields the resulting path route from the 

source node ‘A’ to destination node ‘H’ with the respective path cost as shown 

in Figure 5.11. 
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Figure 5.11: Final graph at the stop of the modified Bellman-Ford algorithm 

 

The final table result in Figure 5.11 indicates the optimal path 

(identified by the TDC at α=0.25) in the transformed graph between source 

node ‘A’ to destination node ‘H’ (path: A-> C-> B-> D-> H) has a path cost of 

4.25. The result is the same as the expected optimal path cost calculated earlier. 

 

Lastly, the path found in the Suurballe transformed graph forms an 

optimal pair of link-disjoint path in the original graph for the α+1 protection as 

in Figure 5.2. A detail description of the TDC algorithm is presented in the 

next section. 
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5.2 Toggling Dual Cost – Algorithm Description 

 

The TDC algorithm has been demonstrated to successfully determine 

the optimal path for the α+1 protection from the network example discussed in 

the previous section. The specified α value that was used in the example is in 

fact determined from another MO property.  

 

It is observed that the MO solution happens to be optimal in 

comparison to the RF and LB solution when  

(49) 

LBMO

MOLB

MORF

RFMO

SS

PP

SS

PP

−

−
<<

−

−
α    (49) 

This property is proved in the following corollary  

 

Corollary 3: If there exists a MO solution with primary and secondary costs 

P’ and S’, respectively, for a given network graph, then α = y = (PLB – 

PRF)/(SRF – SLB) is one of the points where the MO solution has a lower total 

cost than that of RF and LB solution, C*.  

 

Proof: 

Since the given primary and secondary paths are a MO solution, then 

inequality (21) holds true. We have 

(50) )')('()')('( SSPPSSPP RFLBLBRF −−<−−  (50) 

'''''''' SPSPSPSPSPSPSPSP LBRFRFLBLBRFLBRF +−−<+−−⇒  

LBRFRFLBRFLBLBRF SPSPSPSPSPSP −<−+−⇒ ''''  

LBRFRFLBRFLBLBRF SPSPPPSSSP −<−+−⇒ )(')('  
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(51)
LBRF

LBRFRFLB

LBRF

RFLB

SS

SPSP
S

SS

PP
P

−

−
<

−

−
+⇒ ''  (51) 

Combining eq. (51) with eq. (5) and (6), we have  

(52) *'' CySP <+      (52) 

Q. E. D. 

 

By using the properties derived in, Theorem 1(iii), Corollary 1(ii), and 

Corollary 3, the various critical α values are identified for the TDC algorithm. 

If an optimal solution exists at the given α value, the TDC algorithm would 

identify its pair of link-disjoint paths. 

 

Figure 5.12 and Figure 5.13 presents the TDC algorithm in detail. As 

mentioned, the TDC algorithm has a complexity of O(VE). The complexity 

arrives from the Bellman Ford algorithm which was modified in the TDC 

algorithm to suite the search criteria. The modifications however do not affect 

the overall complexity. 

 

Algorithm TDC (Main) – Modified Bellman Ford 

{ Definition 

V:  The set of nodes in the network 

E:  The set of directed edges in the network 

Y(i): Total number of paths found in cycle i 

s:  Source node 

d:  Destination node 

d(i,y)[u]: Path Cost Estimate 1 – Length of the path y at loop i from s to node u 

dα(i,y)[u]: Path Cost Estimate 2 – Length of the path y at loop i from s to node u 

dop[u]: Current length of the optimal path from source to destination from Path Cost 

Estimate 1 
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dαop[u]: Current length of the optimal path from source to destination from Path Cost 

Estimate 2 

π(i,y)[u]:  Current predecessor node of u  

πop[u]: Optimal path route from source to destination from Path Cost Estimate 1 

παop[u]: Optimal path route from source to destination from Path Cost Estimate 2 

VP1’:  Set of nodes that are traversed by the reversed shortest path 

P1’:  The reversed shortest path from the original graph 

f(i,y)[u]: A flag to trace whether the link towards node u traverse P1’ 

m(i,u): Counter to calculate links out of node u which has been relaxed 

w(u, v): Weight of edge(u,v) where edge(u,v) ∈  E  

n’ (i,y): End node in path π(i,y)  

l[u]:  Number of edges out of node u} 

 

Modify the graph according to Suurballe transformation (Suurballe and Tarjan 1984)

  

for i ←1 to |V| - 1 do 

 for u ∈  V do 

  m(i,u)←0 

 end for 

end for 

 

for i ←1 to |V| - 1 do 

 y←0 

 Y(i) ←0 

 for each edge (u, v) ∈ E do 

  Find l[u], number of edges out of node u 

  Call relax(u, v)  

 end for 

end for 

Transform optimal path to link-disjoint path in the original graph 

Figure 5.12: Toggling Dual-Cost – Main Program 
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Procedure Link Relaxation  

procedure relax(u, v) 

 

if i=1 AND u=s then 

 d(i,y)[u]←0  

 dα(i,y)[u]←0  

 π(i,y)[s]←s 

 dop[d] ←∞ 

 dαop[d] ←∞ 

 d(i,y)[v]←d(i,y)[u] + w(u, v) 

 dα(i,y)[v]←dα(i,y)[u] + α*w(u, v) 

 π(i,y)[v]←u 

 f(i,y)[v]←0 

 y++ 

 Y(i)←y 

 

 if v = d then 

  if d(i,y)[v] < dop[v] 

   dop[v]← d(i,y)[v] 

   for n ∈  V do 

    πop[n]← π(i,y)[n] {transfer of entire path} 

   end for 

  end if 

  if dα(i,y)[v] < dαop[v] then 

   dαop[v]← dα(i,y)[v] 

   for n ∈  V do 

    παop[n]← π(i,y)[n] {transfer of entire path} 

   end for 

  end if 

 end if 

 

else if i=1 AND u!=s 

 for y ←0 to Y(i) 

  if n’(i,y) = u {check the last node in the path} 

   if π(i,y)[v]←u is loopless then 
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    if l[u]-m(i,u) > 1 then  

     {check for multiple branches out of node } 

     Y(i)++ 

     if f(i,y)[u]=1 and edge(u,v) ∉  P1’then 

       {consideration of toggling} 

      d(i,Y(i))[v]←dα(i,y)[u] + w(u, v) 

      dα(i,Y(i))[v]←d(i,y)[u] + α*w(u, v) 

     else if u∈  VP1’ and f(i,y)[u]=0 and  

       edge(u,v) ∉  P1’ then  

      {***to consider special case ***} 

      d(i,Y(i))[v]←dα(i,y)[u] + w(u, v) 

      dα(i,Y(i))[v]←dα(i,y)[u] + α*w(u, v) 

     else 

      d(i,Y(i))[v]←d(i,y)[u] + w(u, v) 

      dα(i,Y(i))[v]←dα(i,y)[u] + α*w(u, v)  

     end if 

     m(i,u)++ 

    else 

     Y(i)++ 

     if f(i,y)[u]=1 and edge(u,v) ∉  P1’then 

       {consideration of toggling} 

      d(i,Y(i))[v]←dα(i,y)[u] + w(u, v) 

      dα(i,Y(i))[v]←d(i,y)[u] + α*w(u, v) 

     else if u∈  VP1’ and f(i,y)[u]=0 and  

       edge(u,v) ∉  P1’ then  

      {***to consider special case ***} 

      d(i,Y(i))[v]←dα(i,y)[u] + w(u, v) 

      dα(i,Y(i))[v]←dα(i,y)[u] + α*w(u, v) 

     else 

      d(i,Y(i))[v]←d(i,y)[u] + w(u, v) 

      dα(i,Y(i))[v]←dα(i,y)[u] + α*w(u, v)  

     end if 

    end if 

 

    for n ∈  V do 

     π(i,Y(i))[n]← π(i,y)[n] {transfer of entire path} 
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    end for 

    π(i,Y(i))[v]←u 

    if v = d then 

     if d(i,y)[v] < dop[v] 

      dop[v]← d(i,y)[v] 

      for n ∈  V do 

       πop[n]← π(i,y)[n]  

       {transfer of entire path} 

      end for 

     end if 

     if dα(i,y)[v] < dαop[v] then 

      dαop[v]← dα(i,y)[v] 

      for n ∈  V do 

       παop[n]← π(i,y)[n]  

       {transfer of entire path} 

      end for 

     end if 

    end if 

    if edge(u,v) ∈  P1’  

     f(i,Y(i))[v] ← 1 

    end if 

   end if 

  end if 

 end for 

 

else if i >1 

 for y ←0 to Y(i-1) 

  if n’(i-1,y) = u {check the last node in the path} 

   if π(i-1,y)[v]←u is loopless then 

    if l[u]-m(i,u) > 1 then  

     {check for multiple branches out of node } 

     Y(i)++ 

     Y(i-1)++ 

     if f(i-1,y)[u]=1 and edge(u,v) ∉  P1’ then 

       {consideration of toggling} 

      d(i-1,Y(i-1))[v]←dα(i-1,y)[u] + w(u, v) 
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      dα(i-1,Y(i-1))[v]←d(i-1,y)[u] +α* w(u, v) 

      d(i,Y(i))[v]←dα(i-1,y)[u] + w(u, v) 

      dα(i,Y(i))[v]←d(i-1,y)[u] +α* w(u, v) 

     else if u∈  VP1’ and f(i,y)[u]=0 and  

       edge(u,v) ∉  P1’ then  

      {***to consider special case ***} 

      d(i-1,Y(i-1))[v]←dα(i-1,y)[u] + w(u, v) 

      dα(i-1,Y(i-1))[v]←dα(i-1,y)[u] + α*w(u, v) 

      d(i,Y(i))[v]←dα(i-1,y)[u] + w(u, v) 

      dα(i,Y(i))[v]←dα(i-1,y)[u] + α*w(u, v) 

     else 

      d(i-1,Y(i-1))[v]←d(i-1,y)[u] + w(u, v) 

      dα(i-1,Y(i-1))[v]←dα(i-1,y)[u] + α*w(u, v)  

      d(i,Y(i))[v]←d(i-1,y)[u] + w(u, v) 

      dα(i,Y(i))[v]←dα(i-1,y)[u] + α*w(u, v) 

     end if 

     m(i,u)++ 

     for n ∈  V do 

      π(i-1,Y(i-1))[n]← π(i-1,y)[n]  

       {transfer of entire path} 

     end for 

     π(i-1,Y(i-1))[v]←u 

     if v = d then 

      if d(i-1,y)[v] < dop[v] 

       dop[v]← d(i-1,y)[v] 

       for n ∈  V do 

        πop[n]← π(i-1,y)[n]  

       {transfer of entire path} 

       end for 

      end if 

      if dα(i-1,y)[v] < dαop[v] then 

       dαop[v]← dα(i-1,y)[v] 

       for n ∈  V do 

        παop[n]← π(i-1,y)[n]  

       {transfer of entire path} 

       end for 
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      end if 

     end if 

     if edge(u,v) ∈  P1’  

      f(i-1,Y(i-1))[v] ← 1 

     end if 

 

    else 

    Y(i)++ 

     if f(i,y)[u]=1 and edge(u,v) ∉  P1’then 

       {consideration of toggling} 

      d(i,Y(i))[v]←dα(i,y)[u] + w(u, v) 

      dα(i,Y(i))[v]←d(i,y)[u] + α*w(u, v) 

     else if u∈  VP1’ and f(i,y)[u]=0 and  

       edge(u,v) ∉  P1’ then  

      {***to consider special case ***} 

      d(i,Y(i))[v]←dα(i,y)[u] + w(u, v) 

      dα(i,Y(i))[v]←dα(i,y)[u] + α*w(u, v) 

     else 

      d(i,Y(i))[v]←d(i,y)[u] + w(u, v) 

      dα(i,Y(i))[v]←dα(i,y)[u] + α*w(u, v)  

     end if 

    end if 

 

    for n ∈  V do 

     π(i,Y(i))[n]← π(i-1,y)[n] {transfer of entire path} 

    end for 

    π(i,Y(i))[v]←u 

    if v = d then 

     if d(i,y)[v] < dop[v] 

      dop[v]← d(i,y)[v] 

      for n ∈  V do 

       πop[n]← π(i-1,y)[n]  

       {transfer of entire path} 

      end for 

     end if 

     if dα(i,y)[v] < dαop[v] then 
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      dαop[v]← dα(i,y)[v] 

      for n ∈  V do 

       παop[n]← π(i-1,y)[n]  

       {transfer of entire path} 

      end for 

     end if 

    end if 

    if edge(u,v) ∈  P1’  

     f(i,Y(i))[v] ← 1 

    end if 

   end if 

  end if 

 end for 

end if 

Figure 5.13: Toggling Dual-Cost – Link Relaxation Procedure 

 

5.3 Correctness of the TDC Algorithm 

 

The proof takes into account the characteristics of the Suurballe’s link-

weight modification to verify that the solution by the TDC algorithm reflects a 

valid link-disjoint path-pair solution for the α+1 protection in the original 

graph. It is derived in Suurballe and Tarjan (1984) that the paths order in the 

Suurballe reweighted (only the link-costs are altered without changes to the 

link’s direction) graph are the same as that in the original graph. This implies 

that the Suurballe reweighted graph preserves all properties of the original 

graph except changes to the link costs. 

 

Moreover, given a source and destination node where the source node 

is also the root node of the shortest-path tree in the graph, the cost of path PSB’ 
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in the Suurballe reweighted graph, denoted as PSB’, is related to P, which is the 

cost of path P in the original graph with the following expression (Suurballe 

and Tarjan 1984); 

(53) 1' PPP SB +=       (53) 

where P1 is the cost of the shortest path, denoted as P1, in the original graph.  

 

Theorem 2 derives the relation between the optimal path, P0’, in the 

Suurballe transformed (modifications to the link-cost and link-direction) graph 

by the TDC algorithm with the optimal link-disjoint paths-pair in the original 

graph. 

 

Theorem 2: The cost of path P0’, found in the Suurballe transformed graph by 

the TDC algorithm, denoted as P0’, is related to P and S, which are the costs of 

the link-disjoint pair of paths P and S in the original graph with the following 

property; 

(54) SPPP αα +=++ 10 )1('      (54) 

 

Proof: 

It can be easily verify that  

(55) '''0 SBSB SPP α+=      (55) 

where PSB’and SSB’ are the cost of path PSB’ and SSB’ respectively. Paths PSB’ 

and SSB’ are the link-disjoint path in the Suurballe reweighted graph translated 

from P0’ as described in Suurballe and Tarjan (1984) 
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We expand (55) to become 

(56) )'()'()1(' 1110 PSPPPP SBSB +++=++ αα    (56) 

Applying (53) into (56) yields SPPP αα +=++ 10 )1('  

Q. E. D.  

 

5.4 Complexity and Performance Comparison 

 

Table 5.1 list the complexity of the TDC with other existing partial 

bandwidth protection, optimum path-finding algorithms. In terms of 

complexity, it is observed that the TDC exhibits a high efficiency over the 

other algorithms.  

 

Table 5.1: Algorithm Complexity Comparison 

Optimal Algorithm 

(abbreviated notation) 

Complexity 

TDC O (VE) 

SALC (Fang et al., 2005) O (KV(E + V log V)) 

AO (Gan and Liew 2010a )  O (KV(E + V log V)) 

RAO (Gan and Liew 2011)  O (KV(E + V log V)) 

LPR/SFR (Laborczi et al., 2001) O (V 
2
E log V) 

α
+
-MIN-SUM (Yang et al., 2005a) O (E 

3
 + L) 

where ; 

L: sum of all edge length 

SOPS (Ho and Mouftah 2002)  O (E 
2
 log V)  

DP2LC (Gomes et al., 2008)  Undefined 
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The result in Figure 5.14 compares the performance of TDC against 

two well-known link-disjoint paths-finding algorithms which are the Remove-

Find (RF) method (or Two-Step method) and the Suurballe (SB) algorithm. 

These algorithms are able to identify the optimal solution in their respective 

(extreme) settings of α. That is when α=0, the solution by RF is optimal (Gan 

and Liew 2010a). When α=1, it is actually a 1+1 protection, and hence the 

solution by Suurballe is known to be optimal (Laborczi et al., 2001).  

 

Using the network example and link-cost parameter of Figure 5.1 with 

node ‘A’ as the source node and node ‘H’ the destination node, Figure 5.14 

shows the total cost incurred (interpolated) by the respective link-disjoint 

paths-finding algorithm with respect to α.  

 

There were 3 MO solutions detected by the TDC while the algorithm 

was running at α = 0.1818, α = 0.25 and α=0.4 respectively. These α values 

are the critical values as determined from the properties derived in Theorem 

1(iii), Corollary 1(ii), and Corollary 3. 
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Figure 5.14: Paths-Finding Algorithms Performance Comparison 

 

By observing the performance of the paths-finding algorithms in 

Figure 5.14, the TDC algorithm ensures the link-disjoint solution found is 

minimal for all values of α, especially between α=0.1 to α=0.5, where the 

optimal solutions (MO solutions) were neither found by the RF nor the SB.  

 

In Figure 5.15, Figure 5.16 and Figure 5.17, the average CPU time per 

call for the three proposed α+1 optimum algorithm namely the AO, RAO and 

TDC are presented with α = 0.18, α = 0.25 and α=0.4 accordingly. The AO, 

RAO and TDC algorithms are modeled using C++ programming language. 

The CPU times were obtained from a system running on Intel Core 2 Quad 

Q9300 processor at 2.5GHz with 8GB of RAM. The results in Figure 5.15, 

Figure 5.16 and Figure 5.17 show that the TDC with its low complexity has 

the lowest running time as expected. The RAO has the second lowest run time 

followed by the AO. As mentioned, the RAO incorporates additional derived 
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optimal solution properties in its search parameters which allows it to reduce 

the process in its algorithm resulting in a lower running time as compared to 

the AO.  

 

Figure 5.15: Average CPU time per call, α=0.18 

 

Figure 5.16: Average CPU time per call, α=0.25 
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Figure 5.17: Average CPU time per call, α=0.4 
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CHAPTER 6 

 

CONCLUSIONS 

 

6.0 CONCLUSIONS 

The outcome of this thesis was to develop novel algorithms for the 

application of α+1 path protection whereby the solution consists of the optimal 

pair of link-disjoint paths. The problem formulation is expressed as the 

minimization of the total cost for the primary-secondary path-costs where the 

secondary path cost is weighted by α, and 0<α<1. The need for a novel 

algorithm specifically for the α+1 path protection arises when the occurrence 

of the mid-optimal (MO) solution was observed and current link-disjoint 

paths-finding algorithms are not designed to efficiently identify the optimal 

solutions.  

 

The properties of the MO solution derived in Chapter 3 provides the 

elements to construct a more efficient and effective optimum paths-finding 

algorithm for the α+1 protection. The α-optimum (AO) and reversed α-

optimum (RAO) algorithms proposed in Chapter 4 utilizes the common K-

shortest path algorithm incorporated with the MO properties to effectively 

obtain the optimal solution. With the use of the MO properties, a number of 

candidate solution check rules are introduced into the proposed algorithms, in 

addition to a stop rule to ensure efficient running time during execution.  

 



117 

 

In Chapter 5, the toggling dual cost (TDC) algorithm applies the 

Suurballe graph transformation and a modified version of the Bellman-Ford 

algorithm to find the optimal path for the α+1 protection in the transformed 

graph. The path found in the transformed graph can be later translated as the 

optimal link-disjoint path-pair in the original graph. Due to the approach of 

this algorithm which does not perform the K-shortest path iteration, it is shown 

to exhibit a lower time complexity compared to the other algorithms. A 

performance comparison through simulation is presented to demonstrate the 

effectiveness of the proposed algorithm in obtaining the optimal solutions. 

 

The results from this research can be further extended to consider a 

distributed approach in implementing the α+1 protection. The application of 

α+1 protection in wireless multihop networks is a potential research direction 

worth investigating. The proposed optimum algorithms could also be further 

developed to be integrated into existing Internet protocols such as the 

Resource Reservation Protocol (RSVP). 
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